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Preuve de complétude de ENAR
par construction de modéle

Résumé : Nous donnons une preuve de complétude refutationelle pour le calcul ENAR,
introduit par Dowek, Hardin et Kirchner dans le cadre de la déduction modulo. ENAR (Ex-
tended Narrowing And Resolution) intégre la surréduction par rapport a une ensemble de
régles de réécriture sur des propositions dans la resolution du premier ordre. Notre preuve
permet d’obtenir des restrictions d’ordre sur ENAR et fournit un critére générale de re-
dondance, ceci permettant de trouver des preuves plus grandes. D’un autre coté, la preuve
necessite la confluence et la terminaison du systéme de réécriture, et 'existence d’un ordre
bien fondé sur les propositions, compatible avec la réécriture et des inférences closes, totale
sur des clauses closes, et possedant en plus quelques proprietés techniques. De tels ordres
existent pour des definitions hiérarchiques des predicates. Comme exemple, nous définissons
un tel ordre pour un fragment de la théorie des ensembles.

Mots-clés : raisonnement automatique, preuve automatique, résolution, réécriture, surré-
duction, skolemization, contraintes



A Model-based Completeness Proof of ENAR 3

1 Introduction

Dowek, Hardin and Kirchner [6] introduce Theorem Proving Modulo and in that context
the calculus Extended Narrowing And Resolution (ENAR). They show completeness of
ENAR by transforming proofs in a sequent calculus modulo a congruence on formulas into
ENAR proofs with respect to the same congruence represented by a term rewriting system,
using cut elimination for the sequent calculus in the process. Dowek and Werner [7] show
the cut elimination property for the cases of HOL-Ao, quantifier-free theories and positive
theories.

Here we give an alternate completeness proof based on the reduction-of-counterexamples
method developed over recent years [3]. This allows to impose ordering restrictions on the
calculus and provides a strong notion of redundancy, which is crucial for solving larger pro-
blems. The proof requires a well-founded ordering on propositions with certain properties
such as compatibility with the rewrite relation. Such orderings exist for hierarchical defini-
tions of predicates. As an exampe we define such an ordering for a small fragment of set
theory.

From the viewpoint of automated theorem proving it is interesting to study how the
technique for proving refutational completeness can be extended to handle skolemization
or even quantifiers in formulas. Since logical equivalence is lost by skolemization, we have
to adapt the notion of soundness of the calculus accordingly. By capturing the effect of
skolemization in the addition of skolemization axioms, we can keep logical equivalence for
most of the proof.

Finally, it is interesting to study calculi with built-in theories in order to improve the
efficiency of automated theorem provers. It is generally recognized that automated theo-
rem provers have problems proving theorems in theories with permutative axioms like as-
sociativity, commutativity, distributivity and the inverse law which are common in alge-
bra, and there have been various approaches to the integration of these axioms into pro-
vers [18, 11, 17, 5, 2, 8, 13, 14, 16]. A similar argument holds for the use of equivalences on
the level of logical formulas. State-of-the-art resolution theorem provers such as SPASS do a
clause normal form transformation once at the beginning, which destroys in particular the
equivalences. With some effort it is possible to reconstruct the equivalences [12] and take
advantage of them, but to us it seems more fruitful to work towards using them directly.
There has been some work on nonclausal resolution by Bachmair and Ganzinger [1], but this
does not cover formulas with quantifiers.

2 Preliminaries

We consider first-order logic without equality with respect to fixed sets P of predicate
symbols and F of function symbols. We assume that F contains countably many function
symbols of each arity, in order to provide sufficiently many fresh function symbols for skolemi-
zation. An atom is a formula p(t1, .. .,t,) where p € P and t4, ..., t, are terms. Propositions
are built from atoms, T (truth), L (falsity), by the junctors A, V, =, — (implication), >
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4 Stuber

(equivalence), and the quantlﬁers V and 3. We use the double arrow for rewriting, = for a
rule or a smgle step and = for the reflexive-transitive closure of =. = rewrites to normal
form, i.e. s = ¢ if s = t and t is irreducible. We write P|, for the subproposition or subterm
of P at the position 7, and P[Q], or P[t], for the proposition P where we have replaced
the subformula or subterm at position 7 by @ or t, respectively.

A literal is either an atom or the negation of an atom, and a clause is a disjunction of
literals. We will use constrained clauses of the form C[C] where C is a clause and C is a
constraint. A syntactic equality constraint s = t is satisfied for those ground substitutions o
that unify s and ¢, i.e. where so = to. Analogously, for a fixed given ordering > on ground
terms, o satisfies an ordering constraint s > t if so > to. We will use contraints that are
conjunctions of these atomic constraints. The meaning of a constrained clause is the set of
ground instances obtained by susbtitutions that satisfy the constraint.

A (finite) multiset M over a set S is a function from S into the natural numbers such
that M (z) > 0 only for finitely many x in S. For each = in S, M (x) denotes the number
of occurrences of z in M. The multiset extension > of a strict partial ordering > is
the strict partial ordering on multisets over S that is defined by M »,,,; N if and only
if M # N and for all z in S such that N(z) > M(z) there exists an y in S such that
y >z and M(y) > N(y). We will use that the multiset extension of a total ordering is total,
that the multiset extension preserves well-foundedness, and that the ordering on multisets
is dominated by the ordering on their maximal elements.

We consider propositions to be modulo associativity and commutativity (AC) for Vv
and A. In particular, clauses that differ only in the order of their literals are identical. We
write {t1/z1,...,tn/2,} for the substitution that replaces z; by ¢; for i € {1,...,n}.

We use the following rules for the transformation to clause normal form :

-1=>T (1)
T= 1 (2)
LAP=>1 (3)
TAP=P (4)
LVP=P (5)
TVP=T (6)
PoQ=P-=Q A (Q—P) (7)
P—-@Q=-PVQ (8)
-—-P =P 9)

(P VQ)=-PA-Q (10)
(P AQ)=-PV-Q (11)
-(Vz P) = Jdz-P (12)
-(3z P) = Yz -P (13)
PV (QiAQ2)=(PVQi)A(PVQ) (14)

INRIA



A Model-based Completeness Proof of ENAR 5

Vo P = P{z/z} (15)
dz P = P{f(y1,---,Yn)/x} (16)
where in (15) z is a new variable, and in (16) f is a fresh function symbol and z,y1,...,yn

are the free variables of P. A clause normal form of a proposition P is obtained by ex-
haustively applying these rules, with the restriction that the rules (1)—(13) must be applied
before (15) and (16), in order to apply the quantifier rules only below positive contexts. The
clause normal form transformation is nondeterministic by the choice of new variables and
fresh function symbols. This is not a problem, as in any context where a clause normal form
is needed any one will do, i.e. this is don’t-care-nondeterminism. Note that by this defini-
tion clauses are not sets, but are formed form the same symbols as logical propositions. In
particular, the empty clause is L. Also, by equivalence modulo AC these clauses behave as
multisets, where the same element may occur several times.

If we consider free variables to be universally quantified then (1)—(15) are logical equiva-
lences, while (16) is only an implication from right to left. It becomes an equivalence if we
add the implication in the other direction. Thus, we call

Yyi, ..., yn-32.P) = P{f(y1,...,yn)/z}.

the skolem aziom for the skolem function symbol f with respect to 3x.P. We call a set of
skolem axioms S fresh with respect to a set of propositions N if no skolem function symbol
of S occurs in N, and there is only one skolem axiom for every skolem function symbol in S.
A fresh set of skolem axioms is always obtained when fresh function symbols are used for
skolemization.

Lemma 1 Let N be a set of propositions and S a set of skolem axioms that is fresh with
respect to N, and let I be a model of N. Then there exists a model I' of NUS.

Proof: Sketch : define the interpretation of skolem functions in I' so that they provide
witnesses for the true instances of their corresponding existential formula. Since S is fresh
this is possible without changing the truth value of N.

Lemma 1 isolates the argument that the clause normal form transformation preserves satis-
fiability. By adding skolem axioms to our theory at the beginning, we get logical equivalence
for all later steps. This simplifies our arguments below.

3 Rewriting on propositions

Let R, be a set of rewrite rules on first-order propositions such that left-hand sides are
atomic, let R; be a set of rewrite rules on terms, and let R = R, U R;. The right-hand side of
arule in R may contain only free variables that also occur in the left-hand side. We write T,
for the logical meaning of R, which is the set of logical equivalences {l <+ r | l = r € R}. The
intended meaning of the rules in R; is equality. However, equality is not directly available to
us, since we use first-order logic without built-in equality. As an alternative, we may apply
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6 Stuber

Leibniz’ equality to atomic propositions to obtain a set of equivalences that capture the
logical meaning of R;. That is, we let

Tg, = {Alllr ¢ A[r]z |l = r € R, A an atom, and 7 a position in A}.

This is adequate, since any model that satisfies T, can be factored through the congruence
induced by R; to obtain a model of R; with respect to first-order logic with equality, while
preserving the truth value of propositions. Finally, we let T = Tg, UTR,. The theory T is
compatible with the rewrite rules in R in the sense of Dowek, Hardin and Kirchner [6]. It is
somewhat smaller than the one given there, as it includes equivalences only for single rewrite
steps and relies on the properties of logical equivalence for reflexive-transitive closure and
for closure under contexts of logical operators and substitutions.

We assume that R is confluent and terminating modulo AC for A and V, and write
R(P) for the normal form of a proposition P with respect to = g.

4 The inference system ENAR

An inference system is a set of inferences on constrained clauses. Each inference has a
main premise C, zero or more side premises C1,...,Cy, and a conclusion D, and is written

c ¢y ... C,
D .

The main premise and the side premises have different roles in the completeness proof and
in the resulting notion of redundancy for inferences.

The calculus of Extended Narrowing And Resolution (ENAR) consists of the following
two rules operating on constrained clauses :
—A; V...V oA, vV CO[G] By V...V By V D[(C]

CVD[CiANCoNA=...8 A, By~ ...~ By

where A; ~ ... % A, =~ By ~ ... ~ B, is an abbreviation for 4; ~ A> A ... A A1 =~
A, N Ay = By A... AN A1 = B,,. The main premise of Extended Resolution is =A4; V...V
-A, VvV C[C].

Extended Resolution

vlc]
c(Ulr]z) [C AN (Ulx = 1))
where [ = r is a rule in R and U|, is not a variable.

Ezxtended Narrowing

Here cl(P) denotes one of the clauses in a clause normal form of P.
This calculus is slightly different from the original one [6], as it doesn’t use equality
modulo a congruence. On the other hand, we allow the use of rewrite rules on terms.

5 The ordering on propositions

We say that an ordering has the multiset property for V if L = L' for any literal L' in
a clause C implies L > C'. We assume an ordering > on propositions that is well-founded,

INRIA



A Model-based Completeness Proof of ENAR 7

total on ground clauses, that has the multiset property for V, that satisfies -4 = A for any
atom A, that is compatible with rewriting, i.e., (=g) C (>), and A =g P implies A = B
for every ground instance B of an atom in P.

The latter implies compatibility with Extended Narrowing, i.e. C' > D for every ground
inference with main premise C' and conclusion D. Compatibility with Extended Resolution
follows by the multiset property. Note that we have replaced compatibility with rewrite
rules and with contexts by the somewhat weaker compatibility with rewriting, i.e. the ap-
plication of rewrite rules under contexts. We have done this because it is difficult to obtain
compatibility with contexts for quantifiers under negative contexts.

The property that A is greater than any ground instance of some B with free variables
is not satisfied by typical term orderings, in particular not by simplification orderings. The
separation of propositions and terms can be used to avoid this problem by giving predicate
symbols precedence over terms. This technique is applicable in particular for hierarchical
definitions of predicates by equivalences, e.g. in set theory. We present an example below.

6 Constructing Herbrand Models that Satisfy the Equi-
valences

We now define a function closureg that maps a Herbrand interpretation H; for ground
atoms that are irreducible by R to a Herbrand interpretation for all ground atoms. The
mapping is defined in such a way that the interpretation of irreducible atoms is not changed
and Tg becomes true in closurer(H;).

Let H; be a set of ground atoms irreducible by R. We construct a tree from each closed
proposition whose inner nodes are labeled by A, V and — and whose leaves are irreducible
ground atoms. <> and — are always expanded using rules (7) and (8).

1. If P is reducible by R then the tree for P is the tree for the normal form of P with
respect to R.

2. The tree for an irreducible ground atom A is a leaf labeled A.

3. The tree for an irreducible proposition P A @ is labeled A at the root and has as
children the trees for P and Q.

4. The tree for an irreducible proposition P V @ is labeled Vv at the root and has as
children the trees for P and Q.

5. The tree for an irreducible proposition —P is labeled — at the root and has the tree
for P as the only child.

6. The tree for an irreducible proposition Vz.P is labeled A at the root and has as
children all trees for P{t/z} where t is a ground term.

7. The tree for an irreducible proposition Jz.P is labeled V at the root and has as
children all trees for P{t/z} where t is a ground term.

Lemma 2 All the branches of the tree are finite.

RR n° 4135
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Proof: The only possible source of nontermination is the interaction of rewriting and ins-
tantiation of quantifiers. One of the properties of > is that a rewrite step followed by ins-
tantiation decreases all propositions in the ordering. Since > is a well-founded ordering this
implies termination. O

Now we label the nodes of the tree with truth values true or false from the bottom up. A
leaf A is labeled true if A € H;, and false otherwise. A node labeled with A is labeled true
if all of its children are labeled true, and false otherwise. A node labeled with V is labeled
true if some of its children is labeled true, and false otherwise. A node labeled — is labeled
true if its child is labeled false and vice-versa. Since all branches are finite all the nodes are
labeled. We let A € closureg(H;) if the root of the tree for A is labeled true.

Lemma 3 Let T be a tree for a closed proposition P. Then the root of T is labeled true if
and only if P is true in closureg(H;).

Proof: For atoms this is immediate by the definition of truth in the Herbrand interpreta-
tion closureg(H;). For other propositions it is a straightforward structural induction. O

Lemma 4 closuregr(H;) = Tr.

Proof: Consider some equivalence A <+ P in Tg. The tree for A is identical to the tree for P,
because both are the tree for the normal form of A with respect to R, which is unique by
confluence and termination of R. Hence their truth value is equal and the equivalence holds.

O

7 Refutational completeness

To be able to do lift narrowing steps on terms to constrained narrowing we use the
standard technique that considers only reduced ground instances on the ground level. This
technique was originally used to show completeness of basic narrowing [9], and later for
constrained or basic first-order calculi [4, 10]. Formally, a substitution ¢ is reduced if xo
is irreducible with respect to R; for all variables z. An instance is called reduced if it is
obtained by a reduced substitution. We write gnd(N) for the set of ground instances of
clauses in N, and rgndy(N) for the subset of reduced ground instances of clauses in N.
Note that ground instances have to satisfy the constraint. We also consider reduced ground
inferences. Since premises can always be made ground, the restriction to reduced instances
of inferences restricts only the instantiation of newly introduced variables in conclusions.
We will show that ENAR is refutationally complete by showing that ENAR has the reduction
property for counterexamples, using the approach of Bachmair and Ganzinger [3].

We will define mutually recursive functions I and P that map a set of ground clauses to
a set of ground atoms. Here I stands for “interpretation” and P for “produced”. Let M be a
set of ground clauses. P(M) defines the interpretation of ground atoms that are irreducible
with respect to R, and I(M) extends P(M) to all ground atoms, using the function closureg
defined above.

INRIA
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The definition is with respect to the well-ordering > on ground clauses, considering the
ground clauses in M in turn. For some ground clause C' we write M~<¢ (M=) for the
ground clauses in M that are smaller than C' (less or equal to C).

p(M)= | A(M,0)
CeM
{A} if (i) C is false in I(M=Y),
ii)C=C"VAV...V A
(iii) A > C', and
(iv) A is irreducible by R; or
0 otherwise.

I(M) = closurer(P(M))
I(N) = I(rgndg(N))

We write N¢ for rgndR(N)<C. Note that A(M,C) = A(M=¢) = A(N¢,C), since this is
the part of M that is used recursively. Since we start the definition of I(N) with the set
of reduced ground instances of N, the set A(rgndg(N),C) is the increment that takes us
from P(rgndR(N)<C) to P(rgndR(N)jc).

We say that a ground clause C produces A if A € A(rgndr(N),C). We say that a ground
clause C is a counterezample for I(N) if it is in rgndz(N) and false in I(N). Let C be
the least counterexample for I(IN) and let Z be a ground inference with main premise C
and conclusion D such that C = D. We say that Z reduces the counterezample C' (with
respect to I(N)) if I(N) = —~D. An inference system Calc has the reduction property for
counterexamples (with respect to I) if there is a reduced ground instance of an inference
in Calc that reduces C' with respect to I(IN) for any set N of ground clauses such that I(N)
has the least counterexample C' # L.

A(M,C) =

Lemma 5 ENAR has the reduction property for counterexamples.

Proof: Let N be a set of clauses, let C' be the least counterexample in I(N) and suppose
C # L. Then C is the reduced ground instance of a clause C in N and has the form
C'V LV ...V L where L C' for some literal L.

(1) Suppose L is reducible by R. We have L = A or L = -A and A is reducible by
some rule B = P in R, where A = Bo and P = Po. We consider the single R-step A = P
applied to C[A], resulting in the formula C[P], that is false in I(N), since the equivalence
A < P holds in I(N). Any clause normal form of C[P], implies C[P],, as skolemization
is an implication in the reverse direction. Since C[P], is false in I(N), the clause normal
form is also false in I(IV), and there is a ground instance of a clause in the CNF that is false
in I(N). As C is a reduced ground instance of some clause C' in N, the position 7 can not
be a variable position of C'. Hence there exists an Extended Narrowing inference

ClAL [c]
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10 Stuber

such that Dy A ... A Dy, is a clause normal form of C[P] and D; [C A A ~ B] has a ground
instance D that is false in I(N) for some i € {1,...,n}. Since newly introduced variables
are unconstrained we may even choose D to be a reduced ground instance of D;. Hence the
inference above reduces the counterexample C.

(2) Otherwise L is irreducible by R.

(2.1) Suppose L is positive, i.e. L = A for some ground atom A. Since C'is false in I(N),
Ais falsein I(N) and in P(N). All other literals are smaller than A, hence their truth value
depends only on the truth values of irreducible atoms smaller than A, which are the same
in I(N) and in I(N¢). Therefore C is false in I(N¢). Hence C produces 4, A € P(N) and
C is true in I(N), a contradiction.

(2.2) Otherwise L is negative, that is, L = —A for some atom A. Since L is false, A is
true in I(NN), and by irreducibility A must be in P(N). This A is produced by some reduced
ground instance D of a clause D in N with C = D. Then D=D'V AV ...V A, A> D',
and D' is false in I(Np). No clause greater than or equal to D can make a literal in D’
become true, hence D' is false in I(N). We can resolve C and D :

C'v-Av..v-A D VAV..VA
Cc'"v D!
This is a reduced ground instance of Extended Resolution that reduces C. d
Lemma 6 Let N be a set of clauses that is closed under ENAR. Then either L € N or
I(N) |= rgndg(N).
Proof: Suppose C # L is the least counterexample in N for I(N). Then by the reduction
property there exists a reduced ground inference

C ¢y ... Cy
D
that is an instance of an inference in ENAR that reduces C. That implies that D is false

in I(N), and since N is closed under ENAR the ground clause D is a reduced ground instance
of N and hence a smaller counterexample, a contradiction to the minimality of C. O

A reduced ground instance Co of a constrained clause C is called redundant in N (with
respect to R) if there exist reduced ground instances Cyo7y,...,Croy of clauses Ci, ..., Cy
in N such that Co > Cio; for i =1,...,k, and TR U {Ci01,...,Croi} |E Co.

A reduced ground instance

Co C

where C,0 is the main premise is called redundant in N (with respect to R) if either
one of the premises Cio,...,C,o is redundant, or if there exist reduced ground instances
Djo4,...,Dyoy, of N such that Cp,o = D;o; fori=1,...,k and TR U {Dy01,...,Dior} E
Co. A non-ground clause or inference is redundant if all its reduced ground instances are
redundant. The following well-known lemma allows to delete clauses without losing redun-
dancy.

INRIA



A Model-based Completeness Proof of ENAR 11

Lemma 7 Let N be a set of constrained clauses and M the set of redundant clauses in N .
If a constrained clause C is redundant in N then it is redundant in N \ M.

Proof: Suppose C is redundant in N but not in N \ M. Then there exists a reduced ground
instance of C that is redundant in N but not in N \ M. Let C be the least such reduced
ground instance. Since C is redundant in NV, there exist reduced ground instances D1, ..., D,
of N that together with T imply C. Let Di,...,D, be the least set of such reduced
ground instances with respect to the multiset extension of »>. Now suppose some D; is a
reduced ground instance of M but not of N\ M. Since D; is smaller than C, it is redundant
in N\ M by induction hypothesis. That is, D; is in turn implied by T and smaller reduced
ground instances Di,...,D! of N\ M. We may replace D; by Dj,..., D! to obtain a
smaller multiset, in contradiction to the minimality of D;,...,D,. Hence Dy, ..., D, must
be reduced ground instances of N\ M, and C is redundant in N \ M. d

A set N of clauses is called saturated up to redundancy (with respect to ENAR) if all inferences
in ENAR from premises in N are redundant.

Lemma 8 Let N be a set of clauses that is saturated up to redundancy with respect to ENAR.
Then either L. € N or I(N) Ergndg(N).

Proof: Suppose N is saturated up to redundancy, L ¢ N, and I(N) [~ rgndg(N). Let C be
the least counterexample for I(N) among the reduced ground instances of N. Since ENAR
has the reduction property for counterexamples, there exists a reduced ground instance of
an inference in ENAR that reduces C to some clause D that is also false in I(N). Since N
is saturated w.r.t. ENAR, this inference is redundant, hence D follows from Tr and reduced
ground instances smaller than C. By minimality of C these are true in I(N), and D must
be true in I(N) as well, a contradiction. O

A theorem proving derivation is a sequence of sets of clauses Ny - Ny + ... such that for
all steps N; = Niy1, @ > 0, either (1) Nj41 = N; U {C} for some constrained clause C
such that from any model of T U N; U S; = {C} where S; is a set of skolem axioms, or
(2) Niy1 = N; \ {C} for some constrained clause C' which is redundant in N;, and |J; S;
is fresh with respect to T U Ny. In case (1) we call the step a deduction step and in
case (2) a deletion step. For such a derivation the set of persistent clauses Ny, is defined as
Noo = Uizo ;i Nj-

A simplification may be viewed as two derivation steps {C}UN F {C,D}UN + {D}UN.
That is, a clause C € N may be simplified to a clause D if T U{C} UN | D and C is
redundant in {D}UN.

For example, tautologies are always redundant, and reduction with R is a simplification.
A subsumed clause that has at least one literal more than the clause that subsumes it is also
redundant by this definition. However, the case where a clause subsumes one of its instances
is not covered, as the individual ground instances do not decrease with respect to »=. At the
price of some technical complications it is possible to extend the definition to also cover that
case.

We will now show that certain properties are preserved when going from Ny to the
limit N, or vice-versa.
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12 Stuber

Lemma 9 Let N be a set of constrained clauses, let I be a model of Tg, and let Ng - Ny
... be a theorem proving derivation. If all reduced ground instances of N are true in I then
all reduced ground instances of |J; N; are true in I.

Proof: Consider some reduced ground instance C' of some clause C in U; N;. If Cis in Ny
then C' is true by assumption. Otherwise C has been removed by some deletion step N;
Nit1, hence it is redundant in N; and thus in |J; N;. Let M be the set of all redundant
clause in |J; IV;, then by the above argument (|J; N;) \ M C Nu. Hence C is redundant
in Ny, by Lemma, 7, and there exist reduced ground instances of N, that together with T
imply C and are true in I. We conclude that C' is true in I. d

This implies in particular that all reduced ground instances of Ny are true in I. We say that
a clause is unconstrained if its constraint is T. A set of clauses is unconstrained if all its
clauses are unconstrained.

Lemma 10 Let N be a set of unconstrained clauses. Then rgndp(N)U Tg, |= gnd(N).

Proof: Consider some ground instance C of a clause C' in gnd(N). Then ¢ = U[T] and
C = Uo. By normalizing ¢ with respect to R; we obtain the ground substitution 7 =
{zo R, /x| # z0}. The instance C' = U7 is reduced and is also a ground instance of C'
that solves the trivial constraint T, hence it is in rgndg(N). All the changes of atoms by
the reduction from C to C' are covered by equivalences in Tg,, hence C is a consequence
of rgndz(N) U Tk,. O

Corollary 11 Let N be a set of unconstrained clauses, and let I be a model of Tg. If I is
a model of all reduced ground instances of N. Then I is a model all ground instances of N.

Lemma 12 Let Ng - N1 F ... be a theorem proving derivation. If Tr U Ny is satisfiable
then Tr U N, is satisfiable.

Proof: Suppose we are given a model Iy of Tr U Ny. Let S = |J; S; be the set of skolem
axioms used in the derivation. Then by Lemma 1 there exists a model I of T U Ng U S.
Furthermore, Tr U No U S is logically equivalent to Tp U N; U S for i > 0, hence I = N; for
all i > 0. We conclude I E N. O

A theorem proving derivation is called fair (with respect to ENAR) if all inferences in ENAR
from clauses in N, are redundant in N; for some ¢ > 0. Since the conclusions of ground
inferences are always smaller than the main premise, and since they imply themselves, an
inference can be made redundant by a deduction step that adds its conclusion. Thus a fair
derivation is obtained by considering inferences in a fair way, i.e. not delaying an inference
ad infinitum, and adding their conclusion if they are not already known to be redundant by
some suitable sufficient criterion.

Lemma 13 Let Ng - Ny ... be a fair theorem proving derivation. Then N, is saturated
up to redundancy.

Proof: By fairness we get that every inference from premises in Ny, is redundant in |J; N;,
and by Lemma 7 in N. O

INRIA



A Model-based Completeness Proof of ENAR 13

Theorem 14 Let Ny = Ny + ... be a fair theorem proving derivation such that Ny is
unconstrained. Then Ny is inconsistent if and only if No contains the empty clause.

Proof: Since the derivation is fair, N, is saturated up to redundancy. Thus either | € N
or I(N) |E TrUrgndp(Ns) by Lemma 8. Let S be the set of skolem axioms used in the
derivation. If 1 € N, then Tgr U Ny U S is inconsistent, and in turn Tg U Ny is inconsistent
by Lemma 1, since S is fresh. Otherwise I(Ny) = rgndp(Noo), I(Nwo) | rgndg(No) by
Lemma 9, and I(Ns) E gnd(No)by Lemma 10, and Tr U Ny is consistent. O

That is, ENAR is refutationally complete with respect to T'g.

Looking back at the proof, in particular Lemma 5, we see that we have indeed proved
refutational completeness of a more restricted inference system that constrains inferences to
maximal atoms :

—A V...V -4, v O[] By V...V B, V D[C]

CVD[Cl ANCo NAi~...~ B, /\A1>-C/\A1>-D]
AV C[C)

c(Alr]s VO)[C AU|z =l ANA>C]

where | = r is a rule in R and A|, is not a variable.

Extended Resolution

Ezxtended Narrowing

The ordering constraints are interpreted by the given well-ordering . To make this useful
in practice it is of course necessary to provide a constraint solver. Note however, that it is
sound to discard the ordering constraints whenever they are too hard to solve. For instance,
the empty clause still indicates an inconsistency even with an unsolvable ordering constraint.

8 Example

We consider an example from set theory given by Plaisted and Zhu [12]. Suppose we
have the rewrite rules

zrxy=>cxCyAyCz (17)
rCy=>Vz(ze€zx > 2z€y) (18)
TEYNz=>TEYANTEz2 (19)

that describe a fragment of set theory.

We define the ordering on formulas as follows. We start by an ordering on atoms by
letting (s & t1) = (s2 C t2) > (s3 € t3) for all terms sy, 82, 83, t1, t2,t3. On terms we assume
some simplification ordering that is total on ground terms, for example a lexicographic path
ordering. We extend it lexicographically to atoms with the same predicate symbol. Literals
are ordered first with respect to their atom and then to their polarity. That is, A >~ B
implies [-]A > [-]B and —=A > A for any atoms A and B. This is extended to clauses by
the multiset extension of the literal ordering and to propositions in clause normal form by
the multiset extension of the clause ordering.

RR n° 4135



14 Stuber

This ordering is total on ground clauses, since the term ordering is total, and it is extended
to atoms, literals and clauses so that this property is preserved. By the same argument it is
well-founded.

We have to show that the ordering is compatible with the rewrite relation followed by
instantiation. We first consider the effect of applying a rewrite rule to a single literal in a
clause, and compare the instantiated clause normal forms. There are six cases, and we easily
see that in each case the ordering holds :

zRyVC>xCyvC)A@yCzvVv )
r~yvVC>=xCyvyCzVvC_C
rCyVvVCs-texzViteyV C foranyground term ¢
~xCyV O (flzy)ex V) A (~f(z,y) ey Vv O)
zeyNzVC>(xzeyVC)AN(zxezV ()
x€e€yNzVCH--xze€yV xze€zVC

The first four are covered by the precedence of the predicate sumbols, and the last two by
the subterm property of the term ordering. This ordering extends to a context containing
additional clauses. An atom in a proposition may lead to several occurrences of the atom
in the clause normal form. Rewriting such an atom thus leads to the replacement of several
atoms. We may obtain its effect on the clause normal form by chaining together several of
the simple replacements. Then by transitivity the ordering is compatible with any rewrite
step. Since our ordering includes the transformation to clause normal form, compatibility
also holds for Extended Narrowing inferences.

Now suppose that in this theory we want to prove idempotency of intersection, i.e.,
Vz.x Nz ~ x. To simplify the presentation, we prove only the direction Vz.z Nz C z. We
negate and skolemize and obtain Ng = {-~a Na C a}. To illustrate the model construction
we also give the candidate models corresponding to the clause sets in the derivation. Since
the only clause in Ny has no positive literal, we get Py, = . However, I(N) is not empty,
as it contains atoms such as a C a. We check that Cop = =(aNa C a) is false in I(N) by
rewriting 4o =anNaCa:

aNaCa= Vz.x €aNa —z €a)

2Vr(r€aAz€a)—>z€a

We easily see that the normal form is a tautology, hence it is true in particular in I(Np).
Then by definition Ay is true and Cj is false in I(Np). Thus Cj is the least counterexample,
as it is the only ground instance of a clause in Ny. This counterexample can be reduced by
Extended Narrowing : By rewriting Cy we get

-(Vz.x €aNa— z € a)

INRIA
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which we have to transform to clause normal form :

-(Vz.x €EaNa—= 2z €a)= Jx.(zr €ana A ~(z € a)
=>b€aNa A -be€a

where b is the skolem constant introduced for x. For each clause in the CNF we have an
Extended Narrowing inference that has it as its conclusion :

—aNaCa
= 20
beana (20)
and AacC
—aNaCa
- = 21
-b€Ea (21)

We pick the first inference as it is false in I(Np), and let Ny = Ny U {b € aNa}. We notice
that C4y = b € aNa is not productive, since it is reducible to b € a A b € a, hence we get
another Extended Narrowing inference

beana
bea

which originates from both clauses of the reduct. We let Ny = N; U {b € a}. Now b € a is
productive in I(Ns), i.e., Pn, = {b € a}, and the least counterexample for I(IN7) is once
again Cjy. To reduce it we now need the second inference above (21), and let N3 = NoU{-b €
a}. The new clause becomes the least counterexample. It is irreducible and can be resolved

with b € a :
bea -bE€a

L

In this example we have used the model construction as our guide, choosing always the
inference that reduces the least counterexample. We have done this to illustrate the model
construction. In practice, however, it is usually not feasible to construct the model explicitly.

9 Conclusions and further work

We have proven the refutational completeness for Extended Narrowing and Resolution
with ordering restrictions, under the proviso that a suitable ordering for the given theory
exists. We have avoided the problem that skolemization does not preserve logical equivalence
by adding axioms implying that equivalence. It remains to investigate how useful ENAR is
in practice, with or without the ordering restrictions. To this end we are currently working
on a prototype implementation of ENAR in ELAN! [15].

This work may be viewed as a first step towards calculi that integrate clause normal
form computation with inferences. In particular for logical equivalences it seems preferable

lhttp ://www.loria.fr/equipes/protheo/SOFTWARES/ELAN/
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to use them for rewriting, instead of destroying their structure by an initial transformation
to clause normal form. ENAR is limited by the fact that the rewrite system is fixed. It will
be interesting to see whether it is possible to find good inference systems where equivalences
are added dynamically, to perform a kind of paramodulation on the level of propositions.

In the case where the rewrite system is positive in the sense of Dowek and Werner [7] the
closure operation in our model construction resembles their construction of a premodel as a
fixpoint of a functional derived from the rewrite rules. It will be interesting to further inves-
tigate this connection for the other cases in order to better understand which congruences
lead to sequent calculi with the cut elimination property.
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