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Abstract: In this work, we are interested in the numerical approximation of an
eigenvalue problem posed in R? arising from the computation of guided modes in
integrated optics waveguides, which are particular cases of open waveguides.

We consider a stratified waveguide translationally invariant in the infinite propa-
gation direction. Its cross-section is also supposed to be an unbounded and stratified
medium where an appropiate perturbation of the refraction index has been intro-
duced to ensure the existence of guided modes.

Under the weak guiding assumption, a method to compute the guided modes
has been proposed and analyzed in [11]. This method appears as a combination of
analytical methods which take into account the unbounded and stratified character
of the propagation medium and numerical computations which can be reduced to a
neighborhood of the perturbation.

In this paper, we are concerned with the numerical implementation of the method
and we present some numerical results.
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Une méthode hybride pour le calcul d’ondes guidées en
optique intégrée

Résumé : Dans ce rapport, nous nous interessons & ’approximation numérique
d’un probleme de valeurs propres en milieu non borné pour un opérateur différentiel
de second ordre. Ce type de probleme apparait dans le calcul d’ondes électromag-
nétiques guidées en optique intégrée, dans le cadre de I’hypothese du faible guidage.

Nous considérons un guide ouvert invariant par translation dans une direction
et occupant tout I’espace R>. La section transverse du guide apparait comme une
perturbation locale d’un milieu stratifié et on fait ’hypothése que la distribution de
Iindice de réfraction est telle que des modes guidés existent.

Dans [11] nous avons présenté et analysé une méthode pour le calcul des modes
guidés qui apparait comme une combinaison de méthodes analytiques pour la prise
en compte du milieu non perturbé et de méthodes numériques pour la prise en
compte de la perturbation.

Dans ce travail, nous nous interessons & I'implementation numérique de cette
méthode et nous presentons quelques resultats numeériques.

Mots-clé : Modes guidés, ondes électromagnétiques, optique integrée, méthodes
numeériques, éléments mixtes, méthodes hybrides.



Computation of guided waves in integrated optics 3

Contents

1 Introduction 4

2 A reformulation of the eigenvalue problem (P) 8

3 Numerical approximation of the problem (Px) 11
3.1 The truncation of I'. Introducing the parameter R . . . .. ... .. 11
3.2 Resolution of the problem (P,) . . ... ... ... ... ... ... 13
3.3 Mixed formulation of (Py) . . ... ... ................ 15
3.4 The series truncation. Introducing the parameter N . . .. ... .. 17
3.5 Discretization . . . . . .. .. Lo 19

4 A mixed-hybrid finite element procedure to solve the problem

(PX)n 19
4.1 Discretized mixed formulation . . . . . . ... 00000000 20
4.2 Mixed-hybrid formulation . . ... ... ... ... ... ....... 21
4.3 Matrix formulation . . . .. ..o oL Lo 22
5 Numerical approximation of the operator K(w, 5) 25
5.1 Construction of the approximation space . . . . . . ... .. ... .. 26
5.2 Definition of the operator K{%’N(w, ) o 27
5.3 Computation and properties of [M%N] ................ 28
5.4 Construction of the matrix [S;:g] ................... 30
6 Numerical results 33
6.1 The optical fiber test . . . . . . . . ... L Lo 33
6.2 The integrated optics test . . . . . . . . ... ... L. 39

RR n°4148



4 A. Bermidez, D. Gémez Pedreira and P. Joly

1 Introduction

In this work, we are interested in the numerical approximation of an eigenvalue
problem posed in R? arising from the computation of guided modes in integrated
optics waveguides which are particular cases of open waveguides.

Open waveguides are propagation structures which are supposed to be invari-
ant with respect both to the geometry and to its physical characteristics under any
translation along one privileged space direction, let us say x3, which coincides with
the infinite propagation direction of the waves. In particular, the refraction index n
of the waveguide will depend only on the two transverse coordinates ¢ = (21, z3) of
the cross section of the guide. The function n(z) coincides with the refraction index
n(z) of a simple reference medium outside a bounded region K of the (z1, z3) plane
whose dimensions are so small that, from the mathematical point of view, the cross
section of the guide is considered as an unbounded domain. This is why we speak
of an open waveguide.

L2

&

T3 1

Figure 1: Sketch of an open stratified waveguide and the choice of the coordinate system.

An optical fiber is an open waveguide for which the reference medium is homo-
geneous: n is constant. The specificity of an integrated optics waveguide lies in the
fact that the reference medium is heterogeneous but stratified: n only depends of
one space variable, x5 for instance. If the materials composing the different layers
are chosen with a suitable refraction index, then the energy of the wave can be verti-
cally confined in the material with the largest index. But it is the distribution of the
refraction index inside the region K which, if chosen properly (see [3], [12]), allows
harmonic electromagnetic waves of finite transverse energy to propagate without at-
tenuation along the device. These waves are called guided modes (or guided waves)

INRIA



Computation of guided waves in integrated optics 5

and are particular solutions of Maxwell’s equations of the form
E(z,23,) = E(xz)e'wi=Fzz) (1.1)
H(z,z3,) = H(x)e0m),
where
e w > 0 is the angular frequency (or pulsation) of the wave,

e 3 > 0 is the wavenumber (or propagation constant) of the mode,

o E(z) = (Ey(z), Eq(2), Es(z)) and H(z) = (Hi(z), Ha(z), Hs(z)) are 2D vec-
tor fields describing the distribution of the electromagnetic field in each cross
section, that must satisfy the finite transverse energy condition

/ (B + |HJ?) dz < co. (1.2)
RQ

(z1,22) \ W
:
/

Figure 2: Structure of a guided wave. v denotes the phase velocity.

Such solutions are the ones we are interested to compute. Although the exact
model (Maxwell’s equations) is vectorial, one can show that, under the weak guidance
assumption (see [2] and [19]), that is, large wavenumber and weak variations of the
refraction index, the searching of guided waves can be reduced to the following scalar
problem

Find w > 0,8>0 and u € L2(R?) (u+# 0) such that
(P &9 ) (1.3)
—Au—|—62u:w2n2u,

where u denotes any of the transverse components Fy(z), Ex(z), Hi(z) or Hy(z) of
the electric or magnetic field.

RR n°4148



6 A. Bermidez, D. Gémez Pedreira and P. Joly

The question we address in this paper is to solve numerically problem (P). This
problem can be considered in two ways (the second one being physically more rele-
vant):

e Given the propagation constant 8 and the refraction index distribution n(z),
find the pulsation w and the transverse field u(z).

e Given the pulsation w and the refraction index distribution n(z), find the
propagation constant § and the transverse field u(z).

The relationship between w and 3 characterizes what is called the dispersion of the
mode.

In each case, one has to solve a self-adjoint eigenvalue problem in an unbounded
and stratified domain, which makes the numerical solution non trivial. We will
adopt here the first option, however this choice has no real influence on our numer-
ical method. Thus, we will be interested in computing the guided modes associated
to eigenvalues w? in the discrete spectrum of the operator Ag = n=2(—A + %),
assuming they exist (see [3] and [12] for existence conditions). These eigenvalues
satisfy (see [11, 9])

B /i < w? < 0.(8), (1.4)
where ny = sup n(zx)
reR?

and o.(8) denotes the greatest lower bound of the essential spectrum of the operator

Agp. We shall denote
E={w®eR*/w>0,0>0, g*/n2 <w’<o.(0) }.

The typical situation is the following: for a given value of 3, Az has a finite number of
eigenvalues {w]? (8),1 < j < Nj3}. The number Mg may vary with 8 and N* = sup Nj
can be infinite. For any j < AN*, the jth eigenvalue w]? (8) exists for an interval
[ﬁj_, 67] of values of 8, 0 < §7 < 6}" < 4oo. B (respectively 6;’) is called the lower
(respectively upper) threshold or cut-off wave number for the jth guided mode. In
a lot of situations ﬁj = Jo00.

e When 3\, By s wj (8) = 0.(3) and the corresponding eigenfunction is less and
less confined.

o If 6; = 400, when 8 7 400, the corresponding eigenfunction is more and
more confined in the layer €2;.

INRIA
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Figure 3: Cross section with three different layers.

Remark 1.1 Although, in particular situations, eigenvalues embedded in the es-
sential spectrum may exist (see [4]) there is a conjecture that the set of embedded
etgenvalues is “generically” emply. Such modes are thus very unstable with respect
to the physical imperfections of the guide and then not so interesting from a practical
point of view.

In the sequel, we shall reduce ourselves to a three layer reference medium corre-
sponding to (see Fig. 3)

N, if xz9 € Qe_ = {(.rl,.fg) € RQ, Ty < 0},
n(zry) = No if x, € Q; = {(:Cl, ZTg) € RQ, 0<ay < L},
ngo if xz9 € Qj = {($1,$2) € RQ, Ty > L},

where we can assume without loss of generality that n_, < n} . We also assume
that the perturbation K is included in the central layer €2;. However, the numerical
method we are going to present extends with minor modifications to the case where
N, is a function of z5, which includes the case of several homogeneous layers, even
if the perturbation K is not completely embeded in one of them (see [12]).

Of course, the main difficulty amounts to reduce the effective calculations to a
bounded domain in space and the geometry of the device makes impossible the use
of classical artificial boundary conditions. For instance, for optical fibers, one can
exploit separation of variables in polar coordinates outside a circle Sp of radius R
enclosing the region K to write an exact Dirichlet to Neumann transparent condition
on Sp (see Bonnet [2], Joly and Poirier [13] or Givoli and Keller [8]). This is no
longer possible in our case due to the stratified nature of the reference medium. Mahé
[14] proposes an approximate method consisting in the introduction of two artificial

RR n°4148



8 A. Bermidez, D. Gémez Pedreira and P. Joly

horizontal boundaries where a Dirichlet or Neumann condition is applied. The main
drawback one can find in this method is that it is not exact: to get convergence to
the true solution it is necessary to make the two horizontal boundaries go to infinity,
which is very expensive numerically. It can also be expected that the accuracy of
the results depends on frequency in the sense that this method will give very good
results when the energy of the mode is very well confined in the vertical directions.
On the contrary, we can expect a deterioration of the accuracy when g is close to
some cut-off wave number.

The method we propose in this work could be considered as an improvement of
Mahé’s method. It is based on a reformulation at the boundary of problem (P). This
new formulation, introduced in [11, 9], will be recalled in Section 2. Then, the outline
of this paper is as follows. Section 3 is concerned with the numerical approximation
of the problem. We will show how the domain of numerical computations can be
reduced to a rectangle surrounding the perturbation. In Section 4, we propose a
mixed-hybrid finite element method for numerical resolution in the rectangle and
we write the problem in matrix form. Section 5 deals with the construction of the
discrete operators appearing in the numerical approximation. Finally numerical
results are given in Section 6.

2 A reformulation of the eigenvalue problem (P)
Let us introduce:
== {(55170)7 Ty € R} (: 096_)7 I+ = {($17L)7 Ty € R} (: 092—)

The idea is to formulate a problem whose unknown ¢ = (o™, ™) is the trace of
u (the solution of (P)) on I' = 'Y UT'~. For given (w,3) € E, we introduce the
operator S(w, 3) defined as follows (for the simplicity of the exposition, we omit to
mention the appropriate functional framework and refer the reader to [11] for more

details):
_[9ue)| _ [ [|9ule) du(e)
seme= |52 = (%] [ =y

where u(y) denotes the solution of the boundary value problem

(Pe) (2.2)

—Aule) + (B2 =n?wHulp) = 0 in Q=R2\T,
ulp) = @ on I.

INRIA
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In (2.1), n denotes the outer unit normal vector to ['t or '~ and
[q]r = ([a]r+ la)r-)

with [glr+ = (q|Qi)|F+_(q|Qj)|F+’
[dr- = (91,0 |- = (4] |-

The idea is the following: take a function ¢ defined on I' and solve the bound-
ary value problem (P,), (which consists, in fact, of two decoupled problems: one
outside the strip €; and another one inside). By construction, the function wu(y) is
continuous. In order that u(y) be a solution of problem (P), it is enough to ensure
the matching of the normal derivatives on the lines 25 = 0 and z5 = L: this means
that the the jump of the normal derivative of wu(p) across I', namely S(w, 3)p, must
be equal to 0. Then, problem (P) is equivalent to

(Py) For > 0, find w > 0 with (w,) € F
S such that 0 is an eigenvalue of S(w, 3).

For numerical purposes, we use a decomposition of S(w, 3) into another three oper-
ators

S(w76) :SZ(W,ﬁ)—l-Sp(W,ﬁ) - Se(w7ﬁ) (23)

which corresponds to a decomposition of u as:

° ujg = uf, with u = uF () the unique solution of

{ ~Aur + (B2 -nE?w?) =0 in QF

(Pe) =¢ on I,

uF
uF
o ujg = ui+ up, with u; = u;(¢) the unique solution of

—Awu; + (B? —ng wHu; = 0 in €,
®) { ( Ju = 0 G
¢ — @ onl,

and u, = u,(¢) the unique solution of

~Au, + (B2 -n*w?)u, = (n? —n2)w?u; in Q,
(Pp)

u, = 0 on I,

which can be proved to exist for certain values of w and 8.

RR n°4148



10 A. Bermidez, D. Gémez Pedreira and P. Joly

Then we define

out duz

Se(‘*ﬁﬁ)@:(an F_l_va—nr_)v

s = (5o, 52l ). (2.4
Ju Ju

Spw, B) ¢ = ((?—If . 8—1; F_) :

Problems (P.) and (P;) are coercive (see Theorem 3.1 and Theorem 3.3 in [11])
and thus uniquely solvable. They can be explicitly solved by using partial Fourier
transform in the z; direction. This allows us to compute explicitly the symbols of
the operators S, and S; and to show that they have a pure continuous spectrum.
One can also show that the operator S, — S; is an isomorphism. The existence
and uniqueness of the solution of the problem (P,) is not a priori obvious since, in
general, the problem is no longer coercive. In [11, 9], it is shown that the problem
(Pp) is well-posed if and only if w & G;(8), where G;() is a finite (possibly empty)
set of irregular frequencies (such as those occurring with integral equations). These
irregular frequencies can be characterized throught a problem set in the central layer
Q; (see Lemma 3.3 in [11]). Thus, if w &€ G;(8), S,, and thus 5, is well defined.

We refer to [11, 9] for various properties of 5;, S, and S,. In particular, it is
explained that S is not very easy to handle numerically, one of the reasons being
that it has a continuous spectrum. That is why, according to [11, 9], we introduce
the operator

K(w, ) = (Si — Se) ™' S, (2.5)

which is well defined as a linear operator in L2(I'). One shows that K(w, ) is a
compact operator whose spectrum is purely discrete and consists of a countable
infinity of real eigenvalues admitting 0 as unique accumulation point (see [11] for
the proof).

The relationship between S(w, 3) and K(w, 8) is simply (I denotes the identity
operator)

S(wv ﬁ) = (Sz - Se){l + K(w, ﬁ)}v (2'6)

so it is obvious that the problem (Pg) is equivalent to the following

(Pr) For a given 3, find w > 0 (w & G;(B)) with (w,8) € E,
K such that —1 is an eigenvalue of K(w, ),

INRIA
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or, equivalently,

For a given g3, find w > 0 (w ¢ G;(B)) with (w, 3) € E, such that
there exists ¢ € L%(T'), ¢ # 0 satisfying
(11 K, 5) ¢ = 0. (2.7

Thus, the algorithm for searching guided modes is:

1. Compute the eigenvalues A(w, 8) of K(w, 3)).
2. Solve the equations A(w,8) = —1 in the plane (w, 3).

The main difficulty is the computation of the eigenvalues of the operator K(w, 3),
which must be done numerically. This will be the object of sections 3, 4 and 5. The
resolution of the dispersion equations A(w,3) = —1 does not present any particular
difficulty and it will be briefly explained in Section 6.

3 Numerical approximation of the problem (Px)

In this section, we sketch the main steps of the numerical approximation of the prob-
lem (Pi). We refer the reader to [11, 10] for more details and for the corresponding
numerical analysis.

3.1 The truncation of I'. Introducing the parameter R

The first difficulty one has to face for solving problem (Px) lies in the fact that the
unknown function ¢ is defined in a one dimensional but unbounded domain, namely
the boundary I'. To avoid this difficulty, we propose a domain truncation procedure.
The idea is working with functions defined on the bounded domain

Ir =T N{(z1,22) / a~ —R <z <at +R},

where R > 0 is an approximation parameter devoted to tend to 4oo. We have
denoted by a~ and a™ the abscises of two vertical lines 1 = a~ (X7) and #;y = a™
(X1) enclosing the perturbation K. Moreover ¢ denotes the distance between K and
these lines (see Fig. 4). We set ' = I'\ ' and use the orthogonal decomposition

L2(I) = LAI'r) @ L*(TR) (3.1)

RR n°4148



12 A. Bermidez, D. Gémez Pedreira and P. Joly

I'r
________ | | -
1 0
R | £ R
> K Y <>
| 0
_______ ] | - — =
a~ at
I'r

Figure 4: Truncation method.

where L2(I'g) (respectively LQ(fR)) den0~tes the subspace of functions in L(I') whose
support is included in I'g (respectively I'g).
We also introduce the orthogonal projector Ilg on L?(I'gr) defined by

Mg: LX) — L2(I)

3.2
e — lrp=xz¢ (32)

where x, denotes the characteristic function of I'g.

Now the idea is to write an equation for IIg¢p, the “restriction” of ¢ to I'g. Such
an equation does not exist but we can write an approximate equation, up to ezxpo-
nentially small errors, whose unknown g will be an approximation of Ilgp.

By decomposing ¢ as
¢ =Ilre+ (¢ - lry)
and applying the operator llg to (2.7), we obtain
MMre + Mg KIlg ¢ + HRK(I — HR) =20,
that we can rewrite as
HRQO + IIgr (SZ' — Se)_l IIr Sp IIr @
+ { IIg (SZ' — 56)_1 (I — HR) Sp IIg
+ Iy (SZ'—SS)_I Sp (I-Tg) }¢ = 0.

The following estimates have been proved in [11, 10]
15 (1= TR) [l gr2(ry) < Ce R,
(I = TIR) Spllgr2qry) < Ce o™

INRIA
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where we also demonstrate that there exists v, > 0 independent of (w, 8), such that
Vw B) € B, &lw )= (x/L7+ 0~ nw) /2> 9. > 0.

This shows that the quality of the approximation will never deteriorate even at the
neighborhood of thresholds.
Estimates (3.3) allow us to approximate the equation (2.7) by

{I + KR}S‘QR =0, Pr € LQ(FR) (34)
with
Kg = MR (S; — S.) RS, IR, (3.5)

and then ¢, will be an approximation of [Ige.

The estimates (3.3) can be proved thanks to regularity and decay properties
of the solution u, of the interior problem (P,) (cf. (3.9)). They are important
because they allow us to obtain exponential estimates for the rate of convergence
of the eigenvalues of Ky to the eigenvalues of K. More precisely, we prove that the
nonzero eigenvalues of Kr converge exponentially to the nonzero eigenvalues of K
as R goes to infinity (see [11, 10] for details).

As we shall see in the next sections, the approximation of operator Kr will be
derived from an analytical computation of the operator (S; — S¢)~! and a numerical
approximation of operator S,.

3.2 Resolution of the problem (P,)

For the practical computation of the operator Ky, a previous step is the resolution
of the problem (P,). This is a boundary value problem in the strip €2; whose right
hand side has compact support included in K. Problem (P,) can be numerically
solved by using a localized finite element method taking into account the fact that
uy, satisfies an homogeneous Dirichlet condition.

The idea is to formulate a problem equivalent (in a certain sense) to the initial
one but set in a bounded domain, by using transparent boundary conditions. To do
that, we use the vertical lines ¥ and ¥~ as artificial boundaries to split €; into
a bounded subdomain €, containing the perturbation, and another one, €; \ €,
where the refraction index is constant. Then two separate problems are considered:
a problem in the subdomain €, and another one in the subdomain €; \ ©; and we
see that the whole problem in €; is solved if the continuity of u, and its normal
derivatives across the artificial boundaries is ensured.

RR n°4148



14 A. Bermidez, D. Gémez Pedreira and P. Joly

analytically numerically analytically

Figure 5: Computation of u,,.

The definition of these transparent boundary conditions involves the introduction
of a Dirichlet to Neumman operator T € E(HééQ(Ei), HééQ(Ei)'), depending on

(w, ), relating the trace of the solution on X% with the trace of its normal derivative.

We have denoted by Héé2(2i) the space

Hop' (5%) = {p € LA(S%)/ Y lon(1 + k)12 < 400}
k=1

and by Hééz(E)' its topological dual.

This operator 1" is known explicitly since the solution of the problem outside €2,
can be obtained via a Fourier series expansion and is given by (see [11] for details)

[T(w, B)¢)@s) = Y Exlw, B) wi(2) ¢, (3.6)

k=1
where {w;} denotes the orthonormal basis of Héé2([0, L]) given by
Wi(xg) = (2/L)Y? sin (krxy/L), k> 1, (3.7)
@k denotes the expansion coefficients of the function ¢ in the basis {wy} and
&= (K*n?/L? 4+ 2 — n2w?)Y2 kel
By using this operator T, we can write an equivalent formulation of the problem
(P,) which couples a variational formulation in the bounded domain €, with a

Fourier expansion outside. More precisely, the computation of u, has to be done in
two steps:

INRIA



Computation of guided waves in integrated optics 15

e One computes u, inside € by solving numerically the boundary value problem

—Auy + (% = n?w?)u, = (n? - nd)w?u; in Q, u, € H' (D)
D)
(Py) u, = 0 on 'y ='NoQ,
du "
ﬁ—up = —Tu, on = . (3.8)

In (3.8), v denotes the outgoing normal vector to the boundaries ¥* or ¥-.

e Knowing u, inside €, we compute it analytically in the exterior domain ;\
via the formulas

»(T1,22) Zu Wi(zq) e 8k(@1= ) if gy > at,
(3.9)

p(T1,T2) E Uy, Wi(73) —Ck(aT—z1) f x1 < a”,

where u: and u, denotes the expansion coefficients in the basis {w} of the
trace on X7 and X~ of the solution wu, of (77]92).

3.3 Mixed formulation of (7))

As a consequence of the definition (2.4), in order to compute the operator S, we
must compute the trace of the normal derivative du,/0dn on the boundary I'. The
main difficulty is to determine this trace on I'y since on I'\I' it can be done explicitly
from formulas (3.9).

It is well-known that for a numerical evaluation of the trace of the normal deriva-
tive of the solution of a second order elliptic problem, the use of mixed finite elements
is particularly adapted. Indeed, the gradient of the solution is one of the unknowns
of the problem and the trace of the normal derivative can be directly evaluated
with the degrees of freedom of this unknown. That is why we now give a mixed
formulation of the problem (PJ).

We introduce the vector function p defined in €2, by

p = —grad u,. (3.10)
Notice that p belongs to the space H(div, €2;) defined by
H(div, ) = {q € (L2(2)? : divge L2(2).

RR n°4148



16 A. Bermidez, D. Gémez Pedreira and P. Joly

Also we are led to rewrite the boundary conditions on ¥# in a different way. The
idea is to consider the operator B = T~1, the inverse of the operator 7', given by

[B(w, Bgl(wa) = Y | & ' (W, B) wi(x2) ¢r. (3.11)
k=1
and to rewrite the boundary conditions on X% and X~ as (see (3.8))

—B(p-v)+u,=0. (3.12)

Therefore, we rewrite the problem (PPE) as a system of first order partial differential
equations:
Find p € H(div,Q) and u, € H'(;) such that

p+gradu, = 0 in €y,

divp+au, = [ in Q, (3.13)

u, = 0 only,

-B(p-v)+u, = 0 onX*

2

where we have denoted f = (n? — n?)w

It is easy to prove that the the mixed variational formulation associated to (3.13),
which permits to weaken the regularity of w is

2 2,,2

u; and a = % — n2w?.

Find p € @ and u, € V such that

/pr.q—/ﬂbupdiqur/E+B(p.u)(q.u)+/_B(p.,,)(q.,,):0 Vq € Q

/divpv—}—/ QU v = fv YveV
Q Q Q

where V = L2(£2;) and @ = H(div, Q).

(3.14)

Remark 3.1 Rigorously, the integrals / B(p -v)(q - v) must be understood as
»+

(B(p-v), (a-v))xs

where (-, -)s+ denotes the duality pairing between HééQ(Ei)' and HééQ(Ei).
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3.4 The series truncation. Introducing the parameter NV

From the numerical point of view, we must truncate both the series which appears
in the expression of the operator B and the series which defines the solution outside
Q, at (large) rank N. Thus, in the domain €, the solution w, of (P}’) will be
approximated by the solution u; of the problem:

p¥+gradu) = 0 in €, u) € H'(Q)
divp? +au?y = in Qp,
(P)x piraw = J i (3.5
uy = 0 on I},
-BY(p" -v)+u) = 0 on¥*,

where BY denotes the operator obtained from (3.11) by truncation at rank N

N

[BN (@, Bpl@a) =D & w, ) wi(@s) @r- (3.16)

k=1

In the exterior domain Q; \ Qp, u}) can be expanded as (cf. [11] for details)

N
ug(‘rlv x?) = Z(ui\f)-}— Wk(wQ) e—fk (9;‘1—(1"') if Ty > a+7

o (3.17)
uy (21, 29) = Z(uffv)_ wi(z2) e~te(a7=z1) yf z, < a”.

o~
Il
—

The reader will easily remark that w;) is defined in such a way that
—Au) + (8% —nZwP)uy =0 in Q;\ Q,

and such that u;f is continuous across the two boundaries ¥%. This is sufficient to
define an approximation SZ])V of the operator 5, as follows

ou?
N, _
(Sp “P)h“b - 0—121) Fb?
3.18
N ouy) ( )
(Sp “p)h“ext = 0—11 r tv
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18 A. Bermidez, D. Gémez Pedreira and P. Joly

where we have denoted I'epy = '\ Ty, = I't, UTL,, with T, = [,y NI and
I'2,; = Degt N I'™. Moreover, according to formula (3.17), we have the following

explicit representations of (SZ]?V@)|F+ K

(Szjﬂv@)lﬁ =

ext

(—1)* \/%’% (u))te~t@=at) if gy > o,
(3.19)

M= i1

(S, = D0 (CDFFE )T i <an,

x~
Il

1

and similar expressions on I'_,. In (3.19), (uf)* and (u})~ denote the expansion

coeflicients of the trace of uY|, on Xt and X7, in the basis {w}.

» |,
This approximation of S, leads naturally to introduce the approximation Kg of

Kg defined by
KN (w0, 8) = (g (S; = S.) "' ) (g SN Mg),

and then to consider the approximate problem

(Pes) For a given 8, find w > 0,w € G;(3) with (w,p) € E,
K such that —1 is an eigenvalue of K& (w, ).

The following result constitutes a theoretical justification of our method. Using the
same method as in [11, 10], which concerns an analogous truncation procedure, one
can show the

Theorem 3.1 Let Aw, B8) be a nonzero eigenvalue of the operator K(w, 8) with al-
gebraic multiplicity m and assume the ascent of \I — K is ¢ < m. Then, there
are N, > 0 and Ry > 0 such that, for N > N, and R > Ry, , there exist
/\JlmR(w, 3), /\JQWR(w, B),..., /\ER(w, B3) eigenvalues of Kg(w, B) converging to Alw, §).
Besides, we have the following estimate

INw, B) = M, y(@,8)] < Cy N e N4 Cyem@ ™0 for j=1,...,m.
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Qp I'r
T %’

I'rn —

Figure 6: Parameters involved in the numerical method.

3.5 Discretization

In practice, one still cannot handle the operator Kg numerically. We even need a
discretization procedure involving;:

e A finite element approximation for numerically solving the problem (PPE)N, in-
volving an approximation parameter h, which is the step-size of the mesh. This
approximation, that will be done using the mixed-hybrid method described in
Section 4, will produce a new approximate operator S;”’N of SZ]?V.

e The approximation of L?(I'g) by a finite dimensional subspace (of piecewise
constant functions, for instance) involving the same approximation parameter

h.
These approximations lead to a new approximation of the operator Kg (w, B), namely,
KN (w, 8) = (TTg (S; — Se) " Tr) s (Mg SN TIR) 5. (3.20)

We summarize the meaning of the different parameters in Fig. 6. Finally, the
numerical method consists in solving the problem

(D) For a given g, find w > 0,w € G;(8) with (w,) € F,
g™ such that —1 is an eigenvalue of K{%’N(w,ﬁ).

4 A mixed-hybrid finite element procedure to solve the
problem (P))y

In this section, we propose a mixed-hybrid finite element method for the numerical
resolution of the problem (P])E)N. To relieve the notation, we will suppress all the
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20 A. Bermidez, D. Gémez Pedreira and P. Joly

subscripts p and N associated with the function u; (denoted w in this section) and
the other functions involved in the approximation procedure.

4.1 Discretized mixed formulation

In this paragraph, we approximate the solution of the problem

Find p € @ and u € V such that

/pr-q—Abudivw/EiBN<p-u><q-u>:o vqeQ Wy

/divpv—l—/ auv = fv Yvey,
Q Q Q

which is obtained from (3.14) by replacing B by BV, by using a mixed finite element
discretization.

Let 7, be a triangulation of €, made up of closed triangles K with diameters
bounded by h, satisfying the classical criteria for admissible triangulations. In the
sequel, 97, will denote the set of edges of the triangulation 7p.

The function u € L?(Q) is approximated by a function u; constant per triangle:
up €V, ={v, € L2(Q) : v, € Po(K) VK € Tp},

where Fy(K) is the space of constant functions on K. The degrees of freedom of
functions in V}, are their constant values on the triangles so the dimension of V}, is
the number of elements N°.

The vector field p is approximated by p, using first order Raviart-Thomas finite
elements:

p, €Qn= {qh € H(div, Q) : YK € Th, ay),.(x) = (a + day, b+ das) , a,b,d € R}.

The degrees of freedom for p, are the values of the constant normal components,
p,,-n, on each edge of the triangles of the mesh so the dimension of ¢}, is the number
of edges N;.
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Therefore the discrete version of (4.1) is

Find p, € Q) and u, € V, such that

/ Py -4y —/ u, divg, = —/ BN(Ph v)(q, v) VYq, €Qy,
Q Qp ¥yt (42)

/divphvh—l—/ auhvh:/ fv, Vo, €V,
Q Q Q

The finite dimensional problem (4.2) is equivalent to solving a linear system of
N equations in N unknowns, where N = N + N7. The matrix of this system is
symmetric but it is not positive definite. This is a considerable source of trouble
and, perhaps, the major drawback of the mixed approximation.

At this point, the hybridization plays an important role ([6, 18]). Mixed-hybrid
finite element methods can be considered as a special class of mixed finite element
methods which temporarily relax of the inter-element continuity condition. Such
a trick involves the introduction of a suitable inter-element Lagrange multiplier A
which has the effect of reducing (in the final system to be solved) the total number of
unknowns. Besides it leads to solve a linear system for a matrix which is symmetric
and positive definite instead of the original indefinite one.

4.2 Mixed-hybrid formulation

In this section we introduce a hybrid formulation of our problem. Instead of the
space (Jp, we consider the space of discontinuous vector fields

’Q”h ={q, € (LQ(Q()))Q Ly, = (x) = (a + dz1,b+ dz3), a,b,d € R,VK € Tp}.

The degrees of freedom of a function p; € @h are the values of the normal compo-
nents of p, on the edges of K and hence the dimension of )}, is equal to 3 x Nj*.

To recover the continuity of p; -n across edges, we introduce a Lagrange multiplier
An and impose additional continuity equations. The Lagrange multiplier belongs to
the discrete space

Mo = {uh € LX(OTh) : ), € Pole), Ve € 0Th, |, =0, Ve € aQb} . (43)
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where Fy(e) is the space of constant functions defined on e, and the discrete mixed-
hybrid variational formulation of problem (4.2) is the following (see [6, 18]):

Find p, € @, u, € V, and A, € M), o such that

Z {/ (Pray, — diva,u,) ‘|‘/ WL TRE } =

Ker, VK DK,

> B va, € G,

ke, dKNS 4 (4.4)
Z {/ divphvh—l—/auhvh}: Z/fvh Vv, €V,

Ker, VK K Ker K

Z[}%ph'uzo Vi, € My, o

Notice that it is the third equation which restores the continuity of the normal
components of p,. One can show that (4.4) is equivalent to (4.1) and that Ay
constitutes an approximation of the traces of w on the interior edges of the mesh.

4.3 Matrix formulation

The advantage of the mixed-hybrid formulation comes from the fact that unknowns

p,, and u;, can be eliminated in such a way that the only unknown remaining in the

domain £, is A\y. Moreover, for most of the degrees of freedom, this can be done by

“static condensation” i.e. when the matrix and the right-hand side are assembled.
Let us be more precise and denote by

P, ={(p,-v)(bi)} € RBN’}fv
u, = {u,(ax)} € RNK,
M= {(b0) € RN,

the vectors of degrees of freedom corresponding to the unknowns p,, uy and Ap; b;
denotes the middle point of the edge number ¢ of the triangulation, ax the baricenter
of the element K, and we introduce N} as the number of edges on 07, N 2.
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As usual, the matrices associated with the bilinear forms in the variational for-
mulation are defined by

aAnbr = ) {

/ phqh+/ BN(Ph‘V)(Qh‘V)}
K UK KN4

ﬁ};Blh(]h = Z—/divqhuh
K

KeTy, .

\NIZthﬁh = Z/Va Uy,
KeT;, 'K

~t Ing

qQpCr A, = Z/ LR (4.5)
Ko, JOKNSy

Then the linear problem (4.4) is written in terms of these matrices as follows

A, By, G 108 L,
Bih BQh 0 1~1h = 22h (4-6)
ct 0 0 A, L,

where

Of course, we have increased the number of unknowns (from Nj* + N} before hy-
bridization to 4Nj + NZ in (4.6)). However, it is possible to eliminate p, and u,
and solve a system involving the variable Xh only. This is essentially due to the fact
that, if we except the effect of the boundary operator BN, the matrices Ay, By, and
Bsy, are purely local to an element, the only coupling between elements coming from
the matrix Cj.

Let us recall here the algebra of the procedure even if it is standard. Indeed,
since Ay, is a positive definite matrix, one can easily obtain p; from the first equation

of (4.6)
P, = A;Ll (Nlm - Blhﬁh - Ch;\h)-
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Then (4.6) yields

By, - B, AB,, -Bi, A, a, 1, — B, A, wn
—CLABy), —CLAC), X, I, - CLAM,

Now, for A small enough, it can be shown that the matrix By, — B, A' By, is
positive definite so we can eliminate @y, in (4.7) by using the expression

u, = (By, — BY, A Byy) (L, — B, A L, + B, ALCuAy)

obtained from the first equation. By doing so we are led to solve the following linear
system, the unknown of which is only A,

Di X\, = Fi (4.8)

where
Dy = C, [A) By, (By, — By, A By B, A + AN C,
and

Fn = CZ A_hl [Nlm - By, (By, — Bih A;Ll Blh)_l (NlQh - Bih A;Ll 11h)] — 1.

In practice, we notice that, since vector fields in th are discontinuous, the matrix Ay
has a particular diagonal block structure. Suppose that we adopt a numbering of the
degrees of freedom for p;, such that the degrees of freedom associated to the same
triangle are successively numbered and such that the triangles are arranged in such
a way that the N~ triangles having an edge on X~ are numbered first while the Nt
triangles having an edge on ¥ appear at the end of the list. Then, the matrix Ay
has the block structure sketched in Fig. 7. The small blocks are dimension 3. Each
of them is associated to an interior triangle (i.e. a triangle who has no edge either on
¥t or on ¥7) and connect the degrees of freedom associated to this triangle. The
two big blocks AT and A~ are (essentially) full matrices of respective dimensions
3Nt and 3N~. The presence of these full blocks is a consequence of the non-local
boundary condition (3.12) which relates all the degrees of freedom of p; located on
o,

On the other hand, the N7 x N matrix By, is diagonal and the Nj x 3N
matrix By, has the structure in Fig. 8.

A consequence of these structures is that the symmetric matrix Dy is mainly
sparse. Its structure is analogous to the one of A,. More precisely, any degree of
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ant

At aNt

3NT

3N

Figure 7: Structure of the matrix Aj.

3NKE

Figure 8: Structure of the matrix Byy.

freedom for \j, associated to an edge e which is not connected to X1 or X~ is only
connected to the four other edges of the two triangles which share e as a common
edge. However, all the edges connected to 3~ (respectively 1) are connected, once
again as a consequence of the non-local boundary condition.

5 Numerical approximation of the operator K(w, 3)

The aim of this section is to explain briefly how to construct the matrix which results
from the numerical approximation of the operator K(w, ).

Although K(w, ) operates in L2(I'), after the truncation procedure described in
Section 3.1, we shall only deal with functions with support in I'g. Our objective
will be then to define a finite dimensional subspace Yg 5 of L(I'g) to be precised, in
which the operator K;L’N(w, B3), the numerical approximation of the operator K(w, 3),
will be defined. This is the object of §5.1 and §5.2.
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The operator K{:”,L’N(w7 B3) will appear as the composition of two operators, S;”’é{v

and M%’N, both depending on (w, 8). Accordingly, the matrix [KE’N](w, B3) associated
with the operator K}FL{’N(w, B3) will be the product of the two matrices associated with

. BN RN .
the discrete operators My"" and Sp7R , l.e.

] = ] [

The matrix [M%’N] is explicitly computed in §5.3. Finally, in §5.4, we explain how
to compute the matrix [Sg’g] associated with 527,57 the numerical approximation
of operator S,. We recall that the operator Kgr(w, 8) appeared to be the product
of two selfadjoint and compact operators, (Ilg (S; — S¢) ' IIr) and (IIg S} IIr) the
former being strictly positive when restricted to L%(I'r). Numerically this means
that looking for the eigenvalues of K%’N leads, after discretization, to a standard
symmetric generalized eigenvalue problem.

5.1 Construction of the approximation space

We introduce
FE = {(z1,L) : a= =R < z; <at +R},

'k = {(#1,0) : e =R <2y <a" +R}L

Let us consider a uniform discretization 7;LFR of the interval [a~ — R,a™ + R] in
2J41 segments of the same length h as the step-size of the mesh of the domain € for
the finite element procedure (see Fig. 5.1). For simplicity, we shall suppose without
loss of generality that the abscises ¢~ and @™ which determines the boundaries X%
and X7 satisfy a= = —at, with «t > 0.

Figure 9: Discretization of the boundary 'y and the domain €.
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We shall denote by {7, 1} the set of 2J 4+ 2 discretization points, where each
2
point is given by

1
n _l:(n——) h, —-J<n<J+1.
n—3 9

Let Yg, be the approximation space of L}(I'r) = L2(I'f;) x L2(I'g) by P, finite
elements defined as

Yrr =4 = (Tlh,TQh)t € LQ(FR) : TZ»h|S cbh,i=1,2 Vsc 7;LFR }.
For —J < n < J, let {x,} be the set of scalar functions defined as

i n,1 <z < Tt L

2

0 otherwise.

Then, a basis for Yrj, is given by

S

BR,h - {XTL €5, —J <n< J7 1 < ] < 2}7 (52)

where {e1, €2} denotes the canonical basis of R%. We set Bg, = {¢;, 1 <1< 4J+2}
where

w1 =Xpe;, with l=n+4(1-1)(2J+1) (5.3)
in such a way that if [ < 2J 4+ 1, ¢; has support in FE and if [ > 2J + 2, ¢ has
support in I'g.

5.2 Definition of the operator K" (w, )
Let us consider the L2-projection operator
Mry: L2 — Yga

o — bt

L [Ti+d .
quyh(xl) == i ¢(s)ds, if zy € (772»+%,772»_%).

i—L

2

where

The adjoint Il , of IIg p is explicitly given by
H*R,h : YR,h — LQ(F)

%,h — 9
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where 0 if ¢ (-R,R)
iz -,
olz) = { ObR,h(:El) otherwise.
We define the operators
Sh¥ = HppoShNoly, (5.4)
and
MY = Trpo (S — Se) ! oIl (5.5)

Then, the operator K{%’N : YR, — YR, that numerically approximates the
operator K is defined as
BN _ ik N _ oh,N
Kp™ =My~ o Sp,R .

Thus, the matrix [KhR’N](w, B) representing the operator KE’N(w, f) in the basis Bg p,

will be the product of the two matrices associated with the discrete operators MIE,L’N

RN .
and Sp7R , l.e.
BN ek N RN
(x| = o] [s5m]
The computation of these matrices will be the object of the next two sections.

5.3 Computation and properties of [M%’N]

The definition of the operator MhR’N given by (5.5) involves the operator (S; — S.)™.
As we have seen in [9], this operator can be analytically computed by Fourier trans-
form in the x; space direction. For any ¢, € L*(I'), Plancherel’s Lemma (cf. [5]),
leads us to compute an integral of the type

1 ~ ~ =
(Si= 50w, 06.0) = 5= [ Ve, pbdh-dh k(50

where k denotes the Fourier variable and 1\7[(w, B; k) is nothing but the symbol of the
operator (S; — S.)!in the Fourier domain. The matrix [M(w, 3; k)] representing the
operator M(w, 8; k) can be computed analytically. Indeed, one has

M(w, 8; k)] = (M; — M.)"(w, B; k)
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where M (w, 3; k) and M;(w, 3; k) represent the matrices associated to the opera-
tors Se(w,d) and S;(w,3) in the Fourier domain (cf. [11, 9]). Thus, the entries
Mu(wvﬁa k)v 27.7 — 1727 of [M(wvﬁv k)] are given by

1
My (w, g5 k) = D (§o coth (& L) + &)
e LS
Ml?(wvﬁv k) - D sinh(fOL) (5H)
M?l(w7 67 k) - Ml?(w7 ﬁ7 k)

1
My (w, B k) = 5 (€ coth(ol) +£5)

where
h(&L) + €51 [& coth(&oL) + &5 ] &
D= o t o 00 o o co| T .70
[5 coth(§oL) + <o 51nh2(€0L)
and
& = (lcQ—I—ﬁQ—n?)wQ)l/2 if k2—|—62—ngw220,
Co = (M2 —E2—pHY%  if K242 —n2w? <0,
Finally,
€ = (45— nbu
€ = (K245 - ng W)l

which are always real numbers (cf. [9]). Notice that D = D(k) # 0Vk because
(M; — M.)~'(k) is an invertible matrix forall & (cf. [11]).

Then, in the basis Bg p, the matrix [M%N] representing the operator M}}-f,L’N has
the following block structure

M@ p] " M)

M@, ] MY,

Each block [MQ*N(M,B)]U has dimension (2J + 1) x (2J 4+ 1) and their respective
elements are given by the formula

MY w, D1 = /RMij(waﬁ; k)Xo X k- =3 < myn <, (5-8)
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where )A(n, the Fourier transform of X,,, is given by (¢ denotes the complex unit)

% 1 2exp(ikR) : khY\ . (kh
Xo(k) = , ,
(k) 7 A exp(—tknh) exp | ¢ 5 ) sl 5 /-

This shows that, in particular, thanks to the choice of a uniform mesh of the interval
[a= — R,a* + R], the matrices [MQ’N(w, B)]¥ are real symmetric Toeplitz matrices,
which means that we only have to calculate one element per diagonal, namely one
of the integrals (we use the fact that M;;(w, B; k) is an even function of k)

Foo 14 kh

M;j(w, B; p) = M;;(w, B; k) e cos(kph) sin? (7) dk, 0<p<2] (5.9)
0

so that

MY, B)]3 = Mij(w, B;m — n).

Note also that the blocks [MQ’N(w,ﬁ)]m and [Mﬁ’l\’(w,ﬁ)]21 are identical since
Miz(w, 3, k) = Mai(w, B; k) (see (5.7)). These properties about the blocks also
ensure the symmetry of the global matrix [M%N], which is a full and real matrix.

To compute the integrals (5.9), we have chosen a particular software of the
QUADPACK library (cf. [16]), which is a collection of Fortran programs for the nu-
merical evaluation of integrals.

5.4 Construction of the matrix [SZ:JRV]

In this section we are concerned with the computation of the matrix [S;’g] associ-
ated with the operator 557’év.

Taking into account (5.4), the element (S;”’é{v)ij of the matrix [SZ’{;{V] is given by

the formula (note that II}; ,¢; = ¢;)

h,N hN )
(SoR i = /Rsp ©j - pidry
The computation can be split into tree steps:

e Step 1. Computation of the functions u;(¢;) solution of the problem (7P;)
associated with the boundary condition ¢;.
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Using the fact that (P;) is invariant by translation and the fact that the mesh
for I'g is uniform, one simply has to compute the two functions u2+ and wu;

defined by:

~Auf + (B2-nio)uf =0 in Q

=0 on I'p

= XO on FE

=0 in €

= Xp on Iy

- _ +
u;, = 0 on I'}

where X is defined in (5.1).

By using partial Fourier transform in the z; direction these are analytically

given by:
UZ' (xlv .TQ) - (k sinh (fo(k) L)
. % sinh (& (k) (L — 22))
’LLZ- (xlv .’EQ) - 0 k sinh (go(k) L)

where we have denoted

(kQ—}—BQ—nZwQ)l/Q if k24 8% —nlw? >0,

P(2e? — K= g2 i R4 82— nle? < 0.
Then:
oIf oy =Xper,  wi(gr) (w1, 2) = uf (21 — nh, xy).

oIl ¢, =X, e, u; (¢1) (z1, 22) = u; (1 — nh,xq).

e Step 2. Computation of S;L’N(goj).

Knowing u;(¢;), we compute for each j, an approximation to the solution of

_A 2.2 2 _ 2 2 w?ui(p;)  in
(Pp){ u, + (8 n® w?)u, (n ng) w?u;(p;) in

u, = 0 on I,
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using the hybrid method described in Section 4. We deduce and approximation
of the trace of the normal derivative of u, on I'r by (we keep here the notation
of Section 4):

Ouy

—_ : -n

Oon |r, P

Juy,

— is given by (3.17
an o\, 8 y (3.17)

) . . oh,N
Step 3. Computation of the jth column of the matrix Sp,R .

The approximation of (Ju,/dn)|r, obtained in Step 2 is piecewise constant
on [a~,at] and equal to a sum of exponentials decaying outside (see Fig. 10).
We take its L?(I'g)-projection on Yg (see Fig. 11). This gives a piecewise

constant function whose values constitute the jth colum vector of the matrix
st
R

at at +R

at at +R

Figure 11: Approximation of (Ju,/dn)|r, after Step 3.
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6 Numerical results

In this section, we present some numerical results obtained with a computer code
implementing the method presented above.

6.1 The optical fiber test

The main purpose of this section is the validation of the method. To do that, we
consider a step-index circular optical fiber whose core is a disk of radius 0.45 centered
at (0,0.5) (see Fig. 12). The refraction index is ny = 1.7 in the core and no, =1 in
the cladding. Notice that the search for guided modes in this example is a particular
case of our problem where the stratified reference medium is in fact homogeneous
(no = nX, = n3, = 1) and the perturbation K is a circle of radius 0.45.

n

74t
B s
Claddin’g’f |
/.Ei I
- |
- |
|
- >

—

Moo

0 a
r

Figure 12: Step-index circular optical fiber and the corresponding refractive index variation.

The interest of this test lies in the fact that the guided modes can be computed
analytically by using the method of separation of variables in polar coordinates (r, 8).
Indeed, one can show that the guided modes are of the form

U, (1) exp(£imb), meN

where, for each m, the corresponding dispersion relation between w and g has an
analytical formula (even though it still has to be solved numerically) in terms of
Bessel functions given by (cf. [15, 17])

K (045ky)  J, (0.45K)
Roo 7= = K
Kn(045k0)  Jpm(0.45 k)

: (6.1)

In (6.1), J,, (respectively K,,) denotes the Bessel (respectively the modified Bessel)
function of first (respectively second) kind (cf. [1]), and where we have denoted

Koo = A/ B2 —n2 w2, K= \/nin — B2
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Table 1: Reference solutions of equation (6.1). We call “exact” the values obtained
by solving numerically equation (6.1) and approximate those obtained from our
numerical method.

B N(B) m w(pB) (“exact”) w(pB) (approximate)
1.5 1 0 1.4711 1.4720
2 1 0 1.8534 1.8546
3 1 0 2.4874 2.4833
4 3 0 3.0534 3.0553
1 3.9661 3.9679
3.9728
4.5 3 0 3.3323 3.3344
1 4.2617 4.2634
4.2699
6 3 0 4.1616 4.1642
1 5.0510 5.0535
5.0610
6.5 6 0 4.4378 4.4404
1 5.3073 5.3098
5.3176
2 6.3458 6.3543
6.3597
0 6.4709 6.4768
7 6 0 4.7150 4.7170
1 5.5633 5.5660
5.5738
2 6.5861 6.5954
6.6002
0 6.7834 6.7917

In particular, we notice that, for m # 0 all the modes are double.

In order to obtain a reference solution, we have solved numerically equation
(6.1). We give in Table 1 this “exact” solution for some values of 3, which have been
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specified in the first column. In the second column, we give the number of guided
modes existing for each value of 8 (counting with multiplicity) while in column three
we have indicated the value of m for which the frequencies associated with a guided
mode detailed in column four have been obtained.

Table 2: Eigenvalues of the operator K}FL,L’N. h=1/33, N =100

-0.99518017 -0.998990380 -0.999069840

Table 3: Eigenvalues of the operator Kg’N. h=1/33,R=3

N=3 N=30 N=100

-0.992325383 -0.992344541 -0.999069840

Table 4: Eigenvalues of the operator K%’N. N =100, R=3

h=1/11 h=1/33
-0.998479634 -0.999069840

A first validation test For all the computations in this section, we choose
a” = —0.5 and a* = 0.5 which corresponds to a distance between the core of the
fiber and the artificial vertical boundaries ¢ = 0.05, which is quite small. The posi-
tion of the two (artificial) horizontal boundaries I'_ and I'_ corresponds to z3 = 0
and z9 = 1 so the computational domain €2, for the finite element method is a square

of side 1.

A first test to validate our method consists in considering a pair (w, 3) associated
with a guided mode (this pair (w, 3) obtained from the dispersion relation (6.1)),
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computing the eigenvalues of operator K%’N(w,ﬁ) given by (3.20) and verifying if
—1 is one of them. We have taken 8 = 2, w = 1.85 (see Table 1). In the tables 2,
3 and 4, we have reported the eigenvalue of K{%’N(w,ﬁ) which is closest to —1 for
different values of A, N and R in order to show the influence of these parameters
in the numerical procedure. As expected, the lowest the step-size h and higher the

parameters R and NV, the better the results.

Finding the frequency for a given wavenumber For such a computation, it
is useful to consider the new unknown v = w/B —which is nothing but the phase
velocity— because it varies in the fixed (i.e. independent of 3) interval (1/n4+,1/nx).

In Figure 13, we represent the variations of the functions v — /\%N’R(ﬁv, 3), for
B =2and m =1,...,4. The fact that these curves seem to accumulate near 0 for
large m is in agreement with the fact that K(w, ) is a compact operator. On the
other hand, the existence of an intersection point between the lowest curves and the
line y = —1 reveals the existence of a guided mode which is associated to m = 1 and
whose phase velocity is closed to 1/ns. The vertical segment corresponds to the
“exact” velocity of the mode v = 1.8534/2 = 0.9267. The good agreement between
the numerical solution and the “exact” one illustrates the efficiency of our method.

Eigenvalues

—0.6F 4

3333

7T
ENEAN Y
I

\
\
\
-1+ \ -
\
\

I I I I I I I A I
0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95
Dimensionless phase velocity v

Figure 13: Case # = 2. Variation of the eigenvalue curves A, (Bv,8), m=1,...,4.
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Computing the dispersion curves The solutions of equation (6.1) describe
curves in the (w, 8) plane called dispersion curves. Each point on a dispersion curve
represents a pair (w, 3) associated to a guided mode. They show, for each of the
guided waves, the evolution of w when g varies. To recover numerically such disper-
sion curves, we use an algorithm with two steps for each value of 3:

- Step 1: Computation of the eigenvalues A%N’R(ﬁv, B), m > 0 of the operator
K{;L,L’N(w, ), for B given and w satisfying 5?/n3 < w? < §%/n2.

- Step 2: Resolution of the equations in v

AN (Bv, B) = —1, R i m=1,2,...,m(h). (6.2)

For each equation, we have chosen to use a fixed point algorithm which is a
variant of the secant method, called Illinois algorithm, which accelerates the conver-
gence (see, for instance, [7]). To get the dispersion curves g — w(p), this method
can be coupled with a continuation method with respect to 8 [12]. The idea is to
use at the step B = B3, the results obtained at the step 8 = 3,_; by considering that,
at the step g = f;, an approximate value of w;(3;) is given by w;(8;_1).

The computations we present here have been performed with h = 1/33 (this
corresponds to 2178 triangles and 3333 degrees of freedom for A in the finite element
method), R = 1 and N = 100. The size of the matrix Kg’N(w,ﬁ) is 198. The
numerical results obtained have been detailed in column five of Table 1. We observe
that the guided modes are computed with an accuracy better than 1073.

In Figure 14, we have plotted the numerical dispersion curves (the variations of
the frequency as a function of the wavenumber) for the five first modes. In fact,
we have plotted seven curves since the second and the third ones are double. The
computations have been made with Ap = 0.5 between two successive wavenumbers.
We have also plotted the two curves 3 — B/ny and 8 — 3/n., which enclose all
the dispersion curves.

In Figure 15, we superpose the exact and approximate dispersion curves for the
first three modes. The result is very good: we do not distinguish the exact curve
from the numerical one. Moreover, the accuracy appears to be preserved even when
one approaches a cut off frequency, as we expected from the theory. We emphasize
this in the next paragraph.

Guided modes close to the cut-off values To check the numerical method in
a limit situation like that of being close to the cut-off values, we run the code for
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0 1 2 3 4 5 6 7 8 9 10

Figure 14: The numerical dispersion curves.

2
w — Exact B/n,,, .
8 + Approximate| -

Figure 15: Comparison between “analytical”
and numerical dispersion curves

B =3.98, 8 =3.99 and B = 4, since we have detected the presence of a cut-off value

in the interval [3.86,3.90] (interval for 3).

In Table 5, we show the exact values
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obtained from the dispersion relation and those obtained with our code. We have
also included the value of m for which the mode is obtained.

We can observe that the results we obtain agree with the expected ones except
for the case 8 = 3.9. The exact mode corresponding to m = 1 is double. This mode
has associated two different numerical modes but with the code we compute only
one. This is due to the fact that each of these numerical modes correspond with a
different cut-off value, i.e, one of the numerical modes has a cut-off value between
[3.8,3.9] and the other one in the interval [3.9,4], while the exact cut-off value belongs
to the interval [3.8,3.9]

Table 5: Guided modes close to the cutt-off values

Jé; m “exact” value approximate value w w/B
3.8 0 2.9410 2.9429 0.7744
3.9 0 2.9973 2.9992 0.7690

1 3.8971 3.8976 0.9994

4 0 3.0534 3.0553 0.7638

1 3.9661 3.9679 0.9919
3.9728 0.9932

6.2 The integrated optics test

In this section, we study a less academic example in integrated optics. In this case
analytical solutions are not available and that is why we have chosen to compare
two numerical solutions: the one obtained with our method and the one obtained
with the method proposed by Mahé in [14]. Contrary to the optical fiber test, we
do not know the lower bound of the essential spectrum o.(3).

Figure 16 represents an sketch of the cross section of the guide. The refraction
index profile is given by

3.17 if x9 > 1.5

1 if 29 <0

344 if (xy,22) € (—1,1) x (0.25,1.25),
3.38  otherwise

n(xy, rg) =

In Table 6, we make a comparison between the results obtained from Mahé’s
method and the ones obtained with our method.
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Figure 16: Cross section of the integrated optics waveguide test.

Table 6: Integrated optics test

w (Mahé’s method ) B w (Our method)
2 6.6394 2.0015
4 13.5730 3.9924
5 17.0329 4.9935

16.8027 4.9270
16.9174 4.9601
6 20.4885 5.9989
20.3807 5.9920
7 23.9405 6.9988
23.8404 6.9864
23.6852 6.9698

In his method, Mahé takes the frequency as a parameter and he computes the
wavenumber. In the second column of the table, we have represented the wavenum-
ber, computed with Mahé’s method, for different values of the frequency written in
the first column. Taking this wavenumber as a parameter, we have computed, with
our method, the values of the frequency associated to a guided mode and we have
represented them in the third column. The obtained results coincide with those of
Mahé.

Finally, in Fig. 18, we have plotted the second guided mode associated to § =
23.3388 and w = 7, and the third guided mode associated to # = 23.18 and w = 7,
respectively.
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Figure 17: Second guided mode for g = 23.84, w = 7.

Figure 18: Third guided mode for g = 23.68, w = 7.
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