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Abstract: This document gives a soundness proof for the generic constraint-based type
inference framework HM(X). Our proof is semi-syntactic. It consists in two steps. The first
step is to define a ground type system, where polymorphism is extensional, and prove its
correctness in a syntactic way. The second step is to interpret HM(X) judgements as (sets
of) judgements in the underlying system, which gives a logical view of polymorphism and
constraints. Overall, the approach may be seen as more modular than a purely syntactic
approach: because polymorphism and constraints are dealt with separately, they do not
clutter the subject reduction proof. However, it yields a slightly weaker result: it only
establishes type soundness, rather than subject reduction, for HM(X).
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Une preuve de correction semi-syntaxique pour HM(X)

Résumé : Ce document contient une preuve de correction du systéme générique d’inférence
de types a base de contraintes HM(X). Notre preuve est semi-syntaxique. Elle est consti-
tuée de deux étapes. La premiére consiste & définir un systéme de types sans variables, doté
d’une notion extensionnelle de polymorphisme, et d’en prouver la correction de fagon syn-
taxique. La seconde étape est d’interpréter les jugements de HM(X) en tant qu’ensembles de
jugements dans le systéme sous-jacent, ce qui permet une vision logique du polymorphisme
et des contraintes. Au total, 'approche peut étre considérée comme plus modulaire qu'une
approche purement syntaxique: parce que le polymorphisme et les contraintes sont traités
séparément, ils n’obscurcissent pas la preuve d’auto-réduction. Cependant, elle conduit &
un résultat légérement plus faible: elle n’établit que la correction du typage, et non ’auto-
réduction, pour HM(X).

Mots-clés : inférence de types & base de contraintes, correction du typage
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1 Introduction

Type soundness proofs for programming languages usually fall in one of two categories:
denotational or syntactic. Approaches based on denotational semantics view types as (par-
ticular) sets of values [3, 1]. Type soundness then states that e : 7 implies [e] € [7], i.e.
the meaning of every expression is a member of the meaning of its type. This is established
by structural induction on the derivation of e : 7. On the other hand, approaches based on
operational semantics usually offer a purely syntactic view of types, which are not given any
logical interpretation [10]. Rather, type soundness is proved by means of two complementary
results, subject reduction, which states that reduction preserves types, and progress, which
states that no well-typed expression is stuck (i.e. constitutes a runtime error). Subject
reduction is established by considering every form of redex and examining all of its possible
type derivations. The two approaches have distinct advantages:

e A proof by induction on typing derivations is, in our experience, more elementary
and more robust than a subject reduction proof. Indeed, if the operational semantics
is complex, a single redex may involve many language constructs at once. Then,
examining the type derivation of the redex and building a type derivation for its reduct
can be a difficult task. Thus, subject reduction proofs tend to have a small number of
heavy cases, while denotational soundness proofs exhibit a greater number of smaller
cases. In particular, in the syntactic approach, non-syntax-directed typing rules require
(sometimes tricky) normalization lemmas, while, in the denotational framework, they
simply add extra proof cases.

e On the other hand, an operational semantics is often significantly easier to define and
to comprehend than a denotational one. For this reason, many programming languages
do not have a denotational semantics.

In this report, we suggest a third approach, which attempts to strike a balance between
the two, by starting with an operational semantics, but still writing part of the proof in a
logical style, i.e. by induction on typing derivations. We illustrate our approach by giving a
type soundness proof for HM(X), a generic constraint-based type system originally defined
by Odersky, Sulzmann and Wehr [5] for the A-calculus with let, which we extend here with
imperative features.

We begin by giving a type system, called B(T'), which enjoys subject reduction and
progress properties. It is a ground type system in the sense that its monotypes and polytypes
are atoms taken from mathematical sets; in other words, they are not terms, and there is
no notion of type variable. Because of this feature, the system is very close to the simply-
typed A-calculus, even though it does have rank-1 polymorphism. As a result, the subject
reduction proof is straightforward — it is almost exactly the same as if polymorphism was
absent.

Then, we define the type system we are truly interested in. It is HM(X) with a few
technical enhancements. We show that its judgements can be interpreted as sets of B(T')
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4 Frangois Pottier

judgements. Type soundness then follows easily. The proof is by induction on type deriva-
tions. Thus, as mentioned above, each case requires only elementary reasoning, and non-
syntax-directed rules (of which there are 5) do not require separate normalization lemmas.

Overall, the approach has the advantage of enabling a subject reduction proof where
constraints are absent and polymorphism is essentially invisible, thus avoiding clutter. Con-
straints and polymorphism are then dealt with in a second, orthogonal step. When the
operational semantics is simple, as in this report, the advantage over a direct syntactic
proof may not be obvious. However, we believe it can become significant when dealing with
more complex operational semantics. This is illustrated by joint papers with Sylvain Con-
chon and Vincent Simonet, where we apply the semi-syntactic approach to a constraint-based
type system for the join-calculus [2] and to an information-flow-aware, constraint-based type
system for ML [6], respectively.

Although this report is self-contained, some familiarity with HM(X) [5, 8, 7] will be
helpful.

2 The language

The programming language we are interested in is core ML, including references, equipped
with a small-step call-by-value operational semantics.

Following Wright [9], we restrict polymorphism to values, so as to avoid adverse in-
teraction with the language’s imperative features. This simply consists in removing the

production E ::=let x = E in e in the definition of evaluation contexts, and, accordingly,
using e ::=let £ = v in e as the only legal form of let definition.
Let z,y,... (resp. I,m,...) range over a denumerable set of identifiers (resp. memory

locations). Values, expressions and evaluation contexts are defined as follows:

vu=l|Az.e|ref| =] (:=1)|!
ex=z|v|ee|letz=vine
E:=[|Ee|vE

An expression is said to be closed iff it has no free identifiers. A store o is a partial map
from locations to values. We write & for the empty store. If | ¢ dom(o), then o @ (I — v)
denotes the store which extends o and maps [ to v. If I € dom(o), then o + (I — v) denotes
the store which maps [ to v and agrees with o otherwise. A configuration e/o is a pair of
an expression e and a store o. Then, the semantics is given by

(Az.e)v/o — ev/z]/o (8)
let z=vine/oc — ev/z]/o (let)
refv/oc = ljo® (Il v) (ref)
=lvfoc = vfjo+ (—v) (assign)
e — o)/o (deref)
Ele]/c — El[e']/d’ when e/o — €' /o’ (context)

INRIA



A Semi-Syntactic Soundness Proof for HM(X) 5

3 The system B(T)

3.1 Assumptions

The type system B(T') is parameterized by a universe T of so-called monotypes, also known
as “ground types” in the literature.

Assumptions. Let (T, <) be a partially ordered set. Its elements, denoted by t, are called
monotypes. Let — be a total function from T x T into T, such that t¢ — t1 < t{ — t]
implies tf) < to and t; < t|. Let ref be a total function from T to T, such that tref < t' ref
implies t = t'. We require tg — t, < tref and tref < ty — t; to be false for any t,ty,t; € T.

3.2 Definition

Under these assumptions, we define a simple type system, called B(T), where B stands for
“basic”.

Definition 1 If V is a subset of T, the cone generated by V within T, denoted by 1V, is
{teT;FveV wv<t} V issaid to be upward-closed if and only if V =1V.

Definition 2 Let S be the set of all non-empty, upward-closed subsets of T. Its elements,
denoted by s, are called polytypes.

Note that <, — and ref operate on 7. Furthermore, S is defined on top of T'; there is no
way to inject S back into 7. In other words, this presentation allows rank-1 polymorphism
only; impredicative polymorphism is ruled out. This is in keeping with the Hindley-Milner
family of type systems [4, 5].

Definition 3 A polytype environment is a partial mapping from identifiers into S. Given
an environment I', an identifier x and a polytype s, let T'[x — s] stand for the function which
maps = to s and agrees with T otherwise. We write T'[x + t] for Tz — 1{t}].

Definition 4 A memory environment is a partial mapping from memory locations into T'.
Given an environment M, a location | and a monotype t, let M[l — t] stand for the function
which maps | to t and agrees with M otherwise.

Definition 5 A judgement in the system B(T) is defined as a quadruple of a polytype
environment ', a memory environment M, an expression e and a monotype t, written
', M E e : t, derivable using the rules given in figure 1. We write ', M F e : s if and only if,
for allt in s, I',M F e :t holds.

Definition 6 A configuration judgement in the system B(T) is defined as a triple of a

polytype environment T', a configuration e/o and a monotype t, written T F e/o : t, derivable
using the rules given in figure 1.
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6 Frangois Pottier

Expressions
B-VAR B-LOC B-ABS B-REF
tel - TMe—t,MEe:t -
L@ LN n M) et [2 = 1] D MEvef:t—tref
I''MEx:t I'MEM.e:t—t
B-APP
D,MEe :ta—t
B-ASSIGN B-DEREF ]
D,MEes:t
T'ME:=:tref >t —t IME!: tref — ¢
I''MFEeey:t
B-LET
I'MEwv:s B-SUB
lz—s,MFe:t [MEe:t t<t
I,MEletz=vine:t LLMEe:t
Configurations
B-STORE
dom(M) = dom(o) B-CONF
Vil € dom(o) @, M Eo(l): M(l) I'MEe:t MEo
MEo Tkefo:t

Figure 1: The system B(T)

B(T) is the simply-typed A-calculus with subtyping, extended with rank-1 polymorphism.
Remarkably, polymorphism is dealt with in an extensional way. Indeed, a polytype is nothing
but the set of its monotype instances. A value may be given a polytype s if and only if
it has every monotype ¢ in s (rule B-LET); conversely, if the binding z : s occurs in the
environment, then z is assumed to have every monotype ¢ in s (rule B-VAR). It seems
difficult to conceive a more straightforward treatment.

3.3 Properties

It is clear that a closed expression e is well-typed in some environment if and only if it is
well-typed in every environment. In such a case, we write M E e : t (resp. E e/o : t) instead
of I,MEe:t (resp. T'Fe/o:t) for some (or for all) T.

Lemma 1 (Substitution) If v is closed, then Tz — s|,M E e:t and M F v : s imply
I,MEelv/z]:t.

Proof. By induction on the derivation of I'[z — s], M F e : t.

INRIA
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Case B-VAR. If e is z, then I'[z — s], M F e : t implies t € s. Given M F v : s, this
yields M F v : ¢, which may be read I', M F e[v/x] : t. If e # =z, then the result stems from
[z — s](e) =T'(e) and e[v/z] = e.

Case B-ABS. Then, e must be of the form Ay.e’, and ¢ is of the form ¢y — ¢;. The premise
isT[z — s]ly— to], M F €' : ¢;. Tt is easy to check that typing judgements are stable under
a-conversion. So, w.l.o.g., we will assume y # z. Then, I'[z — s]ly — to] coincides with
[y — to][z — s]. We conclude by applying the induction hypothesis followed by an instance
of B-ABs.

Case B-LET. Similar.

Cases B-LOC, B-REF, B-ASSIGN, B-DEREF, B-APP, B-SUB. Immediate. d

Lemma 2 (Subject Reduction) Let e/oc — €'/o’, where e, €' are closed. Assume M E
e:t and M E o. Then, there exists a memory environment M', which extends M, such that
M'Ee :tand M'E o'

Proof. By induction on the derivation of e — €. We assume, w.l.0.g., that the derivation of
M F e : t does not end with an instance of B-SUB.

Case (8). Then, e is of the form (Az.f)wv, while e’ is f[v/z]. The derivation of M F e : ¢
must end with an instance of rule B-ApPp, whose premises are M F Az.f : to — t and
M E v : to, for some ty € T. The former’s derivation must end with an instance of B-ABS,
possibly followed by a number of instances of B-SUB. As a result, there must exist ¢, ¢’ such
that z — th, M F f : ¢ and ¢, — t' <ty — ¢. This yields ¢, <t} and ¢' <¢. By B-SUB, the
former implies M F v : ), and the latter implies z — t4, M E f : . Then, lemma 1 yields
ME flv/x] - ¢

Case (let). Then, e is of the form let z = v in f, while €' is f[v/z]. The derivation of
M F e : t must end with an instance of rule B-LET, whose premises are M F v : s and
x> s, ME f:t, for some s € S. Lemma 1 yields M F f[v/z] : t.

Case (ref). Then, e is of the form (refv), while e’ is | and ¢’ is 6@ (I — v). The derivation
of M F e : t must end with an instance of rule B-APP, whose premises are M Fref : t' — ¢
and M E v : ¢, for some t' € T. The former must be a consequence of B-REF and B-SUB,
so there must exist some t" € T such that ¢ — t" ref <¢' — t. (This implies ¢’ < ¢" and
t" ref < t.) Define M' = M[l — t""]. Because M F o holds, we have dom(M) = dom(o);
because o @ (I — v) is defined, | ¢ dom(o) holds. So, M' extends M. Furthermore, by
B-Loc, M' E [ : ¢ ref holds; by B-SUB, this yields M’ E [ : t. Lastly, by B-SuB, M E v : t"
holds. Because [ cannot appear free in v, this implies M’ E v : t"; similarly, we have M' F o.
It follows that M' F o & (I — v).

Case (assign). Then, e is of the form (:=[v), while ¢’ is v and ¢' is 0 + (I — v).
The derivation of M F e : t must end with an instance of rule B-APP, whose premises are
ME (:=l):t > tand M F v : t; for some t; € T. By B-SUB and B-APP, the former
yields M F :=:t3 = to and M F [ : t3, for some t,t3 € T such that ¢ < ¢; — t. Lastly,
by B-SUB and B-ASSIGN, we deduce that t4ref — t4 — t4 < t3 — t2 holds for some t4 € T'.
By decomposing subtyping relationships involving arrow types, we obtain t3 < t4ref and
t1 <ty <t. By B-SUB, these yield M E [ : tyref and M F v : t4. By B-LocC, B-SUB and
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8 Frangois Pottier

invariance of the ref type constructor, the former implies M (l) = t4. As a result, the latter
gives M F o « (I — v). Lastly, by B-SuB, M E v : ¢ holds.

Case (deref). Then, e is of the form (!1), while €’ is o(I). The derivation of M F e : t must
end with an instance of rule B-ApPP, whose premises are M E (11) : ¢y >t and M E [ : ty,
for some t; € T. By B-DEREF and B-SUB, tsref — t5 < t; — ¢ must hold for some t5 € T.
This implies t < t and t; < taref. As a result of the latter, B-SUB yields M F [ : to ref. As
above, this implies M (I) = t2. Then, M E ¢ yields M F o(l) : to. By B-SUB, this entails
MEo():t.

Case (context). Then, e (resp €') is of the form E[f] (resp. E[f']), for some evaluation
context E and closed expressions f, f' such that f/o — f'/o’. The derivation of M Fe:t
includes a derivation of M E f : ' for some t' € T, i.e. it is of the form D[M E f : '], where
D is a derivation with a hole. By induction hypothesis, there exists a memory environment
M'" which extends M such that M' E f' : ¢/ and M' E ¢’ hold. Because M’ extends M,
DIM'/M][M'E f':t'] is a derivation of M' F e’ :t. O

As a corollary, we obtain

Theorem 1 (Subject Reduction) If e/o — €'/d’, where e, €' are closed, then F e/o : t
implies F €' /o' : t.

Proof. By B-CONF and lemma, 2. O

Theorem 2 (Progress) If a closed irreducible configuration e/o is well-typed, then e is a
value.

Proof. Imagine e/o is irreducible, yet e isn’t a value. Then, by case analysis, e must be of
the form E[f], where E is an evaluation context and one of the following holds:

1. f is of the form (lv). Assuming e is well-typed, so is f. By B-APP, we must have
M E1:t— t for some memory environment M and some t,¢' € T. By B-Loc and
B-SUB, this requires M (l) ref <t — t', a contradiction.

2. f is of the form (:=v) or (!v), where v is not a memory location. Similar, this time
using the fact that ¢ — ¢’ < ¢" ref is a contradiction.

3. fis of the form (:=1v) or (11), where [ ¢ dom(c). Because e/o is well-typed, we must
have M F e : t and M E ¢ for some memory environment M and some t € T. Because
I occurs in e, we must have [ € dom(M). Yet, M E o requires dom(M) = dom(o), a
contradiction. d

4 The system HM(X)

From here on, we will only consider source language expressions, i.e. expressions which
do not contain memory locations. Indeed, the notion of memory location will no longer
be useful, because locations appear only during reduction, and we will not state a subject
reduction theorem. When e is a source language expression, the B(T') judgement ', M F e : ¢
will be written I' F e : ¢, to emphasize the fact that M is then irrelevant.

INRIA



A Semi-Syntactic Soundness Proof for HM(X) 9

4.1 Assumptions

Like B(T"), HM(X) is parameterized by a set of monotypes T It is further parameterized by
a first-order logic X, interpreted in 7', whose variables, terms and formulas are respectively
called type variables, types and constraints. The logic allows describing subsets of T as
constraints. Provided constraint satisfiability is decidable, this gives rise to a type system
where type checking is decidable.

Our presentation differs from the original [5, 8, 7] by explicitly viewing constraints as
formulas interpreted in T, rather than as elements of an abstract cylindric constraint system.
This presentation is more concise, and gives us the ability to explicitly manipulate solutions
of constraints, an essential requirement in our formulation of type soundness. Even though
we lose some generality with respect to the cylindric-system approach, the framework seems
to remain general enough for many purposes.

Assumptions. We assume given (T, <,—,ref) as in section 3. Furthermore, we assume
given a constraint logic X which defines a syntax of types and constraints:

Tu=o,fB,...|T—>7|Tref| ...
Cu=true|7<7|CAC|3aC]...

(o, B,7, - .. range over a denumerable set of type variables V.)

Let an assignment p be a total mapping p from V into T. The logic X must be equipped
with an interpretation in T, that is, an extension of assignments to arbitrary types, and a
constraint satisfaction predicate b, whose arguments are an assignment and a constraint.
The interpretation must be standard, i.e. satisfy the following laws:

p(r = 7') = p(7) = p(7")
p(T ref) = p(7) ref
p F true
pra=8—~y = p(a) = p(B) = p(7)
pkag<ar = plao) < plan)
ptCoACy = (pECoO)A(pF Cy)
pF3a.C = ' (p\a=p\a)Ap FC

(p\ @ denotes the restriction of p to V \ &.) We write C I+ C' if and only if C entails C',
i.e. if and only if every solution p of C satisfies C' as well.

The syntax is only partially specified; this allows other forms, not known in this report,
to be introduced at a later stage. Their interpretation is unspecified at this point.

4.2 Definition

HM(X) has constrained type schemes, where a number of type variables @ are universally
quantified, subject to a constraint C'.

RR n° 4150



10 Frangois Pottier

Definition 7 A type scheme is a triple of a set of quantifiers &, a constraint C, and a
type T; we write o ::= Va[C].T. The type variables in & are bound in o; type schemes are
considered equal modulo a-conversion. By abuse of notation, a type T may be viewed as a
type scheme V& [true].7.

Definition 8 Given a type scheme ¢ = Va[D].r, and a constraint C, we say that o is
consistent with respect to C, and we write C I o, if and only if C' I+ da.D.

Definition 9 An environment T is a sequence of bindings of the form x : o, where x is
an identifier and o is a type scheme. We let T;x : o denote the environment obtained by
appending the binding x : o to . We let T'(z) denote the type scheme which appears in the
rightmost binding of x in T, if any such binding exists; T'(x) is undefined otherwise.

Definition 10 A judgement in the system HM(X) is defined as a quadruple of a satisfiable
constraint C, an environment T', an expression e and a type scheme o, written C,T F e : o,
derivable using the rules given in figure 2.

VAR ABs R
Iz)=0 Clro CTiz:the:1 CEI‘FI— Voo — o rof
ref : Va.a — are
CTrz:o C,THXte:7—= 71 ’
AssioN DEREF
C,TF:=:Vaaref 5 a—a C,T+!:Va.aref - a
Arp LET
CTlTher:mm—T Clkey:m CTlhrwov:o Cliz:oke:T
CThee:T CThletz=vine:r
SuB WEAKEN
CTke:T Clkr<r C' Tre:o CI-C'
CTkre:7 CTke:o
vV INTRO VYV ELIM
CAD,TFv:7 antv(C,) =02 C,T+v:VaD].r
C A3Ja.D,T v :Va[D].T CAD,Trwv:T
3 INTRO
CTke:o antv(lo) =@
Ja.C\Tke:0o

Figure 2: The system HM(X)

INRIA



A Semi-Syntactic Soundness Proof for HM(X) 11

HM(X) differs from B(T) by replacing monotypes with type variables, polytypes with
type schemes, and parameterizing every judgement with a constraint C', which represents
an assumption about its free type variables. Rule WEAKEN allows strengthening this as-
sumption, while 3 INTRO allows hiding auxiliary type variables which appear nowhere but
in the assumption itself. These rules allow constraint simplification.

Our treatment of constrained polymorphism is standard. Whereas B(T") takes an exten-
sional view of polymorphism, HM(X) offers the usual, intensional view. Type schemes are
introduced by rule V INTRO, and eliminated by V ELiM. Because implicit a-conversion is
allowed, V ELIM is a non-deterministic rule.

4.3 Properties

This section gives a type soundness proof for HM(X) by showing that it is safe with respect
to B(T'). That is, we show that every (valid) judgement C,T' | e : o gives rise to a set of
(valid) B(T') judgements. Thus, we give logical (rather than syntactic) meaning to HM(X)
judgements, yielding a concise and natural proof. As a whole, the approach is still semi-
syntactic, because B(T') itself has been proven correct in a syntactic way.

Let us first state a useful invariant about the structure of HM(X) judgements.

Lemma 3 (Counsistency) C,T' I e : o implies C It o.

Proof. By induction on the type derivation. Whenever ¢ carries a true constraint, the result
is immediate. Only three cases then remain to be examined.

Case VAR. Then, the second premise is C IF o.

Case V INTRO. Then, we must check C' A 3a.D I+ Ja.D, a tautology.

Case 3 INTRO. Then, the induction hypothesis yields C I 0. Because a N fv(o) = &,
this entails 3a.C' I+ o. O

We now present our interpretation of HM(X) judgements as sets of B(T) judgements.
We begin by defining how type schemes are mapped to polytypes. (The definition below is
valid because it is stable under a-conversion of type schemes.)

Definition 11 The interpretation of a type scheme o = Va[D].T with respect to an assign-
ment p is defined by

[ol, = Mo'(7); (p\a=p'\a)Ap' F D}

if p b Ja.D holds; it is undefined otherwise. Notice that, when it is defined, [o], is a
polytype, i.e. an element of S. Note also that [7], is 1{p(7)}.

The interpretation of an environment I' under an assignment p, denoted [I'],, is the
composition [], o, where both [-], and T are viewed as partial functions. [I'], is a polytype
environment in the sense of definition 3.

By lemma 3, whenever C,T'F e : 0 and p + C hold, [o], is defined. This allows us to state:
Theorem 3 (Interpretation) C,I'Fe: o and p+ C imply [I'], F e : [o],.
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12 Francgois Pottier

Proof. By structural induction on the derivation of the input judgement. We use exactly the
notations of figure 2. In each case, let p be some solution of the constraint which appears
in the judgement’s conclusion; let ¢ be some element of the interpretation (under p) of the
type scheme which appears in the judgement’s conclusion.

Case VAR. Then, t € [0], = [I'(z)], = [[],(z). By B-VAR, [I'], F z : t holds.

Case ABs. The induction hypothesis, specialized at p(7'), yields [I'],[z — [7],] F e :
p(7"). By B-ABs, this entails [I'], F Az.e : p(7) = p(7'), ie. [T], F Az.e : p(r = 7').
Recalling t € [T — 7'],, B-SUB yields [I'], F Az.e : ¢.

Case REF. The hypothesis ¢ € [Va.a — aref], yields t' — t'ref < t for some t' € T.
The result follows by B-REF and B-SUB.

Cases ASSIGN, DEREF. Similar.

Case App. The induction hypotheses, suitably specialized, yield [I'], F e1 : p(72 — 7)
and [I'], F ez : p(72). By B-APP, [['], F €1 e2 : p(7) holds. Recalling ¢ € [7],, B-SUB yields
[T], Eeres:t.

Case LET. Applying the induction hypothesis to the first premise yields [I'], F v : [o],.
Applying it to the second premise and specializing at ¢ yields [I'],[z — [¢],] F e :t. By
B-LET, [[], Flet = v in e : ¢ holds.

Case SUB. The second premise entails p(7) < p(7'), which implies [7], D [7'],- As a
result, ¢ € [7], holds. Thus, applying the induction hypothesis to the first premise yields
[Tl,Fe:t.

Case V INTRO. Then, t € [Va[D].7], holds, so there exists an assignment p' such that
(p\a=p' \a)Ap kD and p'(1) <t. Because aNfv(C) = @, p F C implies p' + C. (So,
p'F C A D holds.) Similarly, because a N fv(I") = &, [I'], equals [I'],,. Thus, applying the
induction hypothesis to the first premise and specializing at ¢ yields [I'], F e : ¢.

Case V ELiM. It is clear that [Va[D].7], 2 [r], 2 t. Thus, applying the induction
hypothesis to the premise and specializing at ¢ yields [I], F e : ¢.

Case 3 INTRO. Because p  3a.C, there exists an assignment p’ such that (p\ & =
p'\a)Ap + C. Because aNtv(l,0) = &, [I'], (resp. [o],) coincides with [I'], (resp.
[o],)- Thus, applying the induction hypothesis to the first premise yields [I'], F e : [o],-

Case WEAKEN. According to the second premise, p F C implies p - C'. Applying the
induction hypothesis to the first premise yields [I'], F e : [o],. O

Type soundness for HM(X) is a corollary of theorem 3. It is easy to check that a closed
expression e is well-typed under some constraint C' and environment I' if and only if it is
well-typed under the true constraint and the empty environment @. In such a case, we
simply say that e is well-typed. We say that e goes wrong if and only if e/@ —* €' /o', where
e’ is irreducible but not a value, holds.

Theorem 4 (Type Soundness) If e is a well-typed, closed expression, then e does not go
wrong.

Proof. If e is well-typed, then true, @ F e : ¢ holds for some type scheme o. By theorem 3,
@ F e : [o] holds in B(T). Because [o] is a polytype, it is non-empty, so @ F e : ¢ holds
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for some t € T'. As a result, the initial configuration e/@ is well-typed, i.e. F e/@ : ¢ holds.
The result follows by theorems 1 and 2. d
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