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Abstract: We investigate in this research report the rigid registration of a set of points with
a surface for computer-guided oral implants surgery. We first formulate the Iterative Closest
Point (ICP) algorithm as a Maximum Likelihood (ML) estimation of the transformation
and the matches. Then, considering matches as a hidden random variable, we show that
the ML estimation of the transformation alone leads to a criterion efficiently solved using
an Expectation-Maximisation (EM) algorithm.

This algorithm implies a new parameter, based on the standard-deviation of the noise
on points position. We demonstrate that, for small values, the algorithm behaves like the
accurate ICP, while, for high values, the algorithm robustly aligns the barycenter and inertia
moments. Finaly, this parameter is decreased using an annealing scheme, which can be seen
as a kind of multi-scale scheme. We present besides an efficient way to use oriented points
- like surface points with their normals - instead of points with ICP and EM algorithms.

The experimental section provides evidences that the EM algorithm is far more robust
and more accurate than ICP and reaches a global accuracy of 0.2 mm with computation
times compatible with a per-operative system. Another important property is that the
criterion analysis enables an easy distinction between correct results and false postives.
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Recalage rigide points orientés-surface : une variante de
I’ICP fondée sur ’EM appliquée a I'implantologie
dentaire robotisée

Résumé : Nous étudions ici le recalage rigide entre un nuage de points et une surface
et Pappliquons dans le cadre d’un systéme de guidage per-opératoire pour ’implantologie
dentaire. Nous montrons tout d’abord que l’algorithme ICP (Iterative Closest Point) peut-
étre considéré comme une Maximisation de la Vraisemblance (ML) de la transformation et
des appariements. Nous appliquons alors les principes de l'algorithme EM (Expectation-
Maximisation) en considérant les appariements comme une variable cachée.

L’algorithme ainsi introduit fait appel & un nouveau paramétre basé sur la variance du
bruit. On démontre que l'algorithme se comporte comme le précis ICP lorsque ce para-
métre est sous-estimé, et réaligne de fagon robuste barycentres et tenseurs d’inertie lorsque
ce paramétre est sur-estimé. Cette propriété remarquable suggére d’utiliser une approche
multi-échelle, en 'occurrence de diminuer le paramétre en utilisant un recuit simulé. Nous
présentons aussi une maniére efficace d’utiliser les points orientés - comme les points d’une
surface et leurs normales - avec 'ICP et ’'EM.

Les expériences montrent que ce nouvel algorithme est plus précis et surtout beaucoup
plus robuste que I'ICP. Sur nos données, la précision globale est de ’ordre de 0.2 mm, et le
temps de calcul, quadruplé, reste compatible avec une application per-opératoire. Une autre
propriété intéressante est que l’analyse du critére permet la discrimination entre résultats
corrects et incorrects.

Mots-clés : imagerie médicale, recalage rigide, algorithme ICP, algorithme EM
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1 Introduction

Oral implantology is a domain where computer guided surgery can lead to drastic improve-
ments in safety and quality of the operation for the patient. The operation is planned on a
pre-operative CT-Scan and the purpose of such a system is to help the dentist to drill the
implant in the predefined position and orientation. Pre-operative systems are designed to
construct a surgical guide (a jaw splint), today constructed by hand. These are the most
simple systems, since the robotic phase take place before the operation, but are less accurate
and are not suited in a significant number of cases, because they obstruct the mouth. Per
operative systems are based on a real-time guiding. They are more versatile and accurate,
but have to comply with per-operative constraints such as computation time, minimal in-
teractivity, patient movements... All these systems include a rigid registration step to put
into correspondence the robot and the planning image coordinate systems. Extrinsic regis-
tration methods are based on artificial landmarks, easy to match and register, but usually
not very numerous and accurate. Intrinsic methods are usually based on curves and surfaces
extracted from images or sampled on the anatomical object to register. Since there is more
information, the resulting transformation is more accurate.

The DentalNavigator system (patent pending), developed by AREALL [6], is a per-
operative system based on surface registration. In the CT-Scan image, the teeth and jaw
bone surfaces are easily segmented using a Marching-Cube algorithm resulting in about
100000 oriented and triangulated points. Points on the same structures are measured in the
patient coordinate system using an ultrasound sensor mounted on a passive robotic arm.
This time we get between 50 and 1000 unstructured points with rough normal estimations.
After the registration, the US sensor is replaced by the drill on the robot arm and the
system visually guides the surgeon to the planned position and orientation for drilling. In
this article, we investigate the registration step of this system.

1.1 Registration of two sets of points: ICP and variants

The registration of two (structured or unstructured) set of points is usually performed using
one of the multiple variations around the Iterative Closest Point algorithm [10, 17]. The basic
idea is to minimise the average distance from each point s; of the scene to its closest point
m; in the transformed model. Given these matches, one can compute the transformation
and iterate. Thus, one minimises the criterion:

c(T) = ;mjinllsz' — T xmj]|” 1)

As no closed-form method exists, one introduces a secondary criterion based on an explicit
representation of matches, which is alternatively minimised w.r.t. the matches (the two
criterions are then equal) and the transformation.

Many variants and improvements of this algorithm have been proposed since:

INRIA
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Distance function and feature type : The ICP criterion is based on the euclidian
distance between points. It can easily be adapted by changing the distance function and
the feature type. For instance, in [15], Mahalanobis distance is used to take heteroscedastic
(non isotropic, non-homogeneous) noise into account, and is demonstrated with points and
frames. The main improvement is on the robustness, since matches are much easier to
determine.

Optimisation methods : The matching estimation step can be done efficiently using a
kD-tree or other space-partitioning methods. For the estimation of the rigid transforma-
tion, there exists four closed-form solutions when features are points, with similar efficiency
and accuracy [7]. With other types of features, no closed-form is known and one has to
lean on iterative methods such as gradient descent or Kalman filtering. Kanatani [9] pro-
posed to apply his renormalisation theory to rotation estimation, and [3] derived it for rigid
transformations.

Outliers and robustness problems : Since the errors are squared, the transformation
computation is very sensible to false positives (erroneous matches). The influence of such
outliers can be cancelled (or at least limited) using robust estimators [11]: M-estimators
based e.g. on a simple truncated distance function [17, 15], or S-estimators such as the
minimizer of the Least Median of Squares (LMS) [13].

Accuracy evaluation : Under certain hypotheses on the noise, the algorithm is optimal
and one could evaluate its theoretical accuracy by evaluating the consequences of the noise
model on the transformation evaluation: Kanatani [9] presented it as a Cramer-Rao lower
bound, and Pennec [15] derived it using its statistical framework on rotations and rigid
transformations. The accuracy is also directly computed when using a Kalman filter, or can
be evaluated using computer intensive bootstrap methods [3].

Point matching strategy : The original closest-point strategy lacks flexibility, since
each scene point can be matched with only one model point with an implicit constant
weight. Moreover, sudden changes in closest-point detection lead to a highly non-convex
energy function, full of local minima. A first improvement consists in using a non-uniform
weight, computed using extra reliability information. A second improvement consists in
using multiple weighted matches for each scene point. Rangarajan et al. have studied some
of these methods, always based on an energy function in order to preserve the convergence
properties of the alternated minimisation. They introduced a probabilistic vision of the
matching problem, and developed models based on Gaussian weight (SoftAssign [1]) and
Mutual Information [2]. All these models are based on a smooth point-matching estimation,
so that the energy function is smoother than in the standard ICP. This implies a smaller
number of local minima and thus a better accuracy and robustness.
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Extension to surface registration : Though ICP is often presented as a surface-based
registration algorithm, all previous variants are point-based methods in the sense that they
assume one-to-one correspondences between model and scene points. There are no such
correspondences in surfaces sampled in two different ways. Chen and Medioni [16] proposed
to use a more surface specific method relying on a first-order approximation of the surface,
i.e. the tangent plane defined by the closest model point and its normal.

1.2 Report organisation

Starting from ICP, our main motivation was to improve the accuracy and the robustness in
view of a real time system. The previous review suggested two main ideas.

Firstly, we experimentally observed that Rangarajan’s algorithms [1, 2] were only ef-
ficient for registering two comparable sets of points (e.g. landmarks or surface equally
sampled). Another problem is that there is an implicit dependence assumption between
the scene points. This implies the storage of all weights for subsequent complex and time
consuming “renormalisations”. Our problem is slightly different because the per-operative
set of points is highly sub-sampled compared to the segmented surface. Thus, scene points
are sparse enough to be considered as independent measures of unknown model points. Fol-
lowing Rangarajan’s probabilistic approach, we consider our registration as an incomplete
data problem and develop in section 2 a new registration criterion based on Expectation-
Maximisation principles. A similar criterion, inspired from [14], was independently devel-
oped in [8], but the design of our algorithm is original. In section 3, we demonstrate new
important properties leading to an efficient implementation of the algorithm. Finally, we
discuss in section 4 the experimental results on our oral implantology application in terms
of robustness, internal, external and global accuracy.

Secondly, normals are available in our case for the scene and the model. Thus, it seems
logical to use a distance between oriented points in order to increase the quality of the
matches. We present in section 3.1 such a distance which is compliant with closed-form
optimisation methods, so that algorithm speed is not penalised.

2 Maximum likelihood estimations of the transforma-
tion: ICP and EM algorithms

In this section, we model the scene as a random process, and we show that a maximum
likelihood estimation of the transformation and the matches leads to the ICP algorithm
using the Mahalanobis distance. Then considering matches as a secondary random process
of no interest, we maximise the likelihood of the scene knowing only the transformation.
Finally, we show how to solve efficiently this last criterion using an EM algorithm.

For the sake of simplicity, we use an isotropic and homogeneous noise (though other
cases can be handled with Mahalanobis distance), and we do not address here the problem
of outliers, but the framework can be easily extended to that case by adding a probability
to match a scene feature to the background [14, pp.78|.

INRIA
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2.1 Maximum Likelihood and standard ICP

Let s; be the features of the scene S, m; the features of the model M, pu? the Mahalanobis
distance between features and T a rigid transformation from the model to the scene. In this
section, we compute the likelihood of the scene assuming a Gaussian noise on the scene and
exact matches and transformation. Looking for the matches and the transformation that
maximises this likelihood will lead to the ICP algorithm.

Assuming that s; is homologous to m;, i.e. a measure of T x m; corrupted with an
additive Gaussian noise, its density probability function is:

uQ(si,T*mj))

: @

p(silm;,T) = k™. exp (—
where k is the normalisation constant.

Because we deal later on with multiple and weighted matches, we use a matrix A to
represent matches estimation where A;; = 1 if s; matches m; and 0 otherwise. Since each
scene point s; is assumed to correspond exactly to one model point with index say = (i),
we have A;j = §;z(;) and Y-, A;; = 1 for all scene index i. As o =aif f=1and1if
B = 0, we can write the conditional pdf of s; knowing the whole model, the matches and
the transformation as: p(s;|4, M,T) = [[;(p(si|m;, T))4i5 = p(si|mn(iy, T).

Assuming now that all scene points are conditionally independent, the scene likelihood
is then the product of each scene point pdf:

p(S|A,M7T) = H(p(silmﬁT))Aij (3)

Taking the negative log, we obtain the following criterion to be maximised:

2
wo (s, T xm;
C(T,A)Z— E Aij.logp(si|mj,T)= E AU¥+E Aij~10gk
j

i ij
As k is constant, and A checks ). A;; = 1, this simplifies into:

C(T,A) = %ZAij.u2(si,T*mj) +ns.logk
27

One recognises here the standard ICP criterion using the Mahalanobis distance, up to an
additive constant. This proves that ICP maximises the scene likelihood under a Gaussian
noise with exact correspondences. Moreover, [9] showed that this is the best (minimal
variance) estimator. One can also relate this result to the MAP estimation of [14] where
the purpose is to maximise p(A,T|S) = p(S|A,T).p(A,T)/p(S). As p(S) is constant and
the matches and the transformation are assumed to be independent, this simplifies into
p(A,T|S) = a.p(S|A,T).p(A).p(T). When assuming uniform priors on the matches and the
transformation, the two approaches are equivalent.

Here, the criterion is invariant w.r.t a global scaling of the noise variance. This property
will not hold for the following EM formulation.

RR n° 4169
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2.2 Maximum likelihood with uncertain matches

In the previous section, the transformation and the matches were both estimated by di-
rectly maximising the scene likelihood knowing these variables. In fact, we only need to
determine the transformation for our application, and the matching matrix is an auxiliary
variable. Moreover, there can be ambiguities in the matching estimation with almost equal
scene likelihoods. Thus, one idea is to take into account these multiple possible matches
in the criterion weighted by their a-posteriori probability. Another idea is to look for the
transformation that maximises the likelihood of the scene knowing only the transformation.
These two approaches are in fact equivalent and efficiently resolved with EM algorithm.

Another way to see the multiple matches is to remember that the model is a surface: let
us take for instance a scene point s near a face of this triangulated surface. Its homologous
point m is somewhere on the triangle. Allowing to multiply match s to the three vertices
m; with some probabilities 7; in the ICP criterion amounts to match s to the virtual point
m = m(m.ml + my.mgo +73.m3), which can now be any point of the triangle. Taking
the weights as a decreasing function of the distance from s to each vertex can be viewed as
(and will be compared to) an approximation of the projection onto the surface.

Consider now a random matching matrix A. Each possible matching matrix A has a
probability p(A) = P(A = A) and verifies the constraints of the previous section. Since A;;
has binary values, we have A;; = E(A;;) = P(A;; = 1) € [0,1]. The row constraint (each
scene point has only one corresponding model point) translates into ) ; A;; = 1. Finally,
since scene points are assumed to be independent, the matrix rows are independent, so that

A= [ »ay=1=]]AEH* (4)

ij/Aij=1 ij

Let us start from an a-priori probability law given by p(A) = [, (75;)%i (since we only
know the model and not the scene, a relevant choice is the uniform law 7;; = ﬁ) Using

Bayes rule and Eq. 3, we can deduce the joint scene and matching matrix likelihood:

P(S, AIM, T) = p(S|A, M, T).P(AIM,T) = || (75.p(silm;, T))"** (5)

ij

Thus, the likelihood of the scene knowing only the transformation is:

p(SIM,T) = 3 (8, AM,T) = ]| (z m.p(sﬂmk,m) (6)
{A} i k

Taking the negative log, we obtain the registration criterion:

C(T) = —log (p(SIM, T)) = = 3" log (Z w—ik.p(sdmk,T)) (@)
1 k

INRIA
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2.3 From the Maximum likelihood to the EM criterion

This criterion, like the first ICP criterion (Eq. 1), has no closed-form solution. We construct
in this section an auxiliary criterion, depending explicitly on the matching matrix, and we
use an alternated optimisation scheme. This construction follows EM principles [4, 12] and
the auxiliary variables framework of [5].

2.3.1 Designing the auxiliary criterion

For any matching matrix A, we can write the criterion using Bayes rule: C(T') = —logp(4,S|M,T)+
log p(A|S, M, T), where p(A|S, M, T) is the a-posteriori likelihood of matches. Since this is

valid for any matching matrix A, it is still for the expectation w.r.t. any random matching

matrix A:

To introduce an explicit dependence on the matching matrix, let us add to this criterion

the Kullback-Leibler distance Ea (log %) between the random variable A and

the random variable A7 defined by the a-posteriori likelihood of matches: p(Ar = A) =
p(A|S, M, T). This distance is positive and of course null (thus minimised) for A = Ay.

Thus, we have:

C(T,A) = —Ea(logp(A,S|M,T)) + Ea(log p(4)) (8)

with C(T) = mina C(T,A) = C(T,Ar). An efficient optimisation scheme for this new
criterion is then to alternate an Expectation step to estimate the matching matrix and a
Minimisation step to optimise for the transformation.

2.3.2 E-Step: estimation of matches

In this step, we want to compute the optimal values A;;. By definition of our auxiliary
criterion, the optimal A has the pdf:

_ _p(ASIM,T) _ mp(sim;, T) )™
p(AT> = p(A|S,M,T) = p(S|M,T) - H (Zk ﬂ-_ik_p(si|mk’T))

J

Since we have p(Ar) = [1,;((Ar);)*4, we obtain by identification:

 mslamT) _ mrenpenTim))
(Ar)y = ok Tik-p(silme, T) 3, Tir- exp(—p2(si, T xmy ) [2) ©)

Contrary to the ICP (see remark at end of 2.1), these values are not invariant w.r.t a
global scaling of the noise variance. Hence, the noise variance is an effective parameter of
the EM algorithm (see section 3).
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2.3.3 M-Step: registration

Now that we have an estimation of the matching matrix, we can optimise the criterion for
the transformation. In Eq. 8, only the first term depends on the transformation: we have to
minimise —FE4 (log p(A, S|M, T)) = — 32, Ajlog (i.p(si|m;, T)) Discarding constant and
normalisation factors, we are left with the minimisation of:

> Ay

ij

s = T+ my]|*
2.02

T
H (S’H *mJ ZA” (10)

Actually, this is the expectation of the standard ICP algorithm w.r.t. the random matching
matriz, as suggested in the beginning of section 2.2.

For the practical implementation of the minimisation algorithm, the only differences with
the ICP criterion are the non-binary weights. In the rigid case, this leads to a straightforward
adaptation of the SVD or the unit quaternion methods [7].

3 Practical use of the EM algorithm

In this section, we first present the Mahalanobis distance for oriented points. Then, we
analyse the role of the variance parameter and its influence on the criterion shape. We
investigate different technics to chose this parameter and the impact on the convergence of
the algorithm. We end up with the pseudo-code of the algorithm.

3.1 Mahalanobis distance: the case of oriented points

The Mahalanobis distance is usually used in statistics to take the noise covariances into
account, for instance in heteroscedastic (non uniform, non isotropic) systems. For example,
with oriented-points the covariance on the point position and the normal orientation are not
comparable. We present in the sequel a rigorous definition of the Mahalanobis distance be-
tween oriented-points and give an approximation well suited to the closed-form optimisation
methods used in ICP.

Firstly, notice that the Mahalanobis distance between two couples of independent vari-
ables is the sum of the Mahalanobis distances between each independent variable. Thus,
if we assume that the point position and the normal orientation are independent, the Ma-
halanobis distance is simply p?((z,n.), (y,ny)) = p2(z,y) + p?(ns,ny). [15] discussed the
rigorous definition of the Mahalanobis distance in non—vectorial manifolds. For normals, in
the isotropic case, p*(ng,ny) is simply (nz,7ny)?/02 , where o, is the standard deviation
of the angle between normals. Thus, in the isotropic and independent case, we end-up with:
P (wm0), (y,my)) = llz = ylI* /o2 + (nz1y)2 /02, .

Unfortunately, when using this distance with ICP, there is no closed-form method for the
transformation re-estimation. However, for small normal differences, a Taylor expansion of
the difference of the normal unit vectors w.r.t. 8 = (ng, ny) gives ||ny — ny|| = 2. |sin(6/2)| =

INRIA
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6 + O(#%). This approximation is moreover a robust M-estimator of the distance. Finally,
our practical Mahalanobis distance between oriented points is:

2 2
w2 ((2,10), (y,1y) = llw = ylI* fo + lIne —ny|I* for,

Thus, our registration criterion (Eq. 10) can be written as:

lsi = THm;ll* | lIne, = T %1, |I”
ZA” ZA” ( 2.02 + 2.02 ; (11)

ij

In this formula, normals are treated as standard vectors, thus leading to a straightforward
adaptation of the closed-form methods for the rotation estimation (the translation does not
explicitely depend on the normals).

m (s,,T*mJ

3.2 Setting the variance parameter: direct estimation and deter-

ministic annealing

To analyse the role of the variance, let us see first how the criterion behaves for asymptotic
values of this parameter. If the variance goes to zero, it is easy to show (see annex 7.1) that
the limit of equation 9 is: (Ar);; = 1 for the closest point and 0 otherwise. Thus, the ICP
algorithm is the limit of the EM algorithm for very small variance parameter.

On the contrary, when the variance goes to infinity, the EM algorithm aligns barycentre
and inertia moments (see annex 7.2 for a proof), generally leading to a shifted result (see
Fig. 1).

0.012 T T T T T 0.02

--- EMO.1mm
oot o015k — EM0.2mm
: EM 1 mm

0.008

0,006/ | H 1 oo0if

0.004+ l
0.005F EES s
0.002F N

-01 0 01 0.2 03 0.4 05 -0.1 0 0.1 0.2 03 0.4 05

Figure 1: Criterion vs Z-translation for ICP (on the left) and for EM with various variances
(on the right). There are two relevant minima for ICP (0, where the algorithm stopped, and
0.25, where criterion is minimum) and two irrelevant ones (0.1 and 0.3), where the algorithm
could stop with appropriate initialisation. The EM algorithm has a much smoother shape.
In this case, the noise of the point position was estimated to 0.18 mm while the mean
distance between neighbouring model points is 0.2 mm. For an under-estimated variance
(0.1 mm) the irrelevant minima have disappeared. For the approximative noise variance (0.2
mm), even the first minima has disappeared. For a larger (overestimated) variance (1 mm),
the criterion is almost quadratic, but the global minimum has clearly been shifted.
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12 Granger, Pennec, €& Roche

Since under-estimating the variance leads to less accurate results (see experimental re-
sults in section 4.3) while over-estimating it suppress irrelevant minima, it is logical to start
with a large variance (e.g. ten time greater than expected), and decrease it to reach the real
noise variance. This approach is a kind of multi-scale strategies.

One could think to directly compute the variance after each step of the EM algorithm
from the estimated weights and transformation: considering the variance as an additional
parameter and optimising for it at fixed transformation and weights leads to:

N 2 [ 2
02: Ziinj.Hsi—T*ij 02 _ Ziinj.”nsi—T*nij
s dim-Ns s (dim —1).Ns

(12)

Experiments showed that this estimation is not robust because the decrease is too fast:
the algorithm cannot escape the local minima. A slight and regular decrease facilitates the
convergence to the global minimum. This can be realised using a deterministic annealing [1]
where the variance is multiplied by an annealing coefficient (usually between 0.9 and 0.95)
after each iteration, until the real noise variance has been reached. This technique allows to
avoid local minima to finally reach a very accurate result, but requires a good estimation of
the noise variance.

3.3 Convergence

Since ICP and EM minimise a global criterion alternatively along subsets of the parameters,
the criterion always decrease and convergence to a local minimum is ensured. In practice,
the algorithm is stopped when the variations of the parameters are small (threshold on the
residual transformation). However, the annealing scheme on the variance is not a minimi-
sation step. Thus, the convergence of the algorithm should only be tested after the end of
the annealing, when the variance is minimal.

3.4 Final algorithm implementation

For the experiments, we used the following algorithm setup: an annealing coefficient & = 0.9
with initial variances equal to 10 times the real point and orientation noise variances o2
and o2 and a simple outlier rejection using a threshold on the Mahalanobis distance at
U2, .o = 3.dim. The estimation of the real variance was performed once on a reliable dataset
(using equation 12), and used for other similar datasets.

Initialisation : Compute Ty, set 02 = 10.02, 02 = 10.0,217,

Ns

Repeat E-Step : For each s;:
Search all m; such that ||s; — Ty «m;||° < 02.42,,, using a kD-Tree
Compute the distances p? ((si, ns,), Tt * (M, nm,))

Compute the weights (Ar,);; using Eq. 9
Compute the criterion value C(1}) = C(T}, Ar,) using Eq. 7

INRIA



Rigid Point-Surface Registration using Oriented Points and EM 13

M-Step : Compute the transformation 7;;; minimising Eq. 11.

o - 2 _ 2 2y 2 _ 2 2
Annealing : Set 07 = max(a.0%,07), 0, = max(a.o, 0, ).

Ng? ™~ Ny

Until 0'3 = 0'3 and {d(Tt,Tt+1) <& or C(Tt+1) Z C(Tt)}

4 Experiments and discussion

We evaluate in this section the comparative robustness and accuracy of the ICP and EM
algorithms on our data. For the robustness, we estimate the size of the basin of convergence
where an initial transformation leads to the correct global minimum. For the accuracy, we
have to distinguish between the following three main types of errors.

o Internal accuracy: for same data, several good results can be reached, depending on
the initialisation. This can be interpreted as the consequence of errors in the matching
matrix estimation, and introduce a first source of accuracy.

o FEzternal accuracy: even with a perfect estimation of the matching matrix, the noise
on the data introduces a second source of inaccuracy.

o Surface accuracy: all algorithms described here are point-based algorithm: we assume
that each scene point match one model point. This hypothesis is only valid for land-
marks registration, and not for surface registration. Though algorithms work well with
surfaces too, this introduces a third source of inaccuracy.

In these experiments, no ground truth was available (or was far less accurate than algorithm,
so that results would not have been reliable). Thus we decided to use a statistical comparison
of experimental results: for each experiment, several registrations were made with the model
and the scene in same positions, and the covariance of the resulting transformations around
their mean was computed using [15] (Roughly, transformations are centred around identity,
and converted into a vectorial representation such as translation and rotation vector. Mean
and covariance are then computed in this representation). This covariance is difficult to
discuss, but can be used to deduce the mean standard deviation of points in an area of
interest. This is indeed what is done here taking the whole jaw as the area of interest. This
gives a pretty good idea of the algorithm accuracy, though it does not take into account a
possible systematic bias.

Notice that the normal orientation is not very precise on scene points (the standard
deviation is about 25 degrees), so that the improvements are not very spectacular.

4.1 Robustness and Internal Accuracy

The robustness can be characterised by the size of the attraction basin of the global min-
imum. However, even if the algorithm converges towards the global minimum, it may be
trapped in some small local minima in its immediate vicinity due to errors in the matches
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14 Granger, Pennec, €& Roche

estimation. We call internal accuracy this intrinsic variability of the results. The prob-
lem is to choose a limit that distinguishes between internal accuracy errors and “uniformly
distributed” erroneous convergences outside the attraction basin.

In this experiment, we used a surface segmented from a CT-Scan and a set of 50 points
measured on the real jaw. We perturbed 2000 times the results of an “exact” registration by
adding uniform translations up to 2 cm (on these data, we observed that both algorithms
were almost insensitive to rotations up to 10 degrees), used it as initialisation of the ICP
and EM algorithms and plot in figure 2 (top) the distance of the estimated to the “exact”
transformation. For ICP, (upper left), we observe many local minima, and it is difficult to
differentiate a clear structure around 0 from a uniform distribution elsewhere. As rotation
and translation are well correlated under 1 mm and 1 deg, we arbitrarily decided that
these transformations were representative of the internal accuracy. For the EM algorithm
(upper right), the number of local minima has significantly decreased and there is a clear
separation between transformations very close to zero and other local minima. Propagating
the transformation covariance on test points in the area of interest (the jaw) gives us a
measure of the internal accuracy: 0.2 mm for ICP, and 0.007 mm for EM.

Now, to determine the size of the attraction basin, we have to look for the smallest
initial translation for which the result is classified as bad. We plot in Fig. 2 (bottom left)
the percentage of convergence to the global minimum w.r.t. the initial transformation: an
initial translation of 2 mm can lead to bad results with ICP, whereas this limit is shifted to
9 mm for the EM. Last but not least, we present in Fig. 2 (bottom right) the distributions
of the criterion values for both algorithms: there is a clear threshold distinguishing good
from bad results with EM, whereas there is no such clustering for ICP. Other experiments
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Figure 2: Top: Final transformations distribution for ICP (on the left) and EM (right).
Bottom: probability of convergence to the global minimum with respect to the norm of the
initial translation (left), and distribution of the criterion value (right).
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showed that this threshold on EM strongly depends on the noise variance but only slightly
on the data shape. Thus, it can be estimated only once for a given application.

Figure 3 present experimental results with EM algorithm enhanced by the use of normals.
The general structure of the results is the same, though we can observe small improvements:
the number of local minima has decreased, and the algorithm correctly converges in a slightly
wider area.

4.2 External accuracy

The external inaccuracy is defined as the consequence of noise on features position. Here it
is experimentally measured, though it can be evaluated theoretically. All algorithms provide
comparable results.

The scene and model features are of course not exact. In our case, the CT-Scan noise
and the segmentation algorithm introduce errors in model features, and scene features are
measured with a robotic arm, which precision is limited. In order to simplify, we report the
model noise on the scene features, and consider the model as exact. For fixed matches, the
registration result is subject to variations due to the noise on the features position. Only this
type of accuracy can be evaluated theoretically: indeed, the methods presented in [9, 15, 3]
do not take into account errors in the matches estimation.

In our experiments, we saved the matching matrix after a good registration, and realised
1000 other registrations with the same matching matrix and model, but after having applied
a Gaussian noise on scene points. We used a variance of 0.35 mm on the point position,
which is roughly the amount of noise on our data. Results for ICP and EM are comparable,
inducing a variability of 0.13 mm in our area of interest.
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A posteriori measure of internal and global accuracy
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Figure 4: Left: global and internal accuracy of the EM with respect to the variance. ICP (at
o = 0) exhibits internal and global accuracies of 0.22 mm and 0.31 mm,while EM presents
at the optimal variance internal and global accuracies of 0.007 mm and 0.22 mm. Right:
A view o the points-surface registration for the optimal variance.

Other experiments proved that results when using normals are not significantly different.
For instance, adding an important orientation noise (about 25 degrees) introduces an extra
inaccuracy of about 0.002 mm. This proves that, if normals can increase robustness, they
don’t play an important role in terms of accuracy.

4.3 Global accuracy

To evaluate the global accuracy (i.e. the difference between the “exact” and estimated
transformation) of the algorithms in real conditions, ten sets of scene points were acquired
in the same position and registered onto the same model. Thus, the model variability was
not taken into account, but all other sources of errors (CT-Scan segmentation error, scene
points measurement error, and especially effect of surface sampling) were realistic. The
“exact” registration was determined by the registration of all sets of points together to the
model surface: this transformation should have a variance 10 times smaller than individual
registrations, but hides a possible bias. Figure 4 presents the standard deviation of test
points on the jaw for different values of the variance in the EM algorithm: underestimating
this parameter appears to be much more penalising in terms of accuracy than overestimating
it.

4.4 Registration Time

In the scope of a per-operative system, the computation time is a key parameter. In both
algorithms, this time depends strongly on the number of scene points and iterations, and
the distance threshold. Thanks to efficient space-partitioning structures, it only slightly
depends on the number of model points. For each iteration (with the same data and distance
threshold), EM only adds a 30% overhead to the ICP time, but it usually needs much
more iterations to converge. Typically, it took 50 iterations (including 20 for deterministic
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annealing) on the above experiment, against 20 for ICP. The final time comparison is four
to one in favour of ICP. However, the total computation time of EM is about 30 s in our
case, which is still reasonable for our per-operative system. Note that using normals don’t
penalise the computation time.

5 Conclusion

We present in this article a maximum likelihood approach of the point matching problem and
show that looking for both the transformation and the matches leads to the ICP algorithm,
while considering the matches as hidden variables gives a new criterion, efficiently solved
using an EM method. In this new algorithm, the variance on the data points is an important
parameter that allow the EM algorithm to range from a global (alignment of the barycentres
and inertia tensors) to a purely local behaviour (ICP). This property is exploited in a
deterministic annealing method to avoid local minima while reaching an optimal accuracy.

Experimental results show that ICP has a very small attraction basin (a few millimetres
in translation), an important internal error and a global accuracy of 0.31 mm in the jaw
area. The EM algorithm exhibits a much wider attraction basin (around 1 cm) with a
negligible internal error and a better global accuracy (0.22 mm). This gain in robustness
and accuracy is counterbalanced by a larger computation time (a factor 4), which remains
however compatible with our per-operative system.

Future work will include the parallelisation of the algorithm, the study of the surface
sampling influence on the accuracy, more experiments about the the use of oriented points
and the online prediction of the registration uncertainty.
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7 Appendix

7.1 EM limit for a low variance

Here is the proof that the EM algorithm behaves like standard ICP for a low variance. We
can rewrite Eq. 9 as:
— 1
(Ar)i; = =

L D ks j 7 Tiji
The limit of this term for a low variance is obviously:

lim 70 — 0 if d%(si,Txmy) <d?(si, T xmy)
02—>0T”k_ +o00 Zf dz(si,T*’mj)>d2(si,T*mk)

d2(si,T*mj) — d2(si7T*mk)>

with 7, = exp ( 9.2
g

Then, if T'xm; is the closest point (w.r.t. s;), all r;;, terms have a null limit, so that the

limit of (A7);; is 1. Otherwise, there exists a r;;; with an infinite limit, so that the limit of
(A7);; is 0. Therefore, EM algorithm behaves as standard ICP.

7.2 EM limit for a high variance

In this section, we show that the EM algorithm simply aligns the barycentres and the inertia
tensors (weighted by the a-priori probabilities of points) for a high variance. Let a = 33

be the variable that tends toward 0 and D;; = d?(s;, T * m;) = ||s; — (R.m; +t)||>. The
criterion 7 can be rewritten as:

c(T) =~ Zlog Zﬂ'—ijp(Si'mj,T) =— Zlog Zﬂ'—” exp(—a.D;;)
i J i j

7.2.1 Translation part

The first order Taylor expansion of this criterion w.r.t. « is:

C(T) ==X, log (¥, 75 exp(-a.Dy))
=—>log (>, 7. (1 —a.Dyij + O(a2)))
=->log (1 —a.) 7Dy + O(a2))
= . Z’ij mi;-Dij + O(a2)
Then, for a low a (e.g. for a high variance), minimising the criterion is equivalent to
minimising ), 7i;.Dij = >, 7i5.d2 (8, T *m;) = 2 i i |1si — (Romy + t)||>. As usual,
the optimal translation aligns the weighted barycentres:

Z--mj.si Z--mj.mj o o
t="Y - R=Y =35 —-Rm;

Zij Tij Zij g
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7.2.2 Rotation part

Reintroducing the translation into the criterion and using barycentric coordinates (each s;
is replaced by s; — 3, each m; is replaced by m; — ) leads to the following expression:

D;; =||si — R.mj||2. Thus, we are left with the minimisation of:

S w5 Dy = 3w llsi = (R = 3w (sl + (R | = 2.5t Rom)
%7 % iJ

As ||ss]|? and ||R.m;||* = ||m;||* are constant, we can equivalently maximise > i Tig-(st-Romy) =
> T Ir(Remy.st) = Tr(R.K*) with K = 37, 75.5,.m.

However, when 7;;is separable (i.e. 7;; = 7;.7;, which is the case when using uniform
priors, as in our application), K is equal to (E” 7i;)-5.m’, thus null since we are now
in barycentric coordinates. Consequently, the first order expansion of our criterion is not
sufficient to determine the rotation. In this case, we need to write the second order Taylor

expansion:

C(T)

—>.log <Ej Tij-(1 — a.Dyj + 30D + O(a3)))
— 3. log (1 —a.Cte + a2 ¥, 75.D% + 0(a?)
-y (a.C’te + La?(%, 75.D% - Cte2)) +0(ad)

We finally have to maximise:

2
Sy Dy = Ly (s - (Rmy)l?)
2
— 2 2
Zij Tig- (”51“ + ||’ITL]|| - ZSmeJ)

2
— 2 2 R 2
S 7 (il + lmsl?)” = 4.5, 75 lsall” st Rom,
___ 2
—4.3 7,5 g lmy]| SL.Rmj + 4. Eij(sf.R.mj)2

The first term is constant, the second term equals to

4.y " sill® SR D mmy | = -4 msill* SR D A | m
7 7 7 7

and is thus null since we are in barycentric coordinates, so is the third term. Finally, we are
left with the maximisation of the last term:

= Y, mi(sh-R.(X; mj.my.m}).R".s;)
= Tr(R.(3; m5.mj.m%).R'.(3, Ti.5i.5¢))
= Tr(R.T,,.R".T.,)
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where T, and T, are the scene and model inertia tensors. To account for the orthonormal
constraints of the rotation matrix, we have to add an additional term in the Lagrangian:

A(R) = %Tr(R.Tm.Rt.TS) - %Tr(L(R.Rt ~ 1d)

where L is a symmetric matrix of Lagrange multipliers, to take into account constraint on
R, which must be orthogonal. Expanding this Lagrangian gives:

1 1
A(R+6R) = A(R) + S Tr(6R.Ty.R".T, + Tr(RT.6R"T,) = STr(L.RSR' + LER.R')

By definition of the derivative, we have A(R+6R) = A(R)+Tr (4%6R). Thus, the optimum
rotations are characterised by:

OA

R = 0=Ts.RT, — LR (13)
Let T,, = U.D,,.Ut and T, = V.D,.V! be diagonalisations of the data inertia tensors and
Q =VtRU, M = VLV (remember that T,,, Ts, L and M are symmetric, U, V, R, Q
are orthogonal, and D,, and D; are diagonal). Equation 13 becomes: D;.Q.D,, = Q.M.
Assuming that the eigenvalues d,,, of D,, are strictly positive, we can rewrite that as:
Q'.D,.Q = M.D'. Thus, the matrix M.D_! is obviously symmetric: M.D,;} = D 1.M.
Since M and D,, commute, they can be diagonalised in the same coordinate system, here
the canonical one: M is thus a diagonal matrix D verifying Q*.D,.Q = D.D_ .

Finally, we can conclude that @ is a rotation that exchanges rows or columns (i.e. a
rotation of 90 or 180 degrees) and we have d; = +d,, .d,,, (;y where 7 (i) is a permutation of
the indices. Reporting the values of L and R in the criterion gives 2A,ptimar = Tr(D) =
> £ds;.dp, (i)- Assuming that the eigenvalues ds; and d,; of the inertia tensors are ordered
by strictly decreasing values, the maximal criterion is obtained for 7(i) = 7 and a positive
sign of d; (thus Q@ = Id and R = V.U") with value Y, ds, .d,. if we are looking for a proper
rotation and if the determinant of V.U® is -1, the maximum criterion is obtained (in 3D) by
d3 = —dsy.dp, (ie. for R = V.Diag(1,1,-1).U%).

RR n° 4169



/<

Unité de recherche INRIA Sophia Antipolis
2004, route des Lucioles - BP 93 - 06902 Sophia Antipolis Cedex (France)

Unité de recherche INRIA Lorraine : LORIA, Technopdle de Nancy-Brabois - Campus scientifique
615, rue du Jardin Botanique - BP 101 - 54602 Villers-lés-Nancy Cedex (France)
Unité de recherche INRIA Rennes : IRISA, Campus universitaire de Beaulieu - 35042 Rennes Cedex (France)
Unité de recherche INRIA Rhone-Alpes : 655, avenue de I’Europe - 38330 Montbonnot-St-Martin (France)
Unité de recherche INRIA Rocquencourt : Domaine de Voluceau - Rocquencourt - BP 105 - 78153 Le Chesnay Cedex (France)

Editeur
INRIA - Domaine de Voluceau - Rocquencourt, BP 105 - 78153 Le Chesnay Cedex (France)
http:/ /www.inria.fr

ISSN 0249-6399



