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Abstract: An important problem which arises in several applications is to find the
solution of an ill-conditioned Symmetric Semi-Positive Definite linear system whose right-
hand side is perturbed by noise. In this situation, it is desirable for the solution to be
accurate in the directions of eigenvectors associated with large eigenvalues, and to have
small components in the space associated with smallest eigenvalues. A method is presented
to satisfy these requirements, which is based on constructing a polynomial filter using least-
squares techniques.
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Filtres polynomiaux
pour des systémes linéaires mal conditionnés

Résumé : Un probléme important qui se pose dans plusieurs applications est de trouver
la solution d’un systéme linéaire symétrique semi-défini positif et mal conditionné, avec un
second membre perturbé par du bruit. Dans ce cas, il faut que la solution soit précise dans les
directions propres associées aux grandes valeurs propres, qu’elle ait de petites composantes
dans le sous-espace associé aux petites valeurs propres. Nous présentons une méthode qui
satisfait ces conditions et qui est basée sur la construction d’un filtre polynomial solution
d’un probléme aux moindres carrés.

Mots-clé :  Filtres polynomiaux, moindres carrés, systémes mal conditionnés, régularisa-
tion, régularisation de Tychonov, restauration d’images, bases de Chebyshev.



1. Introduction. In several important applications it is required to solve a linear
system of dimension n the form

(1.1) Az =1b

in which the matrix A is very ill-conditioned and where the right-hand side b is perturbed
with noise. It is common that A is singular and has a large number of singular values close
to zero. As a result, the noise that is present in b will tend to be amplified in the pseudo-
inverse solution ' = A'b of the system. Often the resulting solution becomes worthless
as it is dominated by noise. Examples of typical applications of this nature are in discrete
inverse problems for image recovery and in tomography.

In image recovery the matrix A represents the blurring operator and is symmetric semi-
positive definite. A number of ‘regularization’ strategies have been designed to recover a
solution which is deblurred and filtered out of noise. The general principle of all regu-
larization methods is to solve the system accurately only in the singular space associated
with the large singular values while removing or reducing components associated with the
small singular values since these are typically dominated by noise. Two prototypes of these
methods are the Truncated Singular Value (TSVD) technique, and Tychonov regularization.
These are briefly discussed in the next subsection. For references on TSVD and Tychonov
regularization see [3].

In what follows we discuss regularization for the case when A is symmetric semi-positive
definite. Regularization can be viewed as a method for computing a filtered solution of the
form

(1.2) zy = Alp(A)b

where the role of the filter function ¢ is to remove or dampen all eigen-components close to
zero from the right-hand-side. This is done in order to prevent these components, which are
typically dominated by noisy data, from being amplified.

Denoting by H (t) the Heaviside function which is equal to zero for ¢ < 0 and to one for
t > 0, the filter function for the case of the truncated SVD regularization, can be written as

(1.3) ¢e(t) = H(t —¢)

where € is a “truncation” parameter. To apply the above filter function, a singular value
decomposition is normally required.
In Tychonov regularization, the filter function is of the form

2

oL

where p is a parameter. It is common in this case to use the conjugate gradient algorithm
to compute an approximation to (1.2).
In [1], Calvetti et al. propose a method which uses an “exponential” filter of the form

(1.5) ¢(t) = 1 —exp [~ (p/t)’]



The goal is to obtain a function that is close to zero for ¢ near the origin and close to one
when ¢ is far away from the origin. Clearly this function is not economically useable directly
for computing an approximation of the form (1.2). Calvetti et., propose instead to expand
this function in a basis of Chebyshev polynomials.

In this paper we propose a different type of filter. Our main motivation is to provide
a sequence of polynomials that directly approximate a given ideal filter. Our approach is
therefore similar in spirit to that of [1], except that the expansion is different and the original
(ideal) filter is no longer of the form (1.5) but rather a piecewise polynomial function which
itself approximates function (1.3) of the TSVD method. Our motivation is to develop a
technique that is similar to the conjugate gradient in the sense that it relies solely on
matrix-vector products. At the same time, we would like the iteration polynomial of the
method, to mimic the effect of the Truncated SVD method. Our methods begins with an
ideal high-pass filter which is a piecewise approximation to the function H(t — a). This in
turn is approximated by a polynomial of a certain degree on the interval of the eigenvalues
of A.

The paper is organized as follows. The next section provides a brief overview of reg-
ularization techniques. Section 3 describes our approach using polynpmial filters. Section
4 discusses a few convergence results related to the method. Section 5 reports on a few
numerical tests. Finally, the paper gives some concluding remarks in Section 6.

2. Regularization methods. To grasp the effect of regularization it is helpful to use
the Singular Value Decomposition of A, see, e.g., [3, 4, 6] for details. We now return to
the general situation where A is non-symmetric, possibly rectangular of size n x m with
n >m. Let A= UXVT the Singular Value Decomposition (SVD) of A, where U and V are
orthonormal bases and ¥ is a diagonal matrix whose entries are the singular values of A

¥ =diag (o1, ++,0,), with oy >,---, >0, >0.
The right-hand-side b is expanded in the U-basis as
n
b= &uj, with &=ulbj=1--,n.
=1
The pseudo-inverse solution of the system can then be written as follows:
1
2.1 = At p = s
(2.1) l=Alb =3 v
o; >0

in which A" is the pseudo-inverse of A. As can be seen, for small singular values any noise
on the component &; will be amplified by 1/0;. This will cause noise — which is predominant
in the small components — to be amplified to unacceptable levels.

The idea of regularization methods is to introduce filter factors ¢; in the solution

(2:2) zy= Y ?ﬁm :

o;>0 J



where ¢; is usually the value of a filter function ¢ at ;. Let ¢ and f two functions defined
on an interval [0, g] with oy < g such that

J J
fO) =0, f&)=22 te(0,g)

Define ¢(X) and f(X) to be the diagonal matrices with entries ¢(c;) and f(o;) respectively.
The filtered solution and the filtered right-hand side are

(2.3) Ty = VF(Z)UTD,
(2.4) Azy =Up(X)UTD.

Note that the residual is given by b — Azy = U[I — ¢(X)]UTb.

We observe that the regularization dampens each component of the solution by ¢(o;)
before dividing it by o;. It is typical in ill-posed problems to filter out small singular values,
so the function ¢ is chosen so that

¢(o;) =0, for small o, ¢(0;) ~ 1, for large o;.

With regularization, any noise component in the direction u; is amplified by ¢(c;)/o;. Thus,
the amplification of the noise is bounded, in fact it is even made to tend to zero for small o;’s.
Clearly, the regularized solution will differ significantly from the pseudo-inverse solution if
there are many small singular values since

b ey L] ¢,

J

However, it is important to note that the exact solution 2! may be meaningless since it may
include very noisy data.

2.1. Truncated SVD. The simplest regularization method simply replaces the solu-
tion (2.1) by

(2.5) Te= Y g—j,vj

in which € is a selected parameter. This is a regularized solution where the filter function
¢e is given by (1.3), which is piecewice constant function with a value of zero for ¢ <
e and one elsewhere. Regularization based on the SVD approach, requires the Singular
Value Decomposition of the matrix A, and this is clearly not realistic for large matrices. A
number of alternative methods have been developed — the best known of which, Tychonov
regularization, is summarized next.



2.2. Tychonov Regularization. Tychonov regularization [12, 11, 3] replaces the so-
lution of the original system by that of the following ‘regularized’ system

min (|| Az — bl]* + g2 |z]%)
which is obtained by solving the system
(ATA +pI)z = AT,
The solution of the above system is now given by
(2.6) 2, = (ATA+p21) " ATb = ¢,(A)ATb = £,(A)b,

where ¢, is the Tychonov filter function (1.4).

The above approximation is seldom computed exactly by a direct method. It is instead
often obtained by the conjugate gradient algorithm. Since the matrix AT A is shifted, it is
common that the number of steps required by the CG method to converge on such systems
is moderate.

A notable drawback of Tychonov regularization is that it tends to produce a solution
that is often excessively smooth. In image processing this results in loss of sharpness.

A related method that is quite common in the case of low noise, is simply to use the
Conjugate gradient method for solving AT Az = ATb and stop the process prematuraly, i.e.,
well before convergence of the approximate solution [3].

2.3. The symmetric case. When the matrix A is symmetric semi-positive definite,
then the o;’s are the eigenvalues A; of A and the left and right singular vectors are equal to
the eigenvectors of A, i.e., v; = u;, for ¢ = 1,...,n. In this case, the expressions (2.3) and
(2.4) are still valid with V replaced by the matrix of eigenvectors U and ¥ replaced by the
diagonal matrix A of eigenvalues.

3. Polynomial Filters. Consider a symmetric matrix A and a filter function ¢, that
is suitable for regularizing the original system. Therefore the function ¢ satisfies

Note that the function ¢ is defined only for ¢t > 0 since it will act on singular values (or
eigenvalues of semi-positive definite symmetric matrices). We can also consider that the
function is defined by symmetry for negative ¢t by ¢(t) = @(—t), i.e., that it is an even
function.

The function ¢ depends on A, on b, and on knowledge of the problem being modeled.
In theory, from the knowledge of the filter function ¢, one can easily obtain the regularized
solution via the relation (2.3). Thus, the function f yields directly the regularized solution,
provided one can easily compute the product of f(A) times a vector. However, for large
matrices, the regularized solution f(A)b may be difficult or expensive to compute.



Tychonov filter function o, and Piecewise Polynomial Filter function ¢ ™%
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Fi1a. 3.1. The Tychonov filter and Piecewise Polynomial filter

Consider the two examples of the filter functions shown in Figure 3.1. The dashed line is
the Tychonov filter with p = 0.1 and the solid line is the filter piecewise polynomial function
defined by

2 43 3 42
malp _ | —=t+ 5t for t € [0, a],
(3.1) Pi(t) = { 1 for t €a,g],

with a = 0.3.

The problem with these two filter functions, is that they do not lead to an easy evaluation
of the regularized solution via (2.3). The Tychonov filtered solution f,(A)b can be computed
via an eigenvalue decomposition of A (or an SVD in the least-squares case), but it is only
approximated in practice, using an iterative method such as the Conjugate Gradient.

The piecewise polynomial filter ¢*!! is even more difficult to approximate. However,
the solution proposed in this paper is to approzimate any piecewise polynomial filter by a
polynomial in some least-squares sense.

Define Py 1 the set of polynomials p of degree k such that p(0) = 0 and Pp41,2 the set
of polynomials p of degree k + 1 such that p(0) = p’'(0) =0 :

]Pk,l = <t,"',tk> and ]Pk_l,_]_’Q = <t2,"',tk+1>

The algorithms build a sequence of polynomials ¢y, in Py 2 and a sequence of polynomials
fr in Py 1 such that

fe(0) =0,  k(t) =tfi(t),



and compute a regularized approximation zj, along with an approzimate filtered right-hand
side Az, of the form,

zr = fr(A)b, Az, = ¢ (A)b.
The approximate solution zj, belongs to the Krylov subspace
(3.2) Lr(A,b) = Ki(A, Ab) = (Ab,-- -, A*D),
while the approximate filtered right-hand side is in the Krylov subspace
(3.3) Ri(A,b) = ALy (A, D) = Ki(A, A%D) = (A%b,-- -, AFF1p).

Note that the space Ry is not the space of residuals b — Az nor the space of residual-
s associated with the filtered right-hand side ¢(A)b, since neither b nor ¢(A)b belong to
Ri(A,b).

The final requirement for the polynomial ¢y, is that it should approximate the “ideal
filter function” ¢, in some sense, and converge to it for ¥ — oo in some sense. For this we
simply define ¢, as the least-squares approximation to the function ¢. Therefore,

k
(3.4) $r(t) =Y (¢, P)P;(t),

j=1

where {P;} is a basis of polynomials that is orthonormal for some Ly inner-product. The
Lo-inner product will be selected essentially to make the computation tractable without
resorting to numerical integration. The next section desribes the overall procedure in detail.

3.1. Use of an orthogonal basis of polynomials. For the sake of clarity, we delay
the discussion of the choice of the Lo inner-product until later in Section 3.5. Assume
therefore that the Lo inner-product for the above least-squares approximation is defined and
that computing such Ls-inner products of polynomials is inexpensively accomplished. It is
helpful, for computational purposes, to use an orthonormal basis of polynomials associated
with this inner product. This is traditionally done with the well-known Stiejes procedure,
which utilizes a 3-term recurrence [2]. Starting with a certain polynomial Sy the sequence

is built as follows. L
1.AL‘}38]‘)‘:ME)I,{M 3.1. Stieljes

2. B=1Sll¢ s

3. Pit) = 5. So(t),

4. Forj=2,...,m Do

5. a; = (t Pj,Pj),

6. S;(t) =1t P;(t) — a;P;(t) — B;Pj-(b),
7. Bi+1 = ||3j||§ )

8. P]+1(t) == ﬂ]+1SJ t)

9. EndDo



Note that for convenience the first polynomial in the sequence is P; (with Py = 0)
instead of being Py (with P_; = 0) as is common practice. The polynomials satisfy the
three-term recurrence

(35) Pint) = 52— (EPi(0) ~ aPs) = BPia(®) G=1Lo.om
j+1
The choice of Sy will depend on the space for which we are building a basis. Here the
filter functions ¢y are in the space Pg11,2 so that Sp(t) = t2. The above procedure requires
only to be able to compute (1) inner products of polynomials, (2) the product ¢ x p for
a given polynomial p and (3) linear combinations of polynomials. The details on how to
perform these operations will be discussed in Sections 3.5 and Section 3.6.

3.2. The polynomial to solution space isomorphism. Let g be the maximum
dimension of the subspaces £ and Ry for £ > 1. A strong relationship can be established
between the filtered space Ry and the poynomial space Py41,2, which will be quite helpful.
This relationship is the mapping

(3.6) Sk € Pri1,2 = ¢r(A)b € Ri(4,)

When k < p < n, this mapping is a bijection.

What is interesting about this mapping is that it allows us to provide the Krylov sub-
space Ry (A4, b) with a dot product, which is canonically derived from the polynomial space.
As a result of this we obtain an isomorphism between the two spaces which allows us, with
few exceptions, to utilize most of the well-known CG-type algorithms for computing the
approximate solution xy.

We define the ‘Lanczos’ sequence v; with respect to this inner product by

’Uj = Pj(A)b

With this isomorphism, a number of standard operations in the filtered space have their
immediate analogues in the polynomial space.

Filtered space Polynomial space

Addition of vectors Addition of polynomials

Scaling of vectors scaling of polynomials

Inner products inner products

Lanczos Algorithm Stieljes procedure

3-term recurrence 3-term recurrence

v; 'Lanczos’ basis vector | orthogonal polynomial P;

Filtered sequence Axy, polynomial sequence ¢y,
In particular, the vectors v; verify the 3-term recurrence

1

1
Vj41 = 5—— (A?)j — QU5 — ﬂjvj_l) ) VJ Z 1,’()1 = —Azb, Vo = 0.
Bit1 P

which is simply the Lanczos procedure, with the usual Euclidean inner-product replaced by
the inner-product defined from the polynomial space.

(3.7)



3.3. The algorithm. We can now write directly the k-th solution vector zj in terms
of a sequence of vectors that are related to the sequence of orthogonal polynomials. A first
observation, using (3.4) is that

k

- P; (1)
er(t) =Y (6, P)P;(t) = felt) =) (o, Pi) =1~

i=1 =1

Let v; = (¢,P;) and Q;(t) = P;(t)/t. The sequence of vectors w; = Q;(A)b is in the
solution space L (A,b). From this follows the formal expansion

k
(3.8) Tp = Z’ijj.
Jj=1

Because of the the way the algorithm is started, the sequence of vectors w; is easily com-
putable. Indeed,

x
B

Thereafter, it is sufficient to divide the recurrence relation (3.5) by ¢ to obtain immediatly
the following recurrence for the sequence of vectors w;:

wp = Ab, ’11)0:0.

1
Bi+1
The algorithm is now easy to describe.

O.ALfI(I)II)tIIl”{%{% %jQ. PPF :I]}.:,{ne(g}llllgfiza jon by Piecewise Polynomial Filter

(3.9) Wity = (vj —ajw; — Bjwj) Vj=1.

écewise po on (0,9
1. B = <t2,t2)%
2. Pi(t) = 5t
3. "= <¢a Pl)
4. v = i*’éﬁb’ Vo = 0
5. wp = %Ab, Wo = 0
6. 1 =ywi, b =7
7. Fork=1,... Do:
8. Compute t Py (t)
9. ar, = (t P, Pr)
10. Sk(t) =t Pr(t) — axPr(t) — BrPr—1(t)
11. Sp = A’Uk — OV — ﬂkvk—l
12. Brt1 = <Sk,§k>%
14. V41 = Bk—+13k
15. Vet = (Pri1, )

10



16. Wiyl = ﬁk1+1 (v — apw — Brwi—1)
17. Thil = Tk + Vo1 Wht1
18. EndDo

Note that it is possible to compute the sequence of related approximations by to the

filtered right-hand side, by adding the line

br+1 = br + Vky1Vk41

immediatly after Line 17. Next, we shed some light on the choice of the filter function ¢
upon which the whole procedure is based.

3.4. General bridge functions. In defining the ideal filter polynomial ¢(t), we in-
voked a piecewise polynomial which has value one for ¢ in the interval [a, g] and which moves
smoothly from 0 to 1 as t moves from 0 to a. The first part of this peciewise function can
be viewed as a “bridge” which joins continously the constant function zero for ¢ < 0 to
the constant function one for ¢ > a. We impose smoothness conditions on this function —
for example by requiring that a maximum number of derivatives at zero and a be equal to
zero. The simplest of these functions is the filter function ¢!*!! defined by (3.1). It has value
zero at zero, and one at a and its derivatives at zero and a are zero. This function and more
general ones like it, can be systematically generated by using Hermite interpolation. It is
useful to define bridge functions of arbitrary degree of smoothness.

In order to generalize the function in (3.1), we can require the following conditions

$0) =0 ¢la) =1
pD0) = 0 fori=1,....m ¢@W@ = 0 fori=1,...,p

There are m +p+ 2 conditions altogether and therefore a unique polynomial ¢l™?! of degree
m + p + 1 can be found which satisfies them. Such a polynomial can be easily determined
by the usual finite difference tables in the Hermite sense.

There are interesting questions related to the quality of the filter functions obtained
as a function of the two values m and p. To find a closed form for the polynomials @l™:?]
it is useful to change variables in order to exploit symmetry. We translate everything for
the variable in the interval [—1,1], and shift down the function by 1/2. Then the above
conditions become

n(-1) = -1/2 n(+1)
1(-1) = o0 fori=1,...,m p®1)

1/2
0 fori=1,...,p

The derivative function 5’ is sought in the form
n(t)=c(l-t)P A +1)"
It is easily seen that the function defined by

1, L a9t ds
2 Jo, @ —s)P(1+s)™ ds

(3.10) n(t) = —

11



satisfies all the required conditions stated above. The derivative of 7 is
n(t)=c(l-t)PA+1)"

where the constant c is the integral in the denominator of (3.10). The second derivative is
given by

7'(8) = ¢ [m( — (L + ™ = p(1 — " (1 + &)™)
=c(1-t)P 1A +)™ 1 [m(1 —t) — p(1 +1)]
So there is an inflexion point at

m-—p

m+p

Translating this into the original interval [0, a] gives,

m—p| mXxa a
2

a
infl [ + m+p

“m+p 1l+p/m

At the right of the inflexion point, the filter function increases rapidly toward one. To its
left it decreases rapidly toward zero. This can be exploited in deciding of a zero-out zone
where noise (as well as solution components) must be eliminated and a grey area, where
noise is unimportant and need not be eliminated completely.

In what follows, we show some examples of bridge functions for the cases when m = p.

When m = p = 1 we find that
3 t3 3t 3
"@—ZG‘E)—Z‘Z

which, after shifting back up by 1/2 and translation back to the interval [0, a] yields the 3rd

degree bridge function
¢[1’1](t)=1+§ Qf_l 1 22_1 ’
2 4\ a 4\ a

After a few simplifications, this yields the same function 3(t/a)? — 2(t/a)® used in (3.1).
Similarly, for m = p = 2, we get

IR 15
Y PO S 19
n(t) (t 3t 5> * 16

going back again to the original variables and reshifting yileds,

1 15 (.t 5 [t 5 3/ ¢ 5
22y — £ 4 12 [oF ) _ 2 (5t _ S (9t _
4221 (1) 2+w(% Q 8@a1)+w(% Q

12



The last bridge function we show is the one obtained for m = p = 3:

1 35 (.t 35 (.t o9l t b5 (.t 7
Balpy=-4+=(2-—1) —=(2- -1 - —1) —= (22 -1
o) 2+32<a ) 32((1 +32 a 32\ a

The three bridge functions ¢!, 311 and ¢[':3! are illustrated in Figure 3.2.

Piecewise Polynomial Filters PPF (a = 0.6)
T T T T T

08 / q

0.6 ! —

/ — filter g4
/ — — fiter Y
filter ¢3!

04r /

0.2 / 4

F1G. 3.2. The three bridge filter functions l1:11, @311 [1,3]

3.5. Inner product. We consider the situation described above when the original
filter function ¢ to be approximated is a piecewise polynomial function in an interval [0, g]
containing [A,, A1]. The interval [0, g] is subdivided into L sub-intervals such that

Cre

[0,9] = | Jlai-1,ai] with ag =0, arL =9> M

~
I

1

Note that, if the matrix is not singular, the leftmost bound of zero can be changed to an
arbitrary positive number but this is not considered here. A reasonable value for g, and an
inexpensive one to compute, can be obtained by using Gershgorin’s theorem. In the case
L = 2, we denote by a the right bound a; of the first interval.

The Stieljes procedure as well as the least-squares procedure, requires the computation
of inner products for calculating the scalars a; and ;41, and expansion coefficients -y;. The
inner product defined for computing the least-squares polynomial is selected to allow an
easy calculation of these scalars. It is based on an approach used in [9, 10] for solving a
similar problem related to indefinite linear systems of equations. The idea of using a step
function (Heaviside function) as an ideal filter and then approximate it by polynomials in
the least-squares sense was also used in a very different context in Chemistry, see e.g., [8, 7],
and references therein.

13



The inner product utilizes the same subdivision of the interval [0, g] as that of the
piecewise polynomial function. On each subinterval [a;_1,q;] of the subdivision we define
the inner-product (¥1,%2)a, 1,0, bY

“ P1(8)1ha(2)
aror V(= ar-1)(a — 1)

Then the inner product on the interval [0, g] is defined as the weighted sum of the inner
products on the smaller intervals:

<¢1> ¢2)al_1,az =

L
(3.11) (W@1,92) =D pr (1, v2) s

=1

For the particular case when L = 2 this can be rescaled as:

e 9
(3.12) (b1, 1) =/ ()9 (t) dt+p _ hi®¢a(t) "
o Via—t) a VE-a)(g-1)
In [9] a basis of Chebyshev polynomials on each of the two intervals was used, in order

to avoid numerical integration. Let ¢ the mapping which transforms the interval [a;—1, @]
into [—1,1]:
2 a;+aj_
a; — aj—1 a; — aj—-1

Denote by C; the i-th Chebyshev polynomial on [—1,1] and define
e =i (V@) ix0.

Then, clearly, C’él) (t)=1, C’l(l) (t) = ¢ (t) and for i > 1 we have the recurrence relation
ol () =260 (<) - Cima (V1)

4 -
- oWttt
a; — aj_1 a; — aj—1

cOt) - @),

The following relation will be useful,

(13) +00() =410l )+ TP @) + Lo @) iz
314) 0 =00 + T

Recall that on each interval these scaled and shifted Chebyshev polynmials (C,(cl)) ren con-
€

stitute an orthogonal basis since,

0 ifi#y,
(Cz'(l)’cj('l))az—l,az = T ifi=j=0,
5 ifi=j#0.
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3.6. Computation of Stieljes coefficients. As was mentioned earlier, calculations
in the Stieljes procedure will be faciliated by the use of a redundant representation of the
polynomials in the Chebyshev bases on each subinterval. This technique follows closely a
procedure defined in [9]. Specifically, the j-th polynomial P; is represented in the Chebyshev
basis on the [-th interval, for 1 <[ < L, as :

(3.15) Zu/)cf”

As a convention we define ,ugl)rl, ; = 0 in what follows. We also set

J+1
tPit) =Y ol ).

=0

The 0; ;’s can be obtained from the p; ;’s with the help of the recurrence (3.13). Indeed,

_ tz,u(l)c D (4 Zt,u(”c D4
_ Z 0 (‘“ — oD @) + %Ci(”(t) + %C& (t)>

Hl ar —ai—1, (1) (1) ap+a—1 (z) ()
= Z (T(Hi-ﬁ-l,]’ + Ni—l,j) + T ) G ().

Hence,

o) — U= u—1 () 0 ap+ai—1 (1
(3.16) 0;; = 1 (#14_1,] + ;- 1,]') + B 12N

Now, once the components of P; and ¢t P; are known on all the bases (CJ(-D), it is easy

to compute the partial inner products :

(t PjsPsYar l,a,—<2‘,a”c Zu(”c> :

ar—1,a1
U] @
= 7“70 J/‘O, +3 Z Ti,5Hi 5
from which we can extract the value of ¢; :

L
aj = (t Pj,Pj) = ZP!(t Pj> Pidai—r.a

=1
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so that
L 1 Jj+1
n (1 0
(3.17) a; = WZM (U(())]M(())] 3 af}uE}) ’
=1 =1

If we now define
Jj+1 . .
8=y mc.
i=0

then because S;(t) =t P;(t) — a;P;(t) — B;Pj—1(t) we readily obtain the relation:

1 1 1 1
(3.18) n§,} = 05,3- - %‘#5,; - ﬂjﬂg,;—v

This enables us to compute 341 = (Sj,Sj)% since
L AN
(3.19) 532'+1 = 7TZPI (7)(2),3' + 3 Z (nz’,j) )
=1 =1
and then we have

1
(3.20) 1D = —nh
J

In summary, equation (3.16) is used to compute ¢tP; and the equations (3.17-3.20) are
used to compute the scalars o; and 3;. We also have to compute the inner products «y;. This
is easily done because the filter function ¢ is piecewise polynomial and is readily expanded
in the Chebyshev basis on each subinterval.

4. Convergence Analysis. The lemma and the proposition which follow will provide
an upper bound on the || ||, ), from the infinity norm. Only the case case L = 2 is
considered. First notice that

||¢ - ¢k” = d(¢’Pk+1,2)< D)

where d(f,S) is the Ly distance between a function f and the function space S. This is
simply because ¢y, is, by definition, the orthogonal projection { , ) of ¢ onto Pry12. We
now can state the following

LEMMA 4.1. For an inner product { , ) defined by (3.12) the following upper bound
holds,

(4.1) 917,y < 1+ p)7llYllZ.

16



Proof. We have indeed:

P

o _ ["_ 9
||1/)||<,>—/0 \/mdtera t—a)b—1)
9 a 1 9 ].
S”d’”oo(/o mdt‘l‘ﬂ/@ mdt)

< (L + o)l )%

| ]
PROPOSITION 4.2. [|¢p — ¢l ,y < /(1 + p)7 (¢, Prg1,2)00-
Proof. The result follows from :
lo—drll,y = pdpin le =Pl .,
<V({@+p)m_min [¢—Plw, from Lemma 4.1
PEPky1,2
= V({1 +p)7 d(¢; Prt1,2) c0-
| ]

In order to get estimates of this distance we now introduce Berstein polynomials associ-
ated with a function f. This is a sequence of polynomials which converges uniformly toward
the function f. This will then yield an upper bound for d(¢, Pr+1,2)cc-

For f defined on [0,1], the n-th Berstein polynomial is:

n

B0 =2 1(5) (1) a0

k=0

We have B, (f)(0) = f(0) = 0 and B},(f)(0) = nf (+) which converges to f'(0) = 0.
THEOREM 4.3. Let f be v-lipschitz on [0,1] and let M an upper bound of f, then

3

I = Ba(Dlle < SM0E

Proof. We have
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(s ()(2) oo

|§—m|>6

Since f is continuous on [0, 1] which is compact, it is bounded by M. In addition, we have
|f(y) — f(z)| < vé for any 6 > 0 and Vz,y such that |y — z| < . Therefore,

sa-naoiz 5 o) (3) 000

|&—z|<d
()

>
<vs Y ( ) (1-az)"F+2m Y ( )xk(l—x)"_k

|%—m|>6

|&—2|<o |2 —z|>0
<vi+ —— 982"
since zl%—w|>6 ( Z ) k(1 —2)"=* < L. This is true for any 6 > 0, it is true in partic-
ular for the minimum of the function & ~+ v + 524, whose value is 213 M3 % [
COROLLARY 4.4. Let ¢ € C' ([0, g]). Then |6~ Bu(@)lloe < 203 18113 116/113. 3
Proof. Set f(y) = ¢(gy) ; f is defined on [0, 1] and is g||¢'||-Lipschitz. [ |
We set in what follows M = 3g3||¢[|5/¢/||3, in order to have ||¢ — Bi(¢)[|o < M%

Theorem 4.3 does not allow to obtain a result directly because By(¢) ¢ Pry1,2. Indeed,
B;.(¢)(0) # 0. Therefore, we need to apply the theorem to ¢ — By (¢) — tB},(4)(0), which is
in Pyy1,2. The lemma 4.5 will yield an upper bound of |[¢B},(¢)(0)||s- Then the following
theorem (Theorem 4.6) will provide an expression for the convergence rate of the filter.

LEMMA 4.5. Let ¢ € C'([0,9]). Assume that there is an h > 0, such that ¢ is twice
differentiable on [0, h] and that ¢" is bounded on [0, h]. Then k¢ (1) < + maxejo,n) |4 ()]
Proof. From the Taylor-Lagrange equality, we have

(1) - 90 - 100 < g max 160

te[0,h
Hence k¢ (%) < %maxte[o’h] |¢" (t)]. [
THEOREM 4.6. Let ¢ € C([0,g]). Assume that there is an h > 0, such that ¢ is twice

differentiable on [0, h] and that ¢" is bounded on [0,h]. Then ||¢ — ¢x|l(,) € O (%)
Proof.

¢ — el < Il — (Br(e) — tBi(¢)(0)) Il

18



< V(@ +p)rllg — (Bi(¢) — tB1(8)(0)) lloo
Sva+p)(le— Bk Pllse + 1B ()(0))

<VA+p)m ( + gko ( ))
L gl
< v g7+ 4
This implies that [|¢ — ¢ ||, € O (%) |

The assumptions of the theorem 4.6 are clearly always satisfied when ¢ is defined to be
piecewise polynomial and in C1([0, g]).

5. Numerical Experiments.

5.1. Description of tests. Algorithm 3.2 was implemented in Matlab on a SPARC
workstation. We have experimented the algorithm on image restoration problems, though
it can be applied to other ill-conditioned problems as well. For the numerical tests, we
generated various problems by blurring an image, and adding noise to the result. Here
the blurring matrix is the matrix generated by the function blur(N,band,smooth) from the
Regularization Tools package [5]. The function blur(N,band,smooth) has three parameters :
the size N = /n, the bandwidth band, and the amount of smoothing controlled by smooth.

The resulting matrix is symmetric with all its eigenvalues between 0 and 1. We have
used L = 2 for all our filter functions with g = 1 as the upper bound for the interval on
which the filter ¢ is defined. The inner interval bound a is varied between 0 and 1.

The original image is of size N by N and each pixel is coded on grey levels. Therefore,
the solution is the columnwise stacked vector z of each coded pixel, while the blurred image
is the vector b = Axz.

Noise is added to each component after blurring. The noise is Gaussian of zero mean
and standard deviation o. The resulting image is coded by the vector b = b + e, where e is
the vector of noise.

The images are deblurred by three methods : Truncated Singular Value decomposition
noted TSVD, Tychonov coupled with Conjugate Gradient noted TCG, the Piecewise Poly-
nomial Filter proposed in this paper. The bridge functions ¢! defined in section 3.4 are
used and the method is noted either PPF(m,p) or PPF for the default values m = p = 1.

5.2. Convergence of the polynomials. We first examine the convergence of the
polynomials ¢, and f;, toward ¢ and f. Figure 5.1 shows the convergence of ;. On the
left is the history of 7, for three different values of a with ¢ = ¢[1!]. On the right is the
same history for three different pairs of values (m, p) of the filter function ¢!"™?! with a fixed
value a = 0.6. Observe that the coeflicients decay very rapidly toward zero. The rate of
convergence increases with a. It also increases with m and the coefficients become smoother
when p increases. Figure 5.2 shows the piecewise polynomial filter ¢!*!! with a = 0.6 and
the polynomial filters ¢, of several degrees k = 2,4, 8.
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5.3. Examples 1-4 : an image of medium size. In this test, the blurring matrix
is A = blur(48,3,0.7), where band and smooth are the default values, so the matrix order
is n = 2304. The original image z is the test image, called MIRE in the following, given by
the function blur. Here the pixels are coded by integers between 0 and 4. So, for plotting
the images, we round all pixels to integers and force them to be in the interval [0,4]. On
the other hand, errors and residuals are computed with in floating-point arithmetic and are
not modified.

Fi1G. 5.3. Ezample 1 : ezact, and blurred MIRE images

ORIGINAL IMAGE BLURRED IMAGE - A = BLUR(48,3,0.7) -~ 0=0

5.3.1. Example 1. For the sake of showing the difficulty associated with noise, we
first apply no noise, i.e., we take 0 = 0. Figure 5.3 shows the original image, and the blurred
image. The solution obtained by any linear solver, either a direct solver or Conjugate
Gradient or PPF, is very accurate and is indistinguishible from the original image shown on
the left of Figure 5.3, so it is omitted.

Fic. 5.4. Ezample 2 : blurred noisy (0 = 0.05) MIRE image and image deblurred without regularization

BLURRED AND NOISY IMAGE - A = BLUR(48,3,0.7) - 0 = 0.05 DEBLURRED IMAGE A™*b- 0= 0.05




5.3.2. Example 2. Next, noise is added to the blurred image at a level of & = 0.05.
Figure 5.4 shows the blurred and noisy image and the deblurred image using a direct linear
solver. The solution is clearly affected by noise and requires regularization.

Fic. 5.5. Ezample 2 : PPF residuals and errors

PPF(1,1) -a=0.35 - A= BLUR(48,30.7) - 0 = 0.05 PPF(1,1) - A = BLUR(48,3,0.7) - 0 = 0.05
T T T T T T T

60
a0F

50F

301 a0-

norms.
error

30F
20F

iteration iterations

Fic. 5.6. Ezample 2 : TCG residuals and errors

TCG - p=0.1-A=BLUR(48,3,0.7) - 6 = 0.05 TCG - A=BLUR(48,3,0.7) -0 = 0.05
T T

T T T
— error
— - residual

norms.
-
5
T
error

14}

\ 12

iterations iterations

We then used the PPF algorithm based on the filter ¢!*!! with a = 0.3. Figure 5.5
shows the residual norm ||b — Az ||, the error norm ||z — z|| and the coefficients 7, with an
increasing degree k. Here and in other cases as well, we observe a strong correlation between
the three curves. This suggests that 74 could be exploited to obtain a stopping criterion.
A decision on when to stop can be made in advance by generating the polynomials without
computing the approximate solutions. The residual can also be used as a stopping criterion
since both the residual and the error will stagnate when the corresponding polynomials have
converged. In contrast, errors and residuals behave differently for Tychonov regularization
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error

coupled with a Conjugate Gradient method (TCG) as observed on Figure 5.6. Indeed, the
residual continues to decrease while the error increases after a few iterations. Therefore, a
good stopping criterion is required for TCG (Tychonov coupled with Conjugate Gradient),

Fic. 5.7. Ezample 2 : TCG, PPF and TSVD minimum errors
PPF(1,1) and TSVD - A = BLUR(48,3,0.7) - 0 = 0.05

TCG - A =BLUR(48,3,0.7) - 0 = 0.05
T

L
0.05

0.1

L
0.15

0.2

L
0.25

error

125}

12r

115}

— PPF /
— - TSVD //

0.35 0.4 0.45 0.5

aand 2¢

0.25 0.3

using the regularization properties of the Conjugate Gradient by itself.

A difficulty in regularization methods is to choose the best parameter, in some sense,
either p for TCG, € for TSVD, or a for PPF. Here we use as criterion the error norm and
choose the parameter which minimizes this norm. For TCG and PPF, we also select the
iteration which minimizes the error norm. Figure 5.7 plots the errors (the smallest ones
reached during iteration for TCG and PPF) for the three methods, with varying parameter
values. For TSVD, the abscissa plotted is 2. We observe that the parameter a is about 2e,

which leads us to believe that the inflexion point a/2 is related to the parameter e.

PPF(L1)-a=03-A=BLUR(48,30.7) - 0= 005

Fic. 5.8. Ezample 2 : MIRE images deblurred by TCG, PPF and TSVD

TCG-p=0.1-A=BLUR(@8,3,07) - 0=0.05

TSVD - £=0.175 - A= BLUR(48,30.7) - 0 = 0.05
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Fic. 5.9. Ezample 2 : MIRE image deblurred by PPF (a = 0.2,a = 0.35,a = 0.5)

PPF(1,1) -a=0.2 - A= BLUR(48,3,0.7) - 0 = 0.05 PPF(1,1) - a=0.35 - A= BLUR(48,3,0.7) - 0 = 0.05 PPF(1,1) -a=05 - A= BLUR(48,3,0.7) - 0 = 0.05

25 3 35 40 45

In the three methods, we have selected the number of iterations and the parameter
which minimize the error norm. Figure 5.8 shows the images deblurred, respectively, by
TCG, PPF and TSVD, using these parameters. The quality of the three images is similar
and the error is about the same, so PPF performs quite well on this example. To illustrate
the effect of the regularizing parameter a, Figure 5.9 shows the images deblurred by PPF,
with respectively a = 0.2,0.35,0.5. Clearly, a small value of a adds too much noise while a
large value of a does not deblur sufficiently.

5.3.3. Example 3. Now we keep the same image and the same blurring matrix but
we increase the noise to the level o = 0.15. Figure 5.10 shows the blurred image and the
image deblurred by a direct linear solver. Here, the deblurred image is dominated by noise.

Fic. 5.10. FEzample 8 : blurred MIRE image with noise (¢ = 0.15) and deblurred image without
reqularization

BLURRED AND NOISY IMAGE - A = BLUR(48,3,0.7) - 0 = 0.15 DEBLURRED IMAGE A™%b - 0=0.15

Figure 5.11 plots the error norms for methods TCG and TSVD, using the minimal error
norm during iterations of TCG, with a varying parameter p or e (here, the abscissa is ).
As expected, the parameter which minimizes the error norm is larger than in Example 2,
because of the higher noise. The solid line in Figure 5.13 plots the error norm for PPF(1,1)

24



Fic. 5.11. Ezample 3 : TCG and TSVD errors

TCG - A=BLUR(48,3,0.7) - 0= 0.15 TSVD - A=BLUR(48,30.7) - 0 = 0.15
22 T T T T T T T T T T T T T T
2ar 7 195} B
201 B
19F B
190 B
s S 1ssf 4
£ 5
5
181 4
18- B
17k B
175} B
61 4
17 . . . . . . . . .
15 . . . . . . 016 018 02 022 024 026 028 03 032 034 036
0 0.1 02 03 0.4 05 06 07

B

Fic. 5.12. Ezample 3 : TCG, PPF and TSVD deblurred mire images

TCG-p=02-A=BLUR@48;30.7) - 0=0.15 PPF(1,1) - a=0.6 - A=BLUR(48,3,0.7) - 0 = 0.15 TSVD - &= 0.278 - A=BLUR(48,30.7) - 0 = 0.15
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against a, using also the minimal error norm during iterations. We still observe that the
inflexion point a/2 = 0.3 for the best value a is close to the best value e = 0.28. Figure 5.12
shows the images deblurred respectively by TCG, PPF and TSVD, using the parameters
selected as previously on the basis of the minimum error.

5.3.4. Example 4. In this test, the matrix and the noise are the same as in Example 3.
We now investigate the effect of the filter function, by varying the parameters m, p. Figure
5.13 plots the errors with a varying for three choices : (m=1,p=1),(m=1,p=3),(m =
3,p =1). We observe that the value a which minimizes the error is smaller when p increases
and larger when m increases. For (m = 1,p = 3), the best a might not be in the interval
[0,1]. The errors for the best a are about the same for the three filters. These parameters
allow to ensure that the best a will always be around 0.5 and that the method will always
converge quickly.

Fic. 5.13. Ezample 4 : PPF(1,1), PPF(3,1) and PPF(1,3) minimum errors

PPF - A=BLUR(48,3,0.7) - 0= 0.15 PPF - A=BLUR(48,307) -0=0.15
T T T T T

55

50 \

351
a5k

a0F
30F

error

25F

20

iteration

5.4. Example 5: a larger size image. This image, referred to as EINSTEIN, is a
photograph of Albert Einstein, of size 256 by 256, so that the matrix A is of order 65536.
Each pixel is coded on 256 integer grey levels, and we round again the pixels to integers in
the interval [0 : 255] when we plot the images (residuals and erros are computed with the
floating-point numbers). The blurring matrix is blur(256,5,0.7) and the noise is taken to
o=5.

For PPF, the filter function is ¢['!]. Here, TSVD can no longer be used due to the
large size. Figure 5.14 shows the minimum errors with the method PPF for varying a and
the residuals history for the best value a = 0.8. As in previous examples, the residual and
the error both stagnate after a few iterations. Figure 5.15 shows also the minimum errors
with the method TCG for varying p and the residuals history for the best value p = 0.05.
The minimum error is slightly larger for TCG than for PPF. The better quality of PPF
is confirmed by the images on Figure 5.16, which represents from left to right the EIN-
STEIN image deblurred by TCG, the blurred noisy EINSTEIN image and the EINSTEIN
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error

Fi1Gc. 5.14. Ezample 5 : PPF errors and residuals

PPF(1,1) - A=BLUR(256,50.7) -6 = 5
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Fic. 5.15. Ezample 5 :

TCG - A=BLUR(256,50.7) -0 =5
T

0.1 0.25 0.3

norms.

Y 10° PPF(L1)-a=0.8-A=BLUR(256,50.7) -0=5

25k

10
iteration number

TCG errors and residuals

norms

TCG - p=0.05- A=BLUR(256,50.7) -0 =5

3500

3000

2500

2000
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iteration number

F1a. 5.16. Ezample 5 : Einstein image - deblurred by TCG, blurred noisy, deblurred by PPF

BLURRED AND NOISY IMAGE - A = BLUR(256,50.7) -0 =5
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image deblurred by PPF. Regarding computational costs, these are roughly the same for
both methods since one iteration of TCG requires two matrix-vector products whereas one
iteration of PPF requires only one.

6. Conclusion. We have presented a method for regularizing ill-conditioned systems.
The method consists of computing a polynomial approximation of a given “ideal” filter se-
lected beforehand. The only restriction of the procedure is that this initial filter be piecewise
polynomial.

The cost of one step of the algorithm is similar to that of one conjugate gradient iter-
ation. We have shown that convergence of the iteration is at least of the order of O(%\/E)
While it seems that the approximate solution zj, actually converges in practice the proof of
convergence remains an open problem.

Though the experiments were carried out exclusively for image processing problems, the
method is applicable to other applications where ill-conditioned systems arise. The numerical
tests we have conducted in image recovery, show that the method behaves well, and one can
see from the recovered images that the contours are better captured than with Tychonov
regularization. Performance depends, however, on a careful choice of the parameter a. It
should be possible to adapt well-knonwn techniques such as the L-curve or cross validation
methods [3] for determining an optimal value of a.
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