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Abstract:

Developing or specializing existing process schedulers for new needs is tedious and error-
prone due to the lack of modularity and inherent complexity of scheduling mechanisms. In
this paper, we propose a framework based on a Domain-Specific Language for the implemen-
tation of scheduling policies. This framework permits the installation of basic scheduling
policies, called Virtual Schedulers, and the development of Application-Specific Policies,
which tailor a Virtual Scheduler to application-specific requirements. We illustrate our
approach with concrete examples that show how specialization and reuse of scheduling poli-
cies can be accomplished while retaining OS robustness.
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Bossa: Une infrastructure basé sur les langages dédiés
pour la conception des politiques d’ordonnancement

Résumé :

Développer (ou adapter) un ordonnanceur de processus pour répondre & un besoin par-
ticulier est une tache ardue et sujette aux erreurs. Cela est dd & la complexité intrinséque
des mécanismes d’ordonnancement, et au manque de modularité des ordonnanceurs exis-
tants. Dans cet article, nous proposons une architecture logicielle pour ’implémentation
de politiques d’ordonnancement. Cette architecture logicielle, qui repose sur un langage
dédié a ce domaine, divise le probléme en deux. D’une part, elle permet de choisir une
politique d’ordonnancement de base (nommée ordonnanceur virtuel). D’autre part, elle
permet de concevoir une politique spécifique & ’application, dont le role est de spécialiser
I’ordonnanceur virtuel choisi. Nous illustrons cette approche par des exemples concrets, qui
démontrent qu’il est possible de réutiliser et de spécialiser des politiques d’ordonnancement,
sans pour autant compromettre la robustesse dans le processus de développement des sys-
témes d’exploitation.

Mots-clé : Ordonnancement de processus, Systémes d’exploitation, Langages dédiés
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1 Motivation

Emerging computing models and applications are continuously challenging the operating
system scheduler. Multimedia applications require predictable performance and stringent
timing guarantees [12, 16, 19, 36]. Embedded systems need to minimize power consump-
tion [15, 29, 35]. Network routers demand isolated execution of active network programs [24].
Multiprocessor applications call for processor affinity allocation [33] or performance-driven
allocation [7]. Meeting all these requirements requires specialized scheduling policies, which
traditional scheduling infrastructures are unable to provide. First, most operating systems
rely on a fixed and general-purpose process scheduling infrastructure, which is unable to
satisfy the diverse CPU requirements of all applications [10, 11]. Second, OS schedulers
provide an opaque interface to application developers (e.g., priority values, period). Such
an interface is unable to capture the increasing complexity of application requirements [13].
Finally, an application may alternate between several computing behaviors during its life-
time [23] (e.g., interactive, CPU-bound, I/O bound). This unpredictability makes it difficult
to build a clairvoyant scheduler that is able to identify behavioral changes and to adapt its
operation accordingly. It is thus important that applications provide additional information
so as to enhance the decision heuristics of the scheduler.

To overcome these problems, several research projects have introduced innovative schedu-
ling infrastructures. These approaches provided specific scheduling properties as well as
adaptive scheduling strategies [9, 20, 26]. For example, fair-share schedulers [11, 14| enable
unbiased CPU distribution and cumulative service guarantees [4]. Hierarchical [10] and
proportional-share schedulers [23, 34] enforce load insulation, which allows for firewall protec-
tion among different schedulers. Beyond properties, other proposals such as rate-controlled [36]
and progress-based schedulers [8, 28| provide additional support for adaptation by allowing
applications to regulate their CPU use through the observation of system resources and
performance-driven metrics related to the application execution.

Nevertheless, it is difficult for application developers to isolate and specialize the schedu-
ling policies provided by these infrastructures. First, existing infrastructures lack a clear
separation between basic scheduling policies and application-specific policies. Furthermore,
as some scheduling infrastructures implement sophisticated strategies, they generally trade
extensibility for simplicity of use with regard to application developers.

While it is clear the need for customized scheduling policies, there is a lack of tools that
capture the design singularities of schedulers to ease the development process. We believe
that the task of fulfilling specific application requirements would be eased if a developer
were able to choose from a collection of basic schedulers that could be specialized according
to application-specific needs. The limitations in existing schedulers suggest the need for a
software framework in which a developer can easily write, choose and customize a scheduler
infrastructure.
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4 Luciano Porto Barreto, Gilles Muller

This paper

In this paper we present the design of a framework for the development of adaptable process
scheduling infrastructures. This framework permits the development and installation of
basic scheduling policies, which can be specialized using application-specific policies.

Writing schedulers requires deep OS knowledge and involves development of low-level
OS code (e.g., clocks, timers, process queues), which frequently crosscuts multiple kernel
mechanisms (e.g., process synchronization, file system and device driver operations, system
calls). To effectively implement a scheduler, developers must be aware of those scheduling-
related sites in order to instrument the kernel accordingly. Consequently, developing or
extending scheduling infrastructures with new functionalities is tedious and error-prone.

We base our approach on a Domain-Specific Language (DSL). A DSL is a high-level
language that provides appropriate abstractions, which captures domain expertise and eases
program development. Implementing an OS using a DSL improves OS robustness because
code becomes more readable, maintainable and more amenable to verification of proper-
ties [18].

Our target is to specialize process schedulers for an application with soft-real time
requirements that is able to specify adequate regulation strategies for its CPU require-
ments. We address neither multiprocessor scheduling nor distributed scheduling, although
the framework can be extended for these purposes.

The contributions of this paper are as follows:

e We present the design of a modular framework architecture for the development of
scheduling policies. This framework permits the implementation of basic schedu-
lers, called Virtual Schedulers, and Application-Specific Policies, which tailor a virtual
scheduler to application-specific needs.

e We describe how developers can write application-specific policies to adapt virtual
schedulers using a DSL named Bossa. Bossa provides abstractions to operating systems
internals, easing the development, maintenance and reuse of scheduling policies.

o We illustrate our approach using several realistic examples based on existing schedu-
lers ([28] and [36]) that show how scheduling policies can be safely deployed in our
framework.

This paper is organized as follows. Section 2 describes the execution model of our
framework. Sections 3 and 4 present the framework components and describe concrete
examples of scheduling policies written in Bossa. In Section 5, we describe how we ensure
safe policy execution. Finally, Section 6 concludes the paper with on-going work.

INRIA
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2 Related work

Over the years research on process scheduling has been predominantly concentrated on
engineering new mechanisms to fix the deficiencies of existing scheduler infrastructures on
the behalf of certain applications. Although these works resulted in ingenious scheduling
algorithms, only a few proposals aimed at reducing the implementation effort of schedulers.
In this section we present some approaches that proposed new mechanisms for easing the
construction of process schedulers.

SPIN [3] is an OS that be customized through the installation of dynamic kernel ex-
tensions called Spindles. Spindles are written in an enhanced version of Modula-3. By
applying restrictions to Modula-3 and by performing static and dynamic verifications over
Modula-3 code, SPIN achieves extensibility while guaranteeing that kernel extensions are
safe. Although SPIN provides mechanisms for writing user-level schedulers (i.e., thread
packages) that are executed in kernel space, it is not possible to replace the global kernel
scheduler. The kernel scheduler is by default a round-robin priority-based scheduler. SPIN
provides a programming model for the development of general OS services, whereas our
approach is more fine-grained as Bossa is especially tailored for writing process schedulers.

Candea and Jones designed Vassal [5], which is a loadable scheduler infrastructure for
Windows NT. A Vassal scheduler is as NT driver written in C. The two basic primitives for
writing a scheduler are RegisterScheduler and SetSchedulerEvent. RegisterScheduler
is used to register the scheduler in the kernel and to inform the address of a function that
must be called whenever a new process needs to be chosen. The SetSchedulerEvent pro-
vides a simple timeout mechanism for activating the scheduler at a specific time. Although
these kernel primitives simplify the development of simple schedulers, they are too coarse-
grained and limited to allow the construction of more elaborate scheduling policies. Another
limitation is that Vassal only supports two simultaneous schedulers (in which one of the two
schedulers must be the native NT scheduler). Also, schedulers are assumed to be trusted
extensions, so there is no verification of properties or safety guarantees.

RTLinux [1] is a hard real-time Linux variant that primarily focuses on providing system
timing predictability to applications. In RTLinux, real-time processes are implemented as
loadable kernel modules, which have precedence over Linux processes. From the viewpoint
of the RTLinux kernel Linux is considered as a low-priority process. Consequently, ordinary
Linux processes (e.g., X-windows, shells) are only executed when no real-time process is
requesting the CPU. As real-time processes execute in kernel mode, they have access to kernel
functions and data structures such as the process run queue. By carefully manipulating real-
time priorities and the system run queue, it is possible to develop customized schedulers to
control the execution of a set of processes or all processes in the system. One drawback is
that undetected programming errors in a scheduler module are likely to crash the OS. Using
the C language to develop RTLinux modules aggravates this problem, especially in terms of
memory access errors due to eventual misuse of pointers.

RR n~4191
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Ford and Susarla [10] introduced a hierarchical scheduling framework in which a schedu-
ler process donates its CPU time to other processes. To perform CPU donation, a scheduler
invokes a special primitive called schedule(), which takes as parameters the process to be
run and a condition that specifies when the scheduler (i.e., donating process) should be wo-
ken. The kernel uses IPC messages to communicate with a process scheduler (e.g., process
creation). As in RTLinux and Vassal, writing schedulers requires meticulous programming
since schedulers are written in C.

More recently, Regehr [25] developed an hierarchical loadable scheduler (HLS) architec-
ture, in which it is possible to dynamically load schedulers in the kernel of Windows 2000.
Schedulers are written in C using an specialized API that is intended to ease the development
effort by hiding OS details. Likewise Vassal, loadable schedulers are considered as trusted
entities and assumed to be correctly implemented. There are no verification mechanisms to
help the programmer.

3 Execution model

Our framework architecture relies on two basic components: (i) Virtual Schedulers (VSs)
and (ii) Application-Specific Policies (ASPs). We consider a process to be the minimal
schedulable entity. Every process in the system is associated with a VS. During initialization,
a process registers with a virtual scheduler either by joining an existing VS or by loading a
new VS and joining it afterwards.

A virtual scheduler is a loadable kernel module that controls the execution of a set of
processes. A VS manages processes by selecting a process for execution and determining
its CPU quantum. To submit one of its processes for execution, a VS invokes a dispatch
primitive, which causes a low-level context switching.

To permit the coexistence of multiple and independent schedulers, VSs can be stacked,
forming a tree hierarchy as in [10, 11]. The topmost VS in the hierarchy is called Root VS.
A VS is registered either with the Root VS or with another VS in the hierarchy. A VS
registers with a VS (including the Root VS) in the same way that an ordinary process does.

An application developer specializes a VS by writing an Application-Specific Policy
(ASP). An ASP defines a collection of event handlers that are triggered for a particular
process. To allow an ASP to communicate with a VS, a virtual scheduler provides a set of
functions that we call the VS interface.

Application-specific policies are Bossa programs that are evaluated by a Just-In-Time
(JIT) compiler running in the kernel [30]. When a process registers with a VS, the JIT
compiler translates the ASP specification into machine code. The execution of this ma-
chine code is controlled by the VS. The JIT compiler is also able to perform static and
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dynamic verification on ASP code. Examples of verifications include checking bounds and
type mismatches between the parameters passed by an ASP to a VS.

4 Virtual schedulers

A virtual scheduler (VS) is a kernel module that controls the execution of a collection of
processes. Depending on its characteristics, a VS may implement diverse regulation functions
such as process admission and overallocation control. These functions generally apply to all
processes running under the supervision of a VS. Regulation functions are frequently used
to ensure certain properties. For instance, a VS may ensure that no process deadlines are
missed or that the CPU is fairly distributed among processes. To implement regulation
functions, a VS maintains a local state information about each registered process.

A VS also provides an interface. This interface consists of a list of functions and events
that can be used in the specification of an application-specific policy. An ASP uses interface
functions to exchange data with a VS. These functions provide a local view of the process
state stored by a VS. From the viewpoint of an ASP, the VS interface is the only visible
part of a VS. A VS can export several interfaces. Also, only the ASP of registered processes
have access to a VS interface.

In Figure 1 we describe one interface of a rate-based scheduler such as ARC [36]. The
rate-based interface consists of four functions. These functions set or retrieve two process
attributes maintained by the VS: period and rate. For this VS, period represents a time
interval (in ms) and rate is a value between 0 and 1 that denotes a CPU time request
within each period. These two values are used by the VS to compute the CPU quantum of
a process.

VS rate-base-scheduler {
interface {
int setPeriod (int period);
int getPeriod();
int setRate (float rate);
int getRate();
}
};

Figure 1: A rate-based VS interface
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5 Application-specific policies

An Application-Specific Policy (ASP) is a Bossa program that specializes the behavior of
a VS with respect to specific application needs. One example of VS specialization using
the rate-based interface of Figure 1 is to define an ASP for regulating the process rate by
using the setRate() function. An ASP computes some values and uses the interface to
communicate these values to the VS.

Bossa is based on an event-action model. We adopted an event-action model because
ASP code is typically executed in response to process-related events (e.g., process creation,
blocking, unblocking, CPU quantum expiration). An ASP is organized into two parts: (i)
a list of global variable declarations and (ii) a collection of event handlers. Event handlers
are executed either periodically or in response to specific OS events. It is also possible to
define ASP functions that can be used in the event handlers.

Bossa provides a language syntax a la C and it relies on two abstractions (i) events and
(ii) application-specific policy variables. These abstractions are presented below.

5.1 Events

Bossa provides two classes of events for writing ASPs. These events are temporal events and
system events. Note that the order in which event handlers are defined in the ASP do not
impose the order in which they are evaluated.

Temporal events. A temporal event is used to group actions that need to be periodically
executed for a process. It is typically used is to compute application-specific metrics that
are periodically passed to a VS. As an example, a temporal event can be used by a process
to perform a periodic regulation of its CPU requirements. We illustrate the latter approach
by presenting one of the adaptive CPU allocation strategies proposed by Yau and Lam [36]
for tuning the execution of a video player application (Figure 2). We assume that the video
player process is bound to the rate-based VS defined in Figure 1.

The specialized policy, described in Figure 2, declares four global variables (myRate,
monInterval, cpuTimeInt and laxTolerance), a temporal event handler and a function
(computeLaxity). The temporal event handler code is executed at every two seconds. This
handler computes a laxity value, which denotes the amount of unused CPU time of a
process during the monitoring interval. The application-specific strategy is to decrease the
process rate whenever the laxity value is greater than an upper bound, which is defined by
laxTolerance. Note that to update myRate, we use getRate() to refetch the most recent
rate value, because the VS may have changed this value. Next, the updated myRate value
is passed to the VS by calling setRate(). By analyzing the ASP code, the Bossa compiler

INRIA
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statically verifies the type of myRate against the argument type defined by the setRate()
function.

float myRate;
time monInterval 2s;
int cpuTimelInt = O;
int laxTolerance = 10; // in ¥%
every monInterval {
int laxity;
cpuTimeInt = O;
laxity = computeLaxity();
if (laxity > laxTolerance) {
myRate = getRate();
myRate = myRate - 0.1;
setRate (myRate);

}
}
int computelaxity() {

int lax;

myRate = getRate();

lax = 100%(1-cpuTimeInt/myRate*monInterval) ;

return lax;

}

Figure 2: Application-specific policy for the ARC scheduler

System events. A system event define actions to be executed when a specific OS event
related to the process occurs. Examples of system events include I/O completion, semaphore
unblocking and timer expiration. System events are particularly useful for inserting application-
specific code that computes process metrics in response to OS events. One example is the
computation of the laxity value described in Figure 2. Computing laxity for a given process
requires maintaining a cumulative value of used CPU time (cpuTimeInt) during the moni-
toring interval. To obtain this value, we need to record the CPU time used by the process
each time the process in question is preempted. We implement this adjustment by defining
the system event handler of Figure 3. This event handler specification updates the value of
cpuTimelInt each time a preemption event occurs. We assume here that Preemption is an
event exported by the VS interface. The variable usedCpuTime is a system variable (defined
in Section 5.2) that provides the cumulative CPU time of the last executed process.
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On Preemption () {
cpuTimeInt = cpuTimeInt + usedCpuTime;

};
Figure 3: Updating cpuTimeInt on process preemption

5.2 Application-specific policy variables

An application-specific policy can declare both global variables and variables local to each
event handler. Besides those variables, Bossa provides two other classes of variables that can
be used within an event handler. These variables are system variables and process variables.

System variables. System variables are read-only variables that provide information
about certain OS data such as CPU tick counters, current time. One example is usedCpuTime,
which was used in Figure 3.

Process variables. Process variables are read-only variables related to data residing in
the address space of a given process. We can consider process variables as ASP aliases to
variables used by the application process during its execution. A process variable typically
serves as an indicator that represents a meaningful notion of application progress [8]. Process
variables that are statically allocated are made visible to an ASP via stub functions. For the
moment, we do not support functions to collect values of dynamically allocated variables.

To illustrate the use of process variables, we present an ASP proposed for controlling
the CPU requirements of a video player application. This ASP was designed to be used with
the OGI progress-based scheduler by Steere et al [28]. In our model, the OGI VS interface
consists of two functions: setPeriod(int period) and setProportion(int proportion).
The proportion parameter denotes a fraction of the period, which is similar to the rate
value defined for the VS interface in Figure 1, although it has a different range specification
(in parts per thousand).

The ASP strategy is to define the progress of the video player in terms of the input and
output levels of its shared memory queues. This progress metric, called queue pressure, is
calculated by the function computeQueuePressure(), shown in Figure 4. This function is
periodically invoked by a temporal event handler (omitted here). This event handler uses
queue pressure values to compute a new process proportion. This updated proportion value
is then passed to the VS by the setProportion() function.

To access shared memory queue objects in the computeQueuePressure() function, we
first specify a data type called smqueue. This data type corresponds to the type of shared
memory queues as defined in the application process. With this type information, the
Bossa compiler is able to generate stub functions for collecting this data in the application
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float function computeQueuePressure {
float gpressure = 0; int delta = 0;
foreach smqueue q do
q = getSmqueue();
delta = f(q.level, q.size);
if (q.role == ’PRODUCER’)
gpressure = gpressure - delta;
else
gpressure = gpressure + delta;

}

return gpressure;

};
Figure 4: Queue pressure computation

process. As in the application, the smqueue type contains the level, size and role (producer
or consumer) of a queue. Queue information is collected by the getSmqueue () function. In
the computeQueuePressure function, queue pressure values are updated within a bounded
foreach loop. This loop traverses all process objects of type smqueue.

For efficiency reasons, during the execution of an ASP it is not possible to collect process
variables when the involved process is not mapped in memory. Our approach is to save a
copy of the process variable in kernel space each time the process is preempted. Therefore,
at a given instant, a process variable contains the value of the process variable at the last
context switch time for the involved process.

6 Robustness

DSLs have been successful in improving safety in the development of device drivers [17, 32],
memory coherence protocols [6], packet filters [2] and active network applications [31]. As
we plan to execute VSs and ASPs in the kernel, we need to guarantee that such inserted
code does not jeopardize OS integrity.

We ensure policy robustness either by construction or by verification. The first approach
consists of restricting the language such that DSL programs are safe. The second approach
analyses policy code to verify properties. In our framework, we guarantee that Bossa code
does not perform harmful modification to the system data structures and code. We achieve
this by suppressing pointers in the language and by enforcing a read-only semantics of process
and system variables. Also, the DSL compiler performs verification on ASP code, such as
checking bounds and data type mismatches of parameters passed to a VS interface function.
Moreover, ASPs are not allowed to have unbounded loops and recursive functions. This
constraint ensures that event handlers terminate. Excessive overheads eventually caused by
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heavyweight ASPs can be prevented in several ways: by establishing a fixed quota for event
handling evaluation, by defining a minimum interval for temporal events, or by penalizing
each process for the execution of its own event handlers.

7 Implementation

Two fundamental goals we have defined for Bossa is to achieve both flexibility and good
performance. Flexibility is needed to allow VSs and ASPs to be dynamically loaded and
executed in the kernel. This requirement makes it unsuitable to use an static compilation
model. Otherwise, employing a conventional interpretation scheme is neither appropriate
as it would introduce severe performance penalties. It is important to have in mind that
scheduling code in modern OSes is likely to be executed hundreds of times per second, so an
inefficient scheduler implementation can easily degrade overall systems performance. Our
solution to provide flexibility while retaining performance is to implement a JIT compiler
that runs in the kernel. The JIT compiler translates ASP code into machine code, which
is then executed in the kernel. This approach was particularly inspired by our previous
experience with PLAN-P [31], which is a DSL for the development of active network policies.
Likewise PLAN-P, we believe that an in-kernel JIT compiler is also appropriate to provide
a flexible and efficient implementation for Bossa.

8 Conclusions and on-going work

We have presented the design of a framework for the development of application-specific
scheduling infrastructures. We are currently implementing Bossa in Linux. Our next work
is to extend the Bossa for writing virtual schedulers and to investigate appropriate abstrac-
tions and properties for the composition of scheduling hierarchies. We plan to assess our
framework by conducting experiments on scheduling infrastructures using real workloads.
We will evaluate Bossa by analyzing the behavior of soft real-time applications, such as
video players.
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