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Abstract: This work aims at detecting buildings in digital aerial photographs.
Here we model a set of buildings by a configuration of objects. We define a point
process on the set of configurations, which splits into two parts :

e the first one is a prior model on the configurations which use interactions
between objects,

e the second one is a data model which enforces the coherence with the image.

Thus we have a posterior distribution whose maximum has to be found. In order to
achieve this maximum, we use a MCMC simulation - a Metropolis-Hastings-Green
algorithm - mixed with a simulated annealing. Then we test this method on both
synthetic and real stereo-images.
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Détection de batiments par un processus de Markov
objet et un algorithme de type MCMC

Résumé : Le but de ce travail est de détecter les batiments & partir de photo-
graphies aeriennes numériques. Nous modélisons un ensemble de batiments par une
configuration d’objets. Nous définissons un processus ponctuel sur ’ensemble des
configurations qui se décompose en deux parties :

e la premiére est un modeéle a priori sur les configurations qui considére des
interactions entre les objets,

e la seconde est un modeéle d’attache aux données qui induit la cohérence du
résultat avec 'image traitée.

Nous avons ainsi une distribution a posteriori dont nous recherchons la configuration
maximale. Pour obtenir ce maximum, nous utilisons une simulation de type MCMC
- un algorithme de Metropolis-Hasting-Green- couplée avec un schéma de recuit
simulé. Nous testons la méthode décrite a la fois sur des données synthétiques et des
images stéréoscopiques réelles.

Mots-clés : Processus ponctuels, RIMCMC, stéréovision, extraction de batiments
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1 Introduction

Automated techniques for building reconstruction play a leading role in a wide range
of domains such as telecommunication or urban planning, which demand both precise
and up to date 3D cartographic information about buildings. A classical approach
of this kind of problems can be found in [18], for example.

In this work we use probabilistic methods. Probabilistic techniques in image
segmentation generally adopt a pixel approach. Yet the increasing resolution of the
observed images leads us to take into account the geometrical information contained
in images. Thus, instead of dealing with pixels, we define geometrical objects related
to the image (see section 3). This is what stochastic geometry is about [1]. In order
to use this concept of “object”, we will need some notions about point processes
(see section 4). Then we build Markov processes on the geometrical objects [11],
in the same way that one builds Markov random fields on pixels. Hence we are
able to design interactions between objects at a larger range than by a classical
pixel approach. While a standard building reconstruction deals with each building
separately, the proposed approach benefits from the prior knowledge we have about
the relations between buildings (e.g. alignments). That is why we use those Markov
object processes for building detection in dense urban areas. By doing so, we expect
the information lost due to occlusion or shading to be replaced by the prior knowledge
about the relations between buildings.

Then a problem arises which is the simulation of such processes. As some progress
has recently been made in this field, we have decided to simulate our process with a
Monte Carlo Markov Chain method (Reversible Jump MCMC [5]).

2 Overview

We call a “configuration” a set of objects x = {uy, - - u,} of variable size (this will be
defined more accurately in section 4). In the present case, those objects are buildings.

Then we define a distribution 7 on the configuration set, which satisfies some
given criteria related to the prior model (see section 5) and to the data model (see
section 6).

RR n°® 4206
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roof angle™\ -~

3 +(X,Y,2)

width

Figure 1: Building model

3 Geometrical Object Model

As we said formerly an object stands for a building. First we have to design the
geometrical model of an object in order to be able to define the configuration model.
Thus we represent a building by its roof (see Fig. 1).

The object parameters are :

e the 3D coordinates of the center of the roof (X,Y, 2)
e the width and length of the building (I, L)

e the angle defined by the two sides of the roof «

e the orientation of the building 0

Remark : the parameters define a 3D model so that we can use stereoscopy.

4 Point Process

We present briefly the notion of point process. Indeed, this kind of process is ada-
pated to the concept of configuration introduced in section 2, because it allows us
to define a measure on a set of n-tuples, i.e. the configuration set, more precisely
defined now. However one can read [2] for further details.

INRIA
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4.1 Definition of a point process

Let U be a bounded Borel set of R?, B the Borel algebra of U and A the Lebesgue
measure on R%.

Remark : from our point of view, U s the set in which the object parameters take
their values.

Then we define a measured space (€2, F, 1) by the following way :

[ee)

Q=% Qu={{z1, -2} CU} (1)

n=0

Q is the configuration space. We denote F the o-algebra associated to 2 and for
FeF:

U(F) = 0 (11((2) er+Y % / y -/]l({xl, o an} € F)A(dz1)- --)\(dxn))
e ©

We call “point process” a measurable application from a probabilist set to (Q, F, u).
Now we are allowed to deal with the density of a “point process” with respect to the
measure .

So the distribution 7 of section 2 can be written as : n(dz) = h(x)p(dz). The
density h splits into two parts h(x) = f(x)g(x), where f stands for the prior model
and ¢ stands for the data model.

4.2 An example of point process : Markov process

Let ~ be a symmetric relation on U. Then we define the neighbourhood of A C U
by the following way :

VA)={ueUlu~v,ve A u¢ A} (3)

A set x = {x1,--- ,zn} is called a clique if all the points of x are neighbours.
Remark : we also give the definition of the subset of the neighbours of a set
AcU:
V(A)={ue€ Alu~v,ve A} (4)

We say that f : Q — [0,400) is a Markov function with respect to the relation
~ if for u € Q :

e f(z)>0= f(y) >0,Vy Cx

RR n°® 4206
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o if f(z) > 0 and u € U then : p(z,u) = fgf?:;‘) only depends on = and on

V(u)Nz. p(z,u) is the so called Papangelou conditional intensity.

A Markov point process is a point process whose density is a Markov function.

A function g : Q — [0,400) is called “interaction function” if g(x) # 1 implies
that x is a clique. Then we have the following equivalence : f is a Markov function
if and only if there exists an interaction function ¢ such that, for z € € :

f@) =T 9 (5)
yCx

This result is similar to the Hammersley-Clifford theorem for the Markov random
fields. In fact, as for Markov random fields, we can define clique potentials and
express the density f through these potentials :

fl@)ocexp | = > Ule) (6)

ceC(x)

where C(z) represents the set of all the cliques in x.
If we call C,(z) the set of the cliques with 7 elements, then we can also write f
as follows :

f@)seap (=3 3 Unle) 7)

T ceCr(x)
where U, is a potential defined on the cliques of r elements.

5 Prior Model

We choose the density of the prior model as follows :
f(@) o " a(x) (8)
e n(x) is the number of objects in the configuration x,
e the parameter [ controls the intensity of the point process,
e the function « models the interactions between the objects of the configuration.

We only use pairwise interaction (see further).

a@)= [[ eluv) (9)

{u,v}C=

unrv

INRIA
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Figure 2: Relation ~

5.1 Relations

We define two types of relations :

1. Relation ~ : We say that two objects are in relation ~ when the frames around
them intersect (see Fig. 2).

2. Relation ~ : If we call C1, Cy the centers of two buildings, L1, Ly their respec-
tive lengths, ¢ and 1 defined as in the Fig. 3. We say that the two buildings
are neighbours with respect to the relation ~ if :

0< d(Cl,CQ) — (Ll +L2)/2 < dmaz

10
6] < Abmass ] < Abpnas (10)

This relation is designed for buildings neighbouring along their width so we
define a similar relation for buildings neighbouring along their length.

5.2 Interactions

There are five kinds of pairwise interaction :

e for the relation ~ :

RR n°® 4206
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d(C1,C2)

Figure 3: Relation ~

— a term favours identical orientations (see Fig. 4).

— a term penalizes intersections.
e for the relation ~ :

— a term favours the closeness of the buildings centers (see Fig. 5).
— a term favours equal sizes of two buildings facing edges.
— a term favours equal rooves angles.

— a term favours equal rooves heights.

A potential is associated to each kind of interaction (see Fig. 6). The parameter
may be the orientation difference, the intersection area, the distance between centers,
the difference between lengths, widths or rooves angles.

The function ¢ is designed as follows :

¢(u,v) o< exp(=Up(u,v)) (11)

where u,v € U ans U, is the sum of the energy terms related to the six different
kinds of interaction.

6 Data model

6.1 Computation of the data model terms

We suppose that we know all the viewpoint parameters i.e. :

INRIA
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C1

Figure 5: Bringing the centers closer
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Figure 6: Potential

e the intrinsinc parameters :

— the focal distance
— the pixel size
e the extrinsinc parameters :

— the camera position

— the camera orientation

Thus we can project the configuration onto the image referential (see Fig. 7) and
compute the data fitting term.
We use the following data model :

g(z) =[] ¥(w) (12)

ucr

It means that the data model is computed separately for each object. We use three
kinds of data fitting terms :

e the first one favours low variance on each roof side.

INRIA
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Figure 7: Projecting a roof onto the image
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e the second one favours high gradient on the roof edges.
e the third one favours high contrast between the two roof sides.

We formulate again the data fitting term with an energy expression :

P(u) o exp(—Ua(u)) (13)

where 4 € U and U, is the sum of the three energy terms defined above.

6.2 Multiview

If we have several images, then the configuration can be projected into each image
and the data fitting term can be computed for each image. By the way, this is
essential if we want to build 3D objects : only stereoscopy can theoretically ensures
the uniqueness of each 3D object. The object must correspond to a minimum of
the data potential for each image. So this approach is different from the classical
correlation-based stereoscopy. The greater the number of images, the more reliable
and accurate the result.

7 Choosing the potentials
7.1 Potential types
We distinguish three types of potential (see Fig. 8) :
e Attractive potential : U < 0
e Repulsive potential : U > 0
e Mixed potential
For each kind of interaction or data fitting term, we choose a potential type :
e An attractive potential to bring closer the building centers
e A repulsive potential to penalize the buildings intersections
e A Mixed potential for the other kinds of interaction :

— Orientation difference
— Width or length difference

INRIA
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Figure 8: Potential types

— Roof angle difference
e A Mixed potential for the data fitting terms :

— Variance
— Gradient

— Contrast

The slopes chosen for the potentials play a great role (see Fig. 9) : the steeper
the slope is, the more the associated potential has a “threshold” behaviour. On the
contrary, a less steep slope allows a more flexible behaviour.

During the simulation, steep slopes guarantee accuracy but not exhaustivity
whereas soft slopes guarantee a better exhaustivity but not accuracy. In both cases,
the solution to overcome the problem of exhaustivity or accuracy is to increase the

simulation time.

7.2 Energy parameters

We normalize all potentials between —1 and 0, 0 and 1 or —1 and 1 whether the
potential is attractive, repulsive or mixed. Then we can express the total energy of

RR n° 4206
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/T\ Potential
I
I
I
I
I

Parameter

Figure 9: Potential slope

the configuration as U(x) = Y_ v;U;(x) where the U; are the normalized potentials.
The parameters ; are chosen according to the relative importance we wish to grant
to each type of interaction or data fitting term.

8 Simulation

8.1 Building a Markov chain : Reversible Jump Monte Carlo Markov
Chains

The simulation consists in building a Markov chain which converges to the distrib-
ution 7. So we have to define a transition kernel P which is aperiodic, irreductible
and w-invariant. In fact, we replace the invariance condition by a reversibility con-
dition which is stronger and easier to verify. The reversibility condition means that
J4m(dx)P(z, B) must be symmetric with respect to A and B. Indeed, by replacing
B by €2, we obtain the invariance condition.

Let Q(z,dy) be a transition kernel. We define another kernel P which is defined
as follows : we choose a new state y from the current state x and the transition
kernel @ and we accept this proposal with a probability r(x,y) or we stay at the

INRIA
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state x otherwise. So we can write :
P(z, B) = /B Q(z, dy)r(z,y) + s(z)L(x € B) (14)
(@)= [ Qavdn)(1 = r(a.y) (15)

Consequently, the reversibility condition can be written for all Borel sets A, B € ) :

/A (dz) /B Qz, dy)r(z, y) + /A  ldr)s(x)

(16)
:/Igw(dy)AQ(y,dx)r(y,x)+/BnA m(dy)s(y)

In order to verify the reversibility condition, it is sufficient to verify that for all
A, B :

[ 7o) [ Q.dyyrian) = [ =) [ Qu.doir(.a) (17)

If we suppose that m(dz)Q(x,dy) has a density with respect to a symmetric
measure ¢ on ) X 2, we can write :

[ #tao) [ @@y = [ [ canans@onay 09
[ 7t [ @dora) = [ [ ey infaree 09

Hence the reversibility condition is satisfied as soon as :

f@,y)r(e,y) = f(y, 2)r(y, =) (20)
We want to maximize the acceptation ratio r(z,y) so we take :
: f (y,w)>
r(z,y) =min |1, 21
(0) ( f(@,y) 1)

Suppose we have defined several kernels P,, by the same way, that is we have
chosen kernels @), and acceptance ratio r,, so that each kernel P,, verifies the re-
versibility condition. Obviously, P = Y pmPm (3.,,Pm = 1) also verifies this
condition.

Now we define the following algorithm :

RR n° 4206
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Choose a kernel @, according to the probabilities py,.

Choose a new configuration y from @,,(x,.) where z is the current configura-
tion.

_ fm(y,®)
- fm(xay)‘

Calculate the ratio 7, (z,v)

Accept the new configuration y with probability min(1,r,(x,y)), otherwise
stay at the current configuration x.

Thus the Markov chain defined by this algorithm converges to the distribution 7
(provided it is also aperiodic and irreductible — which is the case in practice).

8.2 Moves

Now we define what those kernels concretely represent. Indeed the kernels are as-
sociated to “moves” which will be listed further. In practice, the proposition of the
kernel is made as follows :

e First uniformly choose a parameter ¢ in a given set & € R*

e From the current configuration x and the parameter o, propose a new config-
uration y.

From now on, we call ¥ the auxiliary probabilistic parameter set.
Here is the list of the moves :

1. Birth and death
The birth consists in adding to the current configuration an object uniformly
chosen in U and the death consists in removing an uniformly chosen object
from the current configuration.
2. Translation
We uniformly choose a building in the current configuration and a direction
among the three ones :
e direction of the building’s length
e direction of the buliding’s width

e direction of the vertical axis

INRIA
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i

Figure 10: Translation

Then we move the roof center of the chosen building in the chosen direc-
tion of a certain distance uniformly chosen respectively on [—8L4z; +0 Limaz]s
[_6lmam; +5lmaz] or [_6zmaz; +(5zmam]-

3. Rotation

We uniformly choose a building in the current configuration and an angle in
[—80maz, +00maz|. Then we rotate the chosen building with the chosen angle.

Figure 11: Rotation

4. Dilation

We uniformly choose a building in the current configuration then we choose
one of its four edges and we move it with a distance chosen again in a given
interval.

RR n° 4206
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5. Birth and death of neighbouring buildings

This kind of move is designed to fit the prior model. Indeed, as the neighbouring
buildings are common in urban areas and as they are favoured by the prior
model, it is useful to propose this kind of move since there is a good chance
that it is accepted. One can refer to [15] to see other examples of prior model
fitting moves for road detection.

The birth consists in uniformly choosing a building in the configuration and to
add a building in its neighbourhood by the following way :
e Choose a length L € [Lyin; Linag)-
Choose a distance d € [0; dpqz]-
Choose two angles ¢ and ¥ in [—60maz; +00maz]-
Choose 61 € [~6lmaz; +6lmaz)-

Choose a € [@min; @maz)-

e Eventually, choose Z € [Zmin; Zmax).

We define the new building as shown in Fig. 12:

L2=1 lo =11 + 6l
=« =01+ ¢+
L L
d(cl,CQ):%er Z,=2

One can notice that the neighbouring building parameters verify the equa-
tions (10) which define the relation ~.

Thereafter we call 5 the application which associates a neighbouring building to
another one and some auxiliary probabilistic parameters ¢ = (L, d, ¢, %, 61, o, Z).
n :Ux¥X¥—-U

(u,0) = v (22)

The death consists in removing a building uniformly chosen in the set of the
neighbouring buildings of the current configuration.

Remark : in fact there are four types of neighbouring birth/death, one per
building edge.

INRIA
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Figure 13: Roof angle modification

6. Roof angle modification

We add to the roof angle a value chosen in [—damaz; +d@maz]-

7. Swapping length and width

This move is useful when a building has been detected but has a wrong orien-
tation. The variance term favours the best of the two possibilities.

8. Offset of a half roof

A half roof of a building may correspond to the wrong half roof in the image.
For instance, it is the case when a building is along a street. Indeed, one of the
half roof corresponds to a real half roof in the image whereas the other one is

RR n°® 4206
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Figure 14: Swapping length and width

placed upon the street (the variance is small although there are no edges). An
offset of a half roof places the building in the right position.

Figure 15: Offset of a half roof

General remark on the types of moves

There is a big difference between the birth/death moves on one hand and the
modification of an object on the other hand. The first type of moves allows us
to coarsely place some buildings whereas the second one refines the position and
the shape of the coarsely placed objects. Indeed, in practice the second type of
moves only propose small displacements or modifications of the objects. This kind
of moves is essential because a pure death/birth process is irrealistic : the probability
to propose the birth of a well placed and shaped object is extremely low.

INRIA
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8.3 Computation of the acceptance ratios
8.3.1 Other moves than birth and death
One can formalize these moves by the following way :

(:Ux¥—-U

(u,0) = v (23)

where ¥ is a bounded subset of R¥. We note v the Lebesgue measure on R¥.
Remark : the set X can be empty as in the case of the offset or inversion move.
The kernel @ corresponding to those moves is written as :

Qe A) =Y - /{ V(do) (24)

uer TL(.T) c€X|z\uU{(u,0)€A} V(Z)

For Borel sets A, B € (2, let us define:

faxm=[ ¥

ucEx

/ w(de)v(do) (25)
{oeX)|z\uU((u,0)EB}

But, in practice, ( is designed so that v = ((u,0) < u = {(v, —0) and £ is symmetric.
Then forz € Q, 0 e X, uezxand y=z\uwU((u,0) :

n(dr)Q(z,dy) = h(z)u(dr)Q(x,dy) (26)

{(dr,dy) = p(dz)n(z)Q(x,dy)r(X) (27)
m(dx)Q(x,dy) 1 h(x)

f@) Edndy) (@) v(D) (28)

8.3.2 Simple birth and death

In this case, the size of the configuration varies. We have to use the “dimension
matching” principle introduced by Green in [5]. The kernel @ proposes to add an
object uniformly chosen in U with probability P, and to remove an element with
probability Py (P, + Py = 1). Thus we can write Q@ = P,Qp + PyQq with :

B A(du)
Qb(x’A) B /uEU|:rUu€A )‘(U) (29)

Qa(z,A) = Zl(m\ueA)ﬁ (30)

uer

RR n°® 4206



24 Laurent Garcin , Xavier Descombes , Josiane Zerubia , Hervé Le Men

We define the symmetric measure £ for Borel sets A, B € () :

£(Ax B) = //{UEWUUEB} (du)p(dz) + /Zn \ v € B)u(dz) (31)

uex

Let A, =ANQ, and B, 1 =B NQ,_ 1 then :

e MU)
€(A, x By_y) = / S 1(x € Az \ u € By1)X"(da) (32)
™ uelU
MU
- /Q nL({@1, - 2n} € A {21, T 1} € B )N (de)
' (33)
= 7ni([i) / / (y € Bp_1,yUu € AN\ (dy)\(du) (34)
=&(Bp-1 X Ay) (35)
That proves that & is symmetric.
Ify=2Uu (ze€Q,uel)then:
A(d0)Qledy) = Wahn(da) Py ) (36)
{(dw,dy) = p(dz)A(du) (37)
_ 7(dz)Q(z,dy) _ ., M)
flay) = DM _p ) (38)
And we also have :
H()Qunde) = huldy)Pos (39)
§(dy,dx) = p(dy) (40)
_ m(dy)Qy,dz) _ , h(y)
T2 = Ty~ ) 4
So the acceptance ratio of a birth defined by Eq. 21 is :
i (1 Pahy) N©)
e =min (123 2

And for a death (move from y to x), it is the contrary.

INRIA
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8.3.3 Birth and death of neighbouring buildings

The kernel @ proposes to add a neighbouring building with probability P, and to
remove one of the buildings having a neighbour in the current configuration with
probability P;. We have again QQ = P,Qp + P;Qq with :

Qulz, 4) = Z% /{ Mdo) (13)

= ceslrUn(u0)ea) ME)

Qa(z,A) = ) Uz\u€A) (44)

u€V(x)
Let A, B be two Borel sets in 2 :

€(AxB) = / /{ueU|uen(zE)zUueB} (du)p(dz)+ / S 1(x\u € B)u(dz) (45)

u€Y(x)

1
nv(x)

We define A,, and B,,_1 as we did previously so that :

o AU)
€(An X By_y) = / 1(z € An,z\ u € By_1)A"(dz) (46)
™ ueY(x)
e—MU)
_ / S 15 € Ay w\ u € By, u € V(@)\"(dx) (47)
2 ucx
AU
= ‘ nl /an]l({xla 7wn}€An7{x1a"' 7xn—1}€BTL—1) (48)
L(zn € V{21, -, 2n-1}))A"(d2)
e~ MU)
:ﬁ/ / (y € Byt,u € V(y),y Un € AN (dy)A(du)
=¢(Bp_1 X Ap) (50)
Again the measure £ is symmetric.
Let € Quex,c €, v=0¢(u,0)and y =z Uwv.
~(dr) Q. dy) = h(x)n(dx)Pbm& 61)
{(de,dy) = p(dz)A(dv) (52)
m(dz)Q(z,dy) h(z)
f('ra y) £(d$, dy) - Pb)\(Z) % (53)
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Remark : it is important to notice that n(u,.) : ¥ — U is a bijection so we can
write the equalities involving the jacobian term. Especially, the auziliary parameters
set 3 and the geometric parameters set have the same dimension. That is why we

can speak of “dimension matching”.
Similarly, we have :

m(dy)Q(y,dz) = h(y)u(dy)Pm

nv(y)
{(dy,dx) = p(dy)
_ 7w(dy)Q(y,dx)  _ h(y)
fo) = Sy dny ~ T

Hence the acceptation rate defined by Eq. 21 of a neighbouring birth is :

P h(y) A(E)n(x)

r(z,y) = min (1, — =

n
P, h(z) nv(z) +1 |dc

do

)

And for a death (move from y to x), it is the contrary.
Effective computation of the jacobian

Li+L
X2:X1+( Lt +d>cos(91—|—¢) Ly=1L
Y2:Y1+(L1+L+d)sin(91+¢) Iy =1 + 6l
Zy=7 =« by =01 +¢+
% cos(61 + ¢) T sin(61 + ¢) 010
cos(6 + @) sin(6; + @) 0 00
o — (B 4 d) sin(6h + ¢) (252 +d)cos(1+¢) 0 0 0
= 0 0 0 0 0
90 0 0 00 1
0 0 0 00
0 0 1 00
_ cos(6 + @) sin(01 + )
— | - (B d)sin( + ) (B5E 4 d) cos(01 + ¢)

_ Li+L
N 2

+ d) = d(C(u),C(v))

where C'(u) and C(v) are the 2D centers of the objects v and v.

O O O == OO

SR OO O OO
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Figure 16: Two configurations obtained with 8 = 0.0001 (left handside) and 5 = 0.01
(right handside)

8.4 Important remark about the computation of the acceptance
ratio

It is essential to notice that the computation of the normalisation constant of the
density A is not necessary to achieve the computation of the acceptance ratio. Indeed,
we can verify the expression of the acceptance ratio only involves ratios such as %

Moreover, according to (9), the acceptance ratio only depends on the added,

removed or modified object and on the objects in relation with it and not on the

whole configuration. Thus the computation of the ratio % is simple and quite fast.

9 Results

9.1 Simulation of the prior model

First we only simulate the prior model without the data model (see Fig. 16).

RR n°® 4206



28 Laurent Garcin , Xavier Descombes , Josiane Zerubia , Hervé Le Men

Left : synthetic image Right : result of the detection

Figure 17: Detecting building in synthetic images

9.2 Data fitting term
9.2.1 Synthetic images

Then, we work on synthetic data (see Fig. 17). This image has been obtained by
a simulation of the prior model. We add a Gaussian noise to the rooves and the
ground is represented by a uniform noise on the gray levels.

9.2.2 Real images

The aerial photos were provided by the “Institut Géographique National” (French
Mapping Institute) and were obtained by a digital camera at a resolution of 0.2m.
The viewpoint parameters are given with each image. The result of Figure 18 has
been obtained with a stereoscopic couple (i.e. only two images).

10 Prospects

10.1 Prior model

Obviously the geometrical model does not fit any kind of building and it must be
refined . For instance, one could define several types of buildings with different
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Figure 18: Real images : obtained configuration projected on the left and the right
images

geometrical models and add a move which would allow to switch between the different
models (an example of this kind is shown in [14]).

Furthermore, the prior model involves only pairwise interaction but one could also
use singlewise potential to favour given shapes or, on the contrary, bigger cliques to
manage long alignments.

10.2 Data model

There remain a lot of things to do. For instance :
e one can take the occlusions into account,

e one can use a light model.

10.3 Simulation

The proposed algorithm is rather slow. Therefore it is necessary to find some ways
to accelerate the convergence.

The first idea could be to propose more relevant moves. Indeed, one could guide
the propositions thanks to the image. For instance, it is more efficient to pro-
pose buildings which are already located on edges. As we have proposed moves

RR n°® 4206



30 Laurent Garcin , Xavier Descombes , Josiane Zerubia , Hervé Le Men

of birth/death in a neighbourhood of a building to fit the prior model, we should
also propose moves which fit the data.

We could also use the simulation to estimate some parameters. Indeed, in this
work, all the parameters (especially those defining the potentials) were found by
trial and error. The estimation could allow us to find the optimal values of the
parameters more efficiently. One can refer to [4],[19] for more information on the
subject of parameter estimation.

Another possible improvement could be the use of more sophisticated techniques
such as the one presented in [20], [21], where the rejection of the propositions can be
delayed.
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