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Un algorithme dual efficace pour résoudre
les problémes de moindres carrés coniques

Résumé : Nous proposons une méthode générale pour résoudre le probléme que nous appellons
‘de moindres carrés conique’: calculer la projection, dans un espace euclidien, sur I'intersection
d’un cone convexe fermé et d’hyperplans affines. Nous nous intéressons de maniére toute par-
ticuliére au cas du cone des matrices symétriques semi-définies positives, dont les applications
sont nombreuses en finance.

Tout d’abord, nous étudions de maniére originale les propriétés de différentiabilité de la fonc-
tion distance & un cone convexe fermé. Nous proposons ensuite une dualisation lagrangienne
partielle du probléme des moindres carrés conique, qui aboutit a un probléme dual convexe et
différentiable. Nous illustrons la méthode par quelques résultats numeériques.

Mots-clés : Optimisation convexe, optimisation des valeurs propres, régularisation de Moreau-
Yosida, projection sur un convexe fermé, décomposition de Moreau, dualité lagrangienne, opti-
misation semi-définie positive.
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1 Introduction, motivation

1.1 To find the best conic approximation

In this paper we study the projection onto convex subsets of a cone in a Euclidean space in
general, and provide a particular treatment for the cone of positive semidefinite matrices. We
call conic least-squares the class of problems consisting in computing the projection onto the
convex set defined by the intersection of the considered cone and affine hyperplanes. When
considering the particular semidefinite case, we speak of semidefinite least-square.

Problems of these classes, notably semidefinite least-squares, arise in many different fields of
numerical and applied mathematics. For instance, a “good” approximation covariance matrix
between n assets, which plays a key role in portfolio risk analysis, could be obtained from a
first estimate by solving a semidefinite least-square (this is developed in Subsection 6.4).

The aim of this paper is twofold:

1. to analyse, in an original way, properties of distance functions to a closed convex cone,
and notably to give explicit formulae for the semidefinite case;

2. to propose an efficient dual algorithm to solve conic least-square problems based on a
partial Lagrangian dualization, using these properties.

The paper is organized as follows. After presenting notation and illustrations of the general
conic least-square problem, we focus, in Section 2, on the case where there are no affine con-
straints. We recover known properties of distance functions to a cone with convex analysis tools.
Section 3 is devoted to a similar study of the semidefinite least-square problem, using results on
spectral functions. In Section 4, we show that a partial Lagrangian dualization of constraints
yields a dual problem which is convex and differentiable. An efficient algorithm (which we
call the conic dual algorithm) is proposed in Section 5 to tackle the general conic least-square
problem. Computational results, comparison with existing techniques and applications of the
semidefinite version of this algorithm are presented in Section 6.

1.2 Basic notation and terminology

Our notation is classical. It closely follows that of [LO99] and [HUL93]. For more clarity, let
us recall some of them which we will constantly use.

The general framework of this paper is a FEuclidean space, say RP, equipped with a scalar
product (-,-),. We will denote by || - ||, the associated norm. When no confusion is possible,
we often drop the dependence on the dimension p. Let us recall some well-known results (see
among others [HUL93, Chap. III]). The projection onto a closed convex set C' is well-defined:
the projection of a point ¢ € RP is the unique z. € C' which satisfies the following variational
inequality (sometimes called the angle-characterization of the projection)

(¢ —xeyx — ) <0 forallz € C. (1)

We remind also that the projection is a 1-Lispschitzian function. Besides a subset K of RP is
said to be a cone if the half line {az : @ > 0} is entirely contained in I whenever z € K. In
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4 Jérome MALICK

this paper, IC will stand for a closed conver cone of RP. The projection onto K, denoted by
px : R — K, is then well-defined and 1-Lipschitzian.
We consider, in particular, the Euclidian space of nxn symmetric matrices S,, (herep = @)

equipped with the restriction of the ordinary dot-product in ]R"z, also called Frobenius scalar
product

Y

VA,BER"Y (A B), =trA"B =" A;By,
ij=1
where ¢7(X) stands for the trace of the matrix X. Recall also that, for C € S,,, we have the two
following basic properties. First, all eigenvalues of C' are real; we will denote them by \;(C),
and rank them in nonincreasing order

A(C) > X(C) > - > A(O).

In the remainder of this paper, A(C) will stand for [A;(C), ..., A\,(C)]T. Secondly, C is diago-
nalisable in an orthonormal basis £ = {e;(C)}i=1,..» of R* formed by eigenvectors of C. Here
the orthogonal matrix W stands for the transform matrix from the canonical basis to &¢,

C = W (Diagh(C)) W = Z Mi(0) e;(C)ei(C)T .

This last expression will be called the spectral decomposition of C. We will often drop the
dependence on C' from our notation.

In S, we are interested in the cone K = S (resp. S, ) of positive semidefinite (resp. negative
semidefinite) matrices. Observe that ST = {X € S, : \,(X) > 0}, where the smallest eigen-
value A, (X) = minj =1 v" Xu appears as a concave continuous function of X. This shows that
the cone S, (and also S;, = —S§;) is convex and closed. We will often use the notation X > 0
to express that a (symmetric) matrix X lies in S;F.

To end up this subsection, we give below a very short glossary of symbols and terms which may

not be universal:

— the adjoint of a linear mapping A which will be denoted by A*;

— for any vector z in R, Diagx will denote the diagonal matrix with the vector x on the main
diagonal. Let also its adjoint operator diag: S, — R" be defined by diag(A) = [a11, - - -, @] ;

— I, denotes as usual the identity matrix in RP;

—at := max{0, a} stands for the nonnegative part of ¢ € R and ¢~ := min{0, a} the nonposi-
tive; we thus have ¢ = ™ +a~ and |a| =a® —a™.

1.3 Formulation

The problems we will focus on in this paper can be expressed as follows. Let I be a closed
convex cone of RP. Let a vector ¢ € RP, a vector b € R™ and a linear operator A : RF — R™
be given. We want to compute the projection of the vector ¢ onto the closed convex subset of
RP formed by the intersection of K and affine hyperplanes defined by .A. In others words, we
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Conic least-square o]

want to get the best conic approximation of ¢ which satisfies affine constraint defined by A.
Our goal is thus to find an “efficient” algorithm to solve optimization programs of the type:

The very first remark is that, if the feasible domain is nonempty, there exists a unique z* which
achieves the above infimum. In what follows, we therefore use the notation min rather than inf
for the conic least-square problem. As we are in a Euclidean space, each component function
of A can also be expressed as a scalar product. This means there exist m elements a; € RP
such that, for any x € RP there holds

[

Alz) = ha mx) J - (2)

Therefore an equivalent formulation is, for b, a; and ¢ given:

. 1 2
min ||z — ¢||
(ai,x):b,-, Z:1, ,
xeK.

Here we give 2 particular instances of conic least-square problems.

Example (Semidefinite least-square). This is a very important subclass of our problem,
that we will develop precisely in Section 6. We will notably detail an algorithm to solve prob-
lems of this class. Besides the computation of a “good” approximation of the covariance matrix
of n assets can be expressed as a semidefinite least-square problem (see Subsection 6.4).

Here the cone K is §;. A optimization program is written under a semidefinite least-square
form if there are a matrix C' € S, a vector b € R™ and a linear operator A : S, — R™ such
that:

min || X —yeilk

AX =b

X>0.

If A is expressed via its m component functions, consider m symmetric matrices which tranform
the program into:

min %||X—C’||2

<A1,X>:bz, ’&21, ,m

X>0.

In many instances, each A; is often a {0, 1}-matrix with only 2 nonzero entries. The corre-
sponding entries of X are then fixed: a structure is imposed to the matrix. O

Example (Preconditioning problem). In another application, K is S x S,,.
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6 Jérome MALICK

A difficult problem in linear algebra consists in looking for a preconditioner P approximating
the inverse of a symmetric matrix A and with the same inertia as A. This problem amounts to
solve following optimization problem:

min 5|21, = Q) = X[[* + of| P’
<AZ,X>:bZ, ’1,:1, ,m
X=PA+AP-Q,P€ S,

X =0,

for a given « (see [FOO01]). A direct way to handle this problem is then to consider the cone
K = 8 xS, inS, xS, equipped with the Euclidean product-norm (|| -|*> + |- [|*)2, and
to transform the problem into a S x S, least-square one. We denote by A & B the couple
(A,B) € S, x S, and similarly A; @ A, a linear operator on S, X S,. For instance the
objective function is then written as 3|[(2I, — Q) ®0— X & VaP||>. Scaling P to eliminate
\/a, we obtain an S;F x S,-least-square problem:

min |C®0-X & P|
(A;®0,X®P)=b;, i=1,...,m
BX®P)=Q

XoPeSH xS,

where C := (2], — Q) and B has been introduced to express simply affine constraints. Denoting
by Ls: P — %(PA + AP) the Lyapunov operator, we introduce the operator B on S, x S,

defined by B :=Is, ®0— 0 L4. The constraint X — ﬁ(PA + AP)+ @ = 0 is then expressed
as B(X & P) = Q. O

2 Projection onto a closed convex cone

To begin with, we isolate the problem of computing the projection px(c) of a fixed ¢ € R? onto
a closed convex cone . The aim of this section is to cast a fresh glance on this known problem.

2.1 Moreau’s theorem

The projection onto K enjoys properties which come close to those of the projection onto a
subspace. The attached subset, which plays the role of the orthogonal subspace, is the polar
cone K° of IC, defined ([HUL93, Chap. III]) by:

Ke:={seR: (s,2) <0 VzxeK}.

A very first observation is that K° is also closed, convex. An important property is that
(K°)° = K. Tt is clear that the polar cone of a linear subspace is its orthogonal subspace. There
is then a decomposition result which somehow generalizes the decomposition of a vector space
into the direct sum of a (finite-dimensional) subspace and its orthogonal.

Theorem 2.1 (Moreau) Let K be a closed convex cone. For the three elements x, x1 and x5
i RP, the two properties below are equivalent:

INRIA
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(i) x = x1 + 9 with 1 € K, x5 € K° and (x1,z3) =0,
(i1) x1 = pr(x) and x3 = pro(x).

A proof of this theorem is partly given in ([HUL93, Chap. III|). For simplicity and complete-
ness, we give here a simple proof just based on the angle-characterization (1) of the projection
onto a closed convex set.

Proof. (i) = (7). We will prove that z; is the projection of x onto K. By changing the roles
of z; and x5 in this proof, xs = pro(x) is straightforward.
Since z9 = x — z1 lies in K°, we have

Yye K, (r—ux,y)<0. (3)
Besides we have by assumption (z — z1,x;) = 0, so that
Vye K, (x—z,y—x) <0.
Since z; lies in /C, this exactly says from (1) that z; = px(z).

(77) = (i). We prove first that (x — z;,21) = 0 and next that z, = x — z;.
Since K is a cone, take (1) for y = 0 and y = 2z; to get two inequalities which imply

(x — z1,21) = 0. (4)

Then from (1)
0>{(z—x,y—x1)=(x—m,y) forallye K.

Hence x — x; € K°. Besides, since x; € K we have for y € K°
(z—(z—21),y — (z —21)) = (21,9) — (1,7 — 21) = (21,9) < 0.
Invoke the uniqueness of the projection onto K° to get x = z; + x3. This ends the proof. O

The decomposition z = px(x) + pro(x) will be called the polar decomposition of z. Notice that
we then have:

[[][* = l[pxc(z) + pro(@)I]” = [lpxc (@)|]* + |lpeo ()| ()

2.2 Moreau-Yosida regularization

In this subsection, we study variational properties of the half squared distance to K, which will
appear naturally in Section 4:

d}ciRp—>R

Ll 2 (6)
T — Iynelél 2”1‘ ?JH

Its properties are stated in Theorems 2.2 and 2.3. They are not new, and can be proved with
basic tools. Here we show that they are close to convex analysis by the Moreau-Yosida regu-
larization.
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8 Jérome MALICK

We start by observing that there is another useful expression of dx. By definition the above
minimum is reached at the unique point px(z). Then Theorem 2.1 yields

de@) = glle-pe@IP = 3lpe@IP. ©

To guide intuition, consider an easy case: when K = FE is a linear subspace of RP. The
orthogonal subspace E* is the polar cone and the projection is then a linear mapping. Therefore
dp is differentiable (actually C*°) on RP and Vdg(z) = pg.(z) for x € RP. In a general
framework, this last fact persists; we prove it with the help of the Moreau-Yosida regqularization,
described in [HUL93, Chap. XV and Example 3.4.4 of Chap. XI]. For a convex function f on
RP, we define the Moreau-Yosida regularization of f to be the function

. 1 2
z+—min {f(y)+5llz - ylI}-

Theorem 2.2 Let K be a closed conver cone in RP. Then the function defined by (7) is a
convex differentiable function mapping RP to R, whose gradient is for x € RP

V() = pre(2) - (8)

Furthermore the gradient function is Lispchitz continuous with a Lispchitz constant equal to 1.

Proof. Let I be the indicator function of K (whose values are 0 on K and 400 elsewhere).
The theorem is just Theorem 4.1.4 of [HUL93, Chap. XV] written in our case, since dx can be
interpreted as the Moreau-Yosida regularization of Ix

1 2
d = mi —||z — I .
c(@) =min {7z —y|I" + Le(y)}
We get in particular Vdi(z) = z — px(z) = pro(x). The Lipschitz property of the gradient
mapping is given in general by the quoted theorem. However this is here a triviality since the
gradient is a projection. O

When K = E, the gradient Vdg(z) = pg.(z) is a linear mapping, hence clearly differentiable
over RP. This property is “almost” kept by passing to the general case.

Theorem 2.3 Let K be a closed conver cone in RP. Then the function defined by (7) is twice
differentiable almost everywhere on RP.

Because Vdx = pxo is (globally) Lipschitzian on RP, this statement is direct consequence of
the following general result.

Theorem 2.4 (Rademacher’s Theorem, 9.60 in [RW98]) Let I be a function locally Lisp-
schitzian on RP. Let D be the subset of RP consisting of the points where F' is differentiable.
Then R? \ D is a negligible set. In particular D is dense into RP.

We cannot hope to have more than the almost everywhere differentiablity in the general frame-
work. A counterexample is given in Theorem 3.8 where dg+ is shown not to be twice differen-
tiable everywhere on S,,.

INRIA
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3 Projection onto S

In this section, we consider the semidefinite least-square problem without any affine constraint.
In Subsection 3.1, we recall (and prove in an original way) our major theorem: an explicit
formula for the projection onto S;F. In Subsection 3.2, we get (and go further) varitional results
on dg+ and dg- by applying the corresponding general properties of Subsection 2.2, and also
by considering these mappings from another point of view.

3.1 The projections

We give in this subsection the theorem which expresses the projection of C' onto S, . This
theorem is actually not new: it is a well-known result of linear algebra established by Eckart,
Young and Higham (see [HS95] for discussions on this topic). The proof they gave is based on
linear algebra results. Here we will see that this theorem is a straightforward consequence of
the convex analysis-based Theorem 2.1.

To a symmetric matrix C, associate C, the “positive semidefinite part” of C' (negative eigen-
values are set to zero)

max{A;,0}

C ::Z/\:”eieiT:W wt, (9)
i=1 max{\,, 0}
likewise the “negative semidefinite part” is
n min{ A, 0}
C_ = Z A eiel =W wT. (10)
i=1 min{\,, 0}

We now give two results of linear algebra in §,,. The first lemma is well known; it says that
the polar cone of the cone of positive semidefinite matrices is the cone of negative semidefinite
matrices. The second lemma is a simple (but crucial) remark to apply Moreau’s theorem.

Lemma 3.1 (Lemma 3.1 in [LO99]) The cone S is antipolar, i.e. (S7)° = -8 =S§,,.
We also have (S, )° = S;. Thereby there notably holds, for any A € S; and for any B € S,
(4,B) <0.

Lemma 3.2 Let C € S,,. Consider C € S;f and C_ € S, defined by (9) and (10) respectively.
Then there holds

<C+7 C—) =0.
Proof. This just results from the orthonormality of the familly {e;};—1 ., of eigenvectors of C.
In fact
C+C_ = (Z )\z eZeZT)(Z /\j 6_7'6?) =0.
;<0 A;>0
then the trace is zero too, i.e. tr(C.C_ ) =(Cy,C_) =0. O

We are now in position to state and prove the main result of the subsection.
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Theorem 3.3 (Eckart-Young-Higham) Let C' € S,. Then the projection ps+(C) of C' onto
S, is the matriz C,, defined by (9). Likewise the projection ps-(C) of C onto the polar cone
(8H)e =S, is C_ defined by (10).

n

Proof. It can be seen as a nice, direct application of Moreau’s theorem (Theorem 2.1). It
indeed suffices to notice that C = C, + C_, that C, € S and C_ € S, = (SF)° by Lemma
3.1, and then Theorem 2.1 and Lemma 3.2 yields the results. 0

This theorem justifies the names “positive[negative| semidefinite part” of a symmetric matrix.
What made things simpler was to consider the projection onto S, and onto its polar cone
simultaneously. We will continue to use this trick.

3.2 On distance functions

Similarly to (6), we will denote by dy [resp. d_] the half squared distance to S, [resp. S, ].
The work done in Subsection 2.2 enables us to get easily:

Theorem 3.4 The functions d. and d_ are convex, differentiable on S, and their gradient
functions are Lispchitzian. For C € S, we have

Vd,(C)=C- Vd_(C)=C, .

Proof. Apply Theorem 2.2 with £ = S and K = S, . Use Theorem 3.3 to express the
gradient. O

The aim of this subsection is to recover this theorem with some matrix analysis results. After
that, we will show that this viewpoint enables to precise the localisation of the twice differen-
tiability.

From (7), d4 and d_ have another interesting expressions

4(0) = FIO-IP = § S (0) ), 1)
4-(0) = 31104 = § DL (u(O) )

The functions d, and d_ depend only on the eigenvalues of C'. Functions of this kind are called
spectral functions. A spectral function f can be written as

f(C) = F(A(Q)),

where F' is a symmetric function (i.e. invariant under coordinate permutations) mapping R"
to R. For our two spectral functions, the symmetric functions in question are

1o 1
D+('7“17"'7-7;n): izmln{oaxz}z D—(xla"'axn) = §Zmax{0,xi}2, (12)
i=1 =1

since we have d(C) = Dy(A(C)) and d_(C) = D_(A(C)). Let us recall theorems about
spectral functions we need.

Theorem 3.5 (Corollary 2.7 of [Lew96a]) If the function F : R™ — R is symmetric
convex then the matrix function F o X : S, — R is also conver.

INRIA
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Theorem 3.6 (Theorem 1.1 of [Lew96b]) Let A € S, and suppose A(A) belongs to the
domain of the symmetric function F. Then F is differentiable at the point A\(A) if and if only
F o X is differentiable at the point A. In that case we have the formula

V(foA)(A)=U(DiagVF(A(A)))U",
for any orthogonal matriz U satisfying A = U(Diag(/\(A)))UT.

Theorem 3.7 (Theorem 3.3 of [LS]) Let A € S,. The symmetric function F is twice dif-
ferentiable at the point A\(A) if and only if the spectral function F o X is twice differentiable at
the matriz A.

These three major theorems yield Theorem 3.4, and a little more.

Proof (Another proof of Theorem 3.4). Let C € S, with spectral decomposition C' =
Yo dieiel. As sums of convex functions, Dy and D_ defined at (12) are convex on R™.
Then Theorem 3.5 brings the convexity of d, and d_ on §,,. Clearly D, and D_ are also
differentiable and

VD, = [min(0,z1),...,min(0, z,)]* VD _ = [max(0,z;),...,max(0,z,)]". (13)

Theorem 3.6 yields that d, and d_ are differentiable on S, and that a formulation of the
gradients at C is

Vd (C) =) A ee] =C- Vd ()= Meel =C,.
=1 i=1

Finally the Lispchitz continuity of the gradients is a consequence of Theorem 3.3 which says
that they are projections, thus Lispchitz continuous. O

There is actually no chance that Vd, be also differentiable everywhere: just take the coun-
terexample in one dimension d; : £ — $min(0, z)?. Its derivative function is d}(z) = min(0, z)
which is clearly not differentiable at 0. We actually have a more precise result which somehow

generalizes the previous example.

Theorem 3.8 The functions d, and d_ are twice differentiable at A € S, if and if only A s
wnvertible.

Proof. We write the proof for d, it is exactly the same for d_. From (13), we see that the
gradient of D, is differentiable at x = (z;); if and only if each z; is nonzero. Theorem 3.7
enables us to say that d is twice differentiable if and only if 0 is not a eigenvalue of A, i.e. if
and if only A is invertible. O

4 Lagrangian duality

We propose in this section a partial Lagrangian dualization of the general conic least-square
problem. Our basic idea is to treat in two different ways the two different kinds of constraints:
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on one hand affine constraints in R? and on the other hand semidefinite constraints. The tech-
nique is to dualize only affine constraints, forming a partial Lagrangian.

The adjoint operator of A, denoted as usual by A*, will come into play. When A has the form
(2), it is easy to see that:

A R" — R

m
y = Zyz a;
i=1

All the present paper relies upon the following statement It motivates the developements of
previous sections and will give birth to our computational methods.

Theorem 4.1 Consider the generic conic least-square problem on RP

. 2
min %Hx - c||p

(primal) { zek, Ax =0,

which is our primal problem. Form the partial Lagrangian depending on two variables (the
primal variable x which lies in KC and the dual variable y which lies in the constraint space R™)

1
L) i= 5lle = 2]} (y, Az = b),,. (14

Define the corresponding dual function

0(y) := min L(z;y) (15)

e

which results in the dual problem on the constraint space R™

(dual) { P )

The dual function has the following expressions

0y) = —sllpclc+ A I, +3llell, + (4. b).,

16
= deole+ A7)+ Ll + (3, ) (16)

m "

Proof. Let us transform the partial Lagrangian to isolate the function di of (6):

L(z;y) = %c—zl; - (A, 2), + (v, D)y
sll(c+A*y) —ally - Gl Ay, +(C, A" y)
sll(c+ A y) — |

»

{ g) + (0, 9),
GllA*y +cll; = 5llells) + (0, %), -

Now get an expression of §. For any fixed y € R™:

0(y) = mingex L(z;y) 2 2
= di(c+Ay) — Ay + |2 + Lle]2 + (y,b),, -

INRIA
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Simplify with (7) and (5):

0(y) = %szco(chA*y)HZZ—%HA*%JFCIIZJF%HCH;Jr(y,b)m
= —%|lpzc(0+v4*y)llp+%ZIICIIPJr(y,b)m
= —dio(c+ A*y) + 5llcl[; + (y, D)

We therefore obtain the expected formulations of 6. O

m "

Notice that we know the unique point in K which achieves the minimum in (15) for y € RP. In
the remainder of the paper, we denote it by z(y):

(y) = argminL(z;y) = pe(c+A'y). (17)
S

In others words there holds

0(y) = L(z(y);y) - (18)
Yet 6 has a strong structure which could be exploited for algorithmic perspectives. In fact, the
dual function inherits the properties of dx. studied in Section 2. Let us sum them up.

Theorem 4.2 The function 0 of (16) satifies the properties below:
(i) 0 is concave,
(i) and differentiable,
(i11) V0 is Lipschitz continous .
Besides its gradient VO(y) = —A{pic(c + A*y)} + b is differentiable almost everywhere.

Proof. The dual function, as a minimum of concave functions of y, is concave by construction.
Besides, with equation (16), according to results on dx. (Theorem 2.2 and Theorem 2.3 for X°),
0 is differentiable, its gradient is

and is twice differentiable almost everywhere on R™. O

The dual problem is thus a convez-differentiable optimization problem, which can be simply
formulated as
: 1 * 2
{8 flacte 0l 0, 20)
yeR™.
We therefore know some techniques to tackle it in practice (see next section). To end up this
section, we illustrate the last two results with the semidefinite case.

Example (Semidefinite least-square). The key point for this class is that we have an
easy-to-compute formulation of the projection onto S;" (Theorem 3.3). From (20), solving the
corresponding dual problem turns out to solving the following convex-differentiable program

min |[(C + A*y)4|[* — by
y € R™,

where A*(y) = > "1, y;4;. The dual objective function is concave and differentiable, its gradient
—A{(C + A*y),} + b is Lipschitz continuous. O
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5 Conic Dual Algorithm

We want to solve the primal problem, i.e. to find x* which achieves the minimum of the dis-
tance from ¢ € R™ and satisfies constraints. The structure of the primal is not easy to exploit
directly. On the other hand, its dual problem is more strongly structured (Theorem4.2). We
show that one way to avoid difficulties is to exploit the dual problem.

We assume in this section that there is a solution y* of the dual problem: the dual function is
bounded from above and its supremum is actually a maximum, achieved at y*. Actually this
assumption is not really a restriction since in practice it is always satisfied. We are therefore
in the following primal-dual situation

. 1 2
rima { 72570 {2 )

with 0 expressed by (16). The only difference from the expression of Theorem4.1 is the maxi-
mum instead of the supremum in the dual problem.

5.1 From dual to primal solution

In this subsection we suppose that we are able to get efficiently y*. We show that in this
case the primal problem is solved indeed. We start by mentioning that each value of the dual
function gives a lower bound on the primal objective function.

Lemma 5.1 (weak duality) For all dual-feasible points (i.e y € R™) and for all primal-
feasible points (i.e. x € K such that Az =b), there holds

1
0y) < 3lle—al

Proof. By definition (15), we have §(y) < L(z;y). Since z is primal-feasible, we have from
(14) the desired inequality. This is actually a general result, called the weak duality theorem
(see [HUL93, Chap. XII]). O

Theorem 5.2 Assume the existence of a dual solution y*. Then the solution x* of the primal
problem is given by

z* = pr(c+ A"y"). (22)

Proof. From Theorem 4.2, # is concave and differentiable, then at y* which achieves its maxi-
mum, its gradient is zero. By equations (17) and (19), this results in A z(y*) = b, i.e. z(y*) is
primal-feasible. Then we have by (18):

1
0(y") = Lz (y");y") = 5lle - z(y)|[* (23)
By Lemma 5.1, §(y) is a lower bound of the objective function of the primal. Equation (23)
means that this lower bound is reached at the primal-feasible z(y*). Thus that point is the
minimum and

z* = z(y*) = pe(c+ A"Y).
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This thus ends the proof. O

This theorem says that there is no duality gap between the primal and the dual. This is ex-
pressed by equation (23): the value of the primal function at its minimum and the one of the
dual at its maximum are the same.

It is worth mentioning that there is a particular case yielding both existence of y* and absence
of a duality gap. This is when the primal Slater condition is satisfied (see [HUL93, chap XII|).
This condition is that feasibility of the primal constraints is preserved despite perturbations
of b. It corresponds to the existence of a point strictly feasible of the primal: there exists x
satisfying Ax = b and lying in the interior of KC, assumed nonempty.

5.2 How to get a dual solution

Since € has some nice properties, a quasi-Newton algorithm provides us with an algorithm to
solve the dual, i.e. to compute an approximation 7 of y*. A classical efficient quasi-Newton
algorithm is the one called BFGS with Wolfe line-search (see [BGLS97]). In the rest of the
paper, when talking about a quasi-Newton algorithm we refer to BFGS.

Algorithm 5.3 (Conic Dual Algorithm) Consider the pair of primal-dual problems of (21).
Let a black-box perform the following task:

(i) compute A*y for given y € R™;

(ii) compute Ax for given x € RP;
(iii) compute px(z) for given z € RP.
Use a quasi-Newton optimization code to minimize 0 on R™. With the help of the above black-
boz, this code generates a mazximizing sequence (yi)r together with the corresponding:

(i)  xp=pxlc+Aw);
(i) VO(y) = —Azp+b;
(i) O(yx) = —%HmkH; + (Yk, 0) -

To implement the above algorithm the only thing we basically need is to compute px. In
other words, the key point to solve the general conic least-square problem (i.e. to compute
the projection onto the intersection of K and affine hyperplans) is to know how to solve the
problem without affine constraints (i.e. to compute the projection onto K). This means that
this algorithm is efficient if the difficulty is brought by the addition of affine contraints. For
instance, this is the case for the two examples of Subsection1.3. We have for these exam-
ples an easy-to-compute expression of the projections: the projection of C' onto S; is C and
the projection of C@® D onto S xS, is C. @ D. It is then possible to run the algorithm on them.

Besides, the BFGS algorithm is known to be convergent when the objective function is convex
and has a Lipschitz gradient (Theorem 3.9 of [BGLS97]); this is the case here from Theorem 4.2.
Then the conic dual algorithm converges also. Here is a convenient convergence result:

Theorem 5.4 Let the Slater assumption hold. Then Algorithm 5.3 provides an approximation
of x*: for any € > 0, there is k such that ||z, — 2*|| < €. Besides the computation cost is given
by

(cost of px + cost of pa- + cost of pa+m?) x k.
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Proof. From the Slater assumption, the dual optimal set is bounded ([Roc70]). Then (yy) is
bounded. For some dual solution y* and & large enough, ||lyx — v*|| < €/||A*|| (see [PowT75]).
Now from Lipschitzian property of the projection we can write

[|2" = @l| = lIpx(e + A™Y") = pre(e+ Ayl < |JAT|| 1ly™ — wel| < e

As for the computation effort, observe that quasi-Newton requires for each iteration m?+ cost
to compute VO and 6. We obtain the expected result. O

The superlinear (or even linear) convergence is not guaranteed because 6 is not twice differen-
tiable on R™. According to the state of the art, the superlinear convergence is actually unlikely.
It will thus be fruitful to design a superlinearly convergent version of this algorithm to proceed
as less iterations as possible. To get deeper results it is necessary to refine the first order infor-
mation and a way to do this is to use some local second order information. This is the subject
of current studies, based on Theorem 3.8.

6 Illustration: semidefinite least-square

In this section, we will focus on the case where K is the cone of positive semidefinite n x n
symmetric matrices. In what follows, this class of semidefinite least-squares problem will be
denoted by (sdls). We present, in Subsection 6.1, the natural first idea to solve (sdls). We then
compare it to the semidefinite dual algorithm. In Subsection 6.3, we enlarge the field of use of
the dual algorithm. We end by mentioning one of the numerous perspectives of applications of
this algorithm in finance.

6.1 A direct approach

A natural idea is to use known techniques to tackle (sdls) directly. The problem is indeed a
quadratic-semidefinite program ([BTN98]) and then an e-solution can be found in polynomial-
time using SDP optimization tools (primal-dual interior-points method, see [SVWO00]). Let us
explain how this can be done and then why this is not a good idea, for large problems.

The (nonlinear) objective function can actually be pushed into constraints with the classical
trick consisting in introducing ¢ € R subject to || X — C||> < t>. A (sdls)-equivalent optimiza-
tion program is

min ¢
X -0l <t
AX =b
X=0.

The problem can thus be seen as a quadratic-semidefinite program with a Lorentz cone (or
quadratic cone) in R*%2+1. The problem can then be solved with modern interior-points

methods solvers, SDPPACK or SEDUMI for instance ([stu99]).

In interior points method, a Newton step per iteration must be computed in the space S,,; this
costs (@)3 ~ n® (for more details about computation costs for these methods see [Nay00]).

INRIA



Conic least-square v

It is generally thought that problems with matrices of order n > 100 cannot be solved us-
ing interior point approach. Moreover, in practice, to use such softwares imposes to fit in a
datastructure which makes the number of variables get bigger: the pratical cost is still more
expensive. For large matrices (n > 100) not even one iteration can be achieved.

In our study, we solved instances of (sdls) using SEDUMI for a problem with C' € Sg and
b € R'Y; see Subsection 6.2 for more experiments. SEDUMI is now over three years old and so
more efficient interior-point codes exist. Hovewer, the gain in efficiency in using news codes is
likely not to be significant enough for our purposes.

6.2 Numerical results

Consider now the semidefinite version of the conic dual algorithm (Algorithm 5.3). By Theorem
3.3, the computation of the projection onto S; is nothing more than the computation of the
eigenvalues of the considered matrix. This could be done using symmetric QR factorization
(|GvL83]) whose computation cost is of order n®. From Theorem 5.4, we then know that the
cost of one iteration is now n® +mn? + m?. In the worst case m = n(n + 1)/2 (every entry of
X is fixed), the cost is in n*. Actually the number of affine constraints is rarely high in appli-
cations (typically m < 10). We can consider that the cost is n® per iteration. Our algorithm
is then better in theory than the quadratic semidefinite algorithm proposed in the last subsec-
tion (for precised computation costs, see [Nay00]). This is also checked in practice (see Figure1).

600

400 - h

300 h

200 q

Figure 1: Comparison of computation effort between conic dual algorithm and SEDUMI. The
full line stands for results of SEDUMI, the dashed line for the semidefinite dual algorithm.

We compute a prototype of semidefinite conic dual algorithm with the MATLAB-like numerical
mathematics software SCILAB ([sci|). Figure 1 compares both approaches on (sdls) with full
matrices of size from 5 to 30 with 5 affines constraints. The full line represents results of SE-
DUMI, the dashed line, those of semidefinite dual algorithm. The vertical unit is one second of
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cputime on a Sparc Ultra 1.

Furthermore, even though linear convergence is not guaranteed, it is observed in practice: the

property
0(yx11) — 0(y*)
0(yx) — 0(y*)

occurred in all of our experiments, using different kinds of matrices (we changed size, sparsity
pattern, eigenvalue distribution). The constant depends of course on the matrix in question.

<cst <1,

We solved instances of (sdls) using the prototype coded in SCILAB with sizes up to n=500 and

m=20. Beyond these values, troubles come from the projection on S;; a suitable algorithm

may be needed. It is thought that it is possible to reach higher size if an efficient eigenvalues
decomposition is used.

6.3 Possible extensions

We mention that the general pattern can be enlarged. First, we show it is possible to treat
affine constraints with nonsymmetric A;. Second, we see that constraints of the kind X > «af,
(i.e. X is in an affine cone) are also accepted.

Nonsymmetric A;. The symmetry assumption of A; in (sdls) is actually useless: each A; €
R™ can be replaced with 4; € S, . Let A € R, X € S; and observe that (4, X) = (AT, X).
This is quite easy to check:

(A, X)=tr(ATX)=tr(XTA) =tr(X A) = tr(AX) = (AT, X) .

So we can replace conditions (A;, X) = b; with A; € R™ by the equivalent constraint (ZZ, X) =

b; where A; = #. Accordingly we will restrict ourselves in theory to symmetric A;’s.

Affine cone. Needless to say, the following variante of (sdls)

min 1[|X - C|
XM, AX=0D,

enters the same framework via the change of variable Z = X — M. Note that this problem
without affine constraint has (C — M), + M for explicit solution. The case M = «l,, deserves
an additional comment: having the spectral decomposition C' = W(Diag)\(C))WT, let k be
an integer satisfying \¢(C) > a > Apy1(C), then the projection onto the affine cone {X €
Sp: X =al,}is

wT.

- [ Diag[A;(C), ..., \(C)]F

aInfk

This result is very natural. The projection onto S, consists in truncating negative eigenvalues
to zero. To project onto {X € S, : X = al,}, we truncate eigenvalues below «.

6.4 An application: calibration of volatilities

In this subsection we outline the problem of finding a “good” approximation ) of the theoretical
covariance matrix () between n assets; it turns out to be a semidefinite least-square problem.
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This matrix Q is used to have a robust estimation of the “ex-ante” risk of any possible portfolio
among these n assets.

Let Q be a first estimate of the true covariance matrix Q. For instance Q can be the empirical
estimate after £ days. The point is that @ cannot be successfully used in optimization programs
because it is often ill-conditioned (see [GPB99] and [LCPB00]). The reason is that the large
[resp. small| eigenvalues of () are over|resp. under|estimated (one underestimates the risk
associated to some investments and one overestimates the risk of others). An extreme case
is when the number of observations k is too small, Q is rank-deficient (some investments are
considered with no risk) and its conditioning is +00. We may then impose X > «l,, for some
selected o > 0. Eventually we are lead to solve the so called volatility calibration problem,
which is a shifted (sdls):

. ~ 002
min  3|[X = Q||

X = al, .
<AZ?X> = 01'27

where o represent “ex-post” volatilities of well-chosen portfolios (see |A. 00] for further infor-
mation about calibration).
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