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Stabilité et approximation uniforme
des filtres non—linéaires avec la métrique de Hilbert,
et application aux filtres particulaires

Résumé : Nous étudions la stabilité du filtre optimal par rapport a sa condition initiale et par rapport
au modéle décrivant ’état caché et les observations dans un modéle de Markov caché général, en utilisant
la, métrique de Hilbert. Ces résultats de stabilité sont ensuite utilisés pour démontrer, sous une hypothése
de mélange, la convergence uniforme vers le filtre optimal de plusieurs filtres particulaires, tels que le filtre
particulaire avec interaction et d’autres filtres particulaires originaux.

Mots-clé : modéle de Markov caché, filtre non—linéaire, filtre particulaire, stabilité, métrique de Hilbert,
norme en variation totale, mélange, noyau régularisant.
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1 Introduction

The stability of the optimal filter has become recently an active research area. Kunita in [19] and Stettner
in [28] have studied the ergodic properties of the measure—valued process formed by the optimal filter, and
have proved the existence of a unique invariant probability distribution for this process. Ocone and Pardoux
have proved in [24] that the filter forgets its initial condition in the L? sense, without stating any rate of
convergence. Recently, a new approach has been proposed by Da Prato, Fuhrman and Malliavin in [8], using
the Hilbert projective metric. This metric allows to get rid of the normalization constant in the Bayes formula,
and reduces the problem to studying the linear equation satisfied by the unnormalized optimal filter. Using
the Hilbert metric, stability results w.r.t. the initial condition have been proved by Atar and Zeitouni in [4],
and some stability result w.r.t. the model have been proved by Le Gland and Mevel in [20, 21], for hidden
Markov models (HMM) with finite state space. The results and methods of [4] have been extended to HMM
with Polish state space by Atar and Zeitouni in [3]. Independently, Del Moral and Guionnet have adopted in [9],
for the same class of HMM, another approach based on semi—group techniques and on the Dobrushin ergodic
coefficient, to derive stability results w.r.t. the initial condition, which are used to prove uniform convergence of
the interacting particle filter (IPF) to the optimal filter, with a rate (1/v/N)® for any a < 1. New approaches
have been proposed recently, to prove the stability of the optimal filter w.r.t. its initial condition, in the case of
a noncompact state space, see e.g. Atar [1], Atar, Viens and Zeitouni [2], Budhiraja and Ocone [6, 7].

In this article, we use the approach based on the Hilbert metric to study the asymptotic behavior of the
optimal filter, and to prove as in [9] the uniform convergence of several particle filters, such as the IPF and
original new particle filters.

A common assumption to prove stability results, see e.g. in [9], is that the Markov transition kernels are
mixing, which implies that the hidden state sequence is ergodic. Our results are obtained under the assumption
that the nonnegative kernels describing the evolution of the unnormalized optimal filter, and incorporating
simultaneously the Markov transition kernels and the likelihood functions, are mixing. This is a weaker as-
sumption, see Proposition 3.9, which allows to consider some cases, similar to the case studied in [6], where the
hidden state sequence is not ergodic, see Example 3.10. This point of view will be further developped elsewhere.
Our main contribution is to study also the stability of the optimal filter w.r.t. the model, when the local error
is propagated by mixing kernels, and can be estimated in the Hilbert metric, in the total variation norm, or in
a weaker distance suitable for random probability distributions.

Uniform convergence results of the IPF to the optimal filter are proved in [9] under an additional uniform
lower bound assumption on the likelihood functions, which is rather strong. Our uniform convergence results
are obtained under the assumption that the expected values of the likelihood functions integrated against any
possible predicted probability distribution, are bounded away from zero. This assumption is automatically
satisfied under our weaker mixing assumption, see Remark 5.6. Motivated by practical considerations, we
introduce a variant of the IPF, where an adaptive number of particles is used, based on a posteriori estimates.
The resulting sequential particle filter (SPF) is shown to converge uniformly to the optimal filter, independently
of any lower bound assumption on the likelihood functions. The counterpart is that the computational time is
random, and that the expected number of particles does depend on the integrated lower bounds of the likelihood
functions. Also motivated by practical considerations, i.e. to avoid the degeneracy of particle weights and the
degeneracy of particle locations, which are two known causes of divergence of particle filters, we introduce
regularized particle filters (RPF), which are shown to converge uniformly to the optimal filter.

The paper is organized as follows : In the next section we define the framework of the nonlinear filtering
problem and we introduce some notations. In Section 3, we state some properties of the Hilbert metric, which
are used in Section 4 to prove the stability of the optimal filter w.r.t. its initial condition and w.r.t. the model.
These stability results are used to prove the uniform convergence of several particle filters to the optimal
filter. First, uniform convergence in the weak sense is proved in Section 5 for interacting particle filters, with
a rate 1/ V/N, and sequential particle filters, with a random number of particles, are also considered. Finally,
regularized particle filters are defined in Section 6, for which uniform convergence in the weak sense and in the
total variation norm are proved.

2 Optimal filter for general HMM

We consider the following model, with a hidden (non—observed) state sequence {X,,, n > 0} and an observation
sequence {Y,,, n > 1}, taking values in a complete separable metric space FE and in F = R?, respectively (in
Section 6, it will be assumed that E = R™) :

RR n " 4215



2 F. Le Gland ¢ N. Oudjane

e The state sequence {X,,, n > 0} is defined as an inhomogeneous Markov chain, with transition probability
kernel @, i-e.

]P[Xn € dx | Xoin—-1 = fL'O:n—l] = ]P[Xn € dx | Xnp_1 = xn—l] = Qn(xn—ladm) )

for all n > 1, and with initial probability distribution pg. For instance, {X,,, n > 0} could be defined by
the following equation

X, = fn(Xn—h Wn) 3

where {W,,, n > 0} is a sequence of independent random variables, not necessarily Gaussian, independent
of the initial state Xj.

o The memoryless channel assumption holds, i.e. given the state sequence {X,,, n > 0}

— the observations {Y,,, n > 1} are independent random variables,

— for all n > 1, the conditional probability distribution of Y,, depends only on X,.

For instance, the observation sequence {Y,,, n > 1} could be related to the state sequence {X, , n > 0}
by

Yo = hn(Xn, Vo),

for all n > 1, where {V,,, n > 1} is a sequence of independent random variables, not necessarily Gaussian,
independent of the state sequence {X,, , n > 0}. In addition, it is assumed that for all n > 1, the collection
of probability distributions P[Y,, € dy | X,, = z] on F, parametrized by = € E, is dominated, i.e.

P[Y,, € dy | Xn = 2] = gu(z,y) XL (dy) ,

for some nonnegative measure AL on F. The corresponding likelihood function is defined by ¥, (z) =
gn(z,Ys), and depends implicitely on the observation Y;,.

The following notations and definitions will be used throughout the paper.

o The set of probability distributions on E, and the set of nonnegative measures on E, are denoted by P(E)
and M+ (E) respectively.

o The notation || - || is used for the total variation norm on the set of signed measures on E, and for the
supremum norm on the set of bounded measurable functions defined on E, depending on the context.

o With any nonnegative kernel K defined on E, is associated a nonnegative linear operator acting on
functions, denoted by K*, and defined by

K* $(z) = /E K(z,da’) (") |

for any measurable function ¢ defined on E. Consequently, the adjoint nonnegative linear operator acting
on nonnegative measures, and denoted by K, is defined by

K p(de') = pK*(da') = /E p(de) K (z, da’) |

for any nonnegative measure p on E.

e With any nonzero p € M1 (E), i.e. such that u(E) # 0, is associated the normalized nonnegative measure
(i.e. probability distribution) i = pu/u(E) € P(E).

e With any nonnegative kernel K defined on E, is associated the normalized nonnegative nonlinear operator
K on M*(E), taking values in P(E), and defined by K(u) = K p/(K p)(E) = K i/ (K pp)(E) = K (f) for
any p € MT(E) such that K u(E) # 0, and by K(u) = 0 otherwise.

INRIA



otability and Uniform Approximation of Nontinear Filters 3

The problem of nonlinear filtering is to compute at each time n, the conditional probability distribution pu,
of the state X,, given the observation sequence Y., = (Y1,---,Y,) up to time n. The transition from p,_; to
U is described by the following diagram

Pn—1 ———————— Hpjp—1 = Qnptn-1 ——————— pn =¥, - Hn|n—1

prediction correction

where - denotes the projective product.

Remark 2.1. Notice that the normalizing constant (f,|n—1, ¥r) is a.s. positive. Indeed

PY, €dy|Yiin—1] = / PY, €dy | X, =z] P X, €dz | Y1.n_1]
E

Il

[ 9021 o ()] ) = ) NE ()
hence

it %) = [ 0005 i) = (35
Therefore

P[{pnn-1,¥n) =0 | Yiin_1] = /Fl{ﬁn(y) =0} ta(®) Ay (dy) = 0.

Remark 2.2. Notice also that, for any test function ¢ defined on F'

P (Yn) P(Ya)

]E[ <:u'n\n—1a 'I"n) en(yt;)

| Yina] = E

| Yima] = /F b(y) M (dy)

In particular, if ¥(y) = gn(z,y), then ¥(Y,) = ¥,(z), and

E[ <,un|n—1a ‘I’n>

| Vimot] = /F gn(,9) ME (dy) =1,

for any z € E.

For any n > 1, we introduce the nonnegative kernel
R (z,dz") = Qn(z,dz") ¥, (z) ,

and the associated nonnegative linear operator R,, = ¥,, Q, on M*(E), defined by

Ry p(da’) = /E u(d) Qu(a, da’) Wy (s |

for any u € M1 (E). Notice that R, depends on the observation Y,, through the likelihood function ¥,. With
this definition, (Ry, ftn—1)(E) = (injn—1, ¥n) is a.s. positive, the evolution of the optimal filter can be written
as follows

Hn = lI;n . (Qn //fn—l) = ( Rn fn—1 = Rn(un—l) 3 (1)

Ry pn—1)(E)

and iteration yields

Hn = Rn(l//n—l) = Rn 0---0 Rm(ﬂm—l) = Rn:m(ﬂm—l) .

Equation (1) shows clearly that the evolution of the optimal filter is nonlinear only because of the normalization
term coming from the Bayes rule. In the following section a projective metric is introduced precisely to get rid
of the normalization and to come down to the analysis of a linear evolution.

RR n " 4215



4 F. Le Gland ¢ N. Oudjane

3 Hilbert metric on the set of finite nonnegative measures

In this section we recall the definition of the Hilbert metric and its associated contraction coefficient, the
Birkhoff contraction coefficient. We introduce also a mixing property for nonnegative kernels, and we state
some properties relating the Hilbert metric with other distances on the set of probability distributions, e.g. the
total variation norm, or a weaker distance suitable for random probability distributions. In the last part of the
section, these definitions and properties are specialized to the optimal filtering context.

Definition 3.1. Two nonnegative measures u, ' € M+ (E) are said comparable, if there exist positive constants
0 <a<b, such that

ap'(A) < p(A) <bp'(4)
for any Borel subset A C E.

Definition 3.2 (Mixing property). The nonnegative kernel K defined on E is said mixing, if there exist a
constant 0 < € < 1, and a nonnegative measure A\ € M1 (E), such that

EA) < K(a,4) < M) ,

for any x € E, and any Borel subset A C E.
Definition 3.3 (Hilbert metric). The Hilbert metric on M+ (E) is defined by

A
sup u((A))
log % if p and p' are nonzero and comparable,

h(p, p') =

inf
A:,}'I(IA)>0 ' (A)
400 , otherwise.

Notice that the two nonnegative measures p and p’ are comparable if and only if x4 and u' are equivalent,

I
with Radon—-Nikodym derivatives d—”, and C(li—l; bounded and bounded away from zero, and then the following

dp
equality holds

H(A4) p'(A)
h(p, ') = log[A 51(15»0 (A A:i?f)w u(A)] (II || || II) (2)

Moreover h is a projective distance, i.e. it is invariant under multiplication by positive scalars, hence the Hilbert
distance between two unnormalized nonnegative measures is the same as the Hilbert distance between the two
corresponding normalized measures : h(u, ') = h(fi, ii'), for any p,p/ € M*T(E). In the nonlinear filtering
context, this property will allow us to consider the linear transformation y — R, p instead of the nonlinear
transformation g +— R, (1) = Ry, p/(R, 1)(E). This projective property does not hold for others distances.
Indeed, the following estimates show how the error between two unnormalized nonnegative measures can be
used to bound the error between the two corresponding normalized measures. From the decomposition

A-F = ﬁ =i — (u(B) - (B A]

it follows immediately that

i, 6)| < Ko —p's o) | |W(E) — /(B 161l 3)

and

o M=l |p(E) - (B
Il —pll < + : (4)
WE) u(E)
for any p, ' € M+ (E).
The following two lemmas give several useful relations between the Hilbert metric, the total variation norm
and a weaker distance suitable for random probability distributions.

INRIA
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Lemma 3.4. For any nonzero p, ' € M+ (E)

2
log 3

la— @' < h(p, p') - (5)

If in addition the nonnegative kernel K defined on E is mizing, then

1
WK p K ) < 5 B A (6)

ProoOF OF LEMMA 3.4. The proof of the first inequality can be found in Atar and Zeitouni [3]. To prove the
second inequality, notice first that, for any nonzero u, ' € M1(E)

A) w'(A)
hu,p') = lo sup L +log sup
(o) = log | swp ) T8, SR

C oy BA-EAL L ) - )

A (A)>0 w(A) A p(A)>0 p(A

b

)
since log(1 + z) < |z|. In order to apply this bound to h(K p, K p') = h(K g, K '), we introduce

NV ’1(’2 ;(f)ﬂ'(A) = /E (7 — i')(dz) (=, A)

where

_ K(z,A)
P(z, A) := K a(d) < 6

for any z € E and any Borel subset A C E, using the mixing property. By the Scheffe theorem

/ (A — f)*(de) = / (A— )~ (de) = Lla— Al
FE

E

hence if A(A) is positive, then

Lemma 3.5. If the nonnegative kernel K defined on E is dominated, i.e. if there exist a constant ¢ > 0, and
a nonnegative measure A € MT(E), such that

K(z,A) <cA(4),
for any x € E, and any Borel subset A C E, then

E||K p— K p'|| < cME) , Tll(;ﬁ_llElw i),

for any p, ' € M*(E), possibly random.

Remark 3.6. If the nonnegative kernel K is mixing, then it is dominated, with the same nonnegative measure
A € MFT(E), and with ¢ = 1/e.

Remark 3.7. If in addition the nonnegative kernel K is F-measurable, then the same estimate holds for
conditional expectations w.r.t. F, i.e.

B[ K p— K p'l| | F] < e M(E) ¢_S”1;I”):1E[|<M — w1 F]. (7)

RR n -~ 4215



6 F. Le Gland ¢ N. Oudjane

PROOF OF LEMMA 3.5. By definition, if K is dominated, then K (z,-) is absolutely continuous w.r.t. A, with
Radon-Nikodym derivative k(z, -) bounded by ¢, for any 2 € E. Therefore, the total variation norm || K pu— K ¢/||
can be written as an integral as follows

1=K u = [ 1 [ u w)(do) bo ) Ao
E JE
hence, taking expectation yields

ElIK p— K u||

LB e o) ka2 [ @)

IA

sup E|(u—p/,0)| [ [supk(z,z')]A(dz") . O
¢:oll=1 E z€E

Lemma 3.8 (Birkhoff contraction coefficient). The nonnegative linear operator on Mt (E) associated with
a nonnegative kernel K defined on E, is a contraction under the Hilbert metric, and

!
7(K) := sup hiK p K 1)

= tanh[1 H(K)] , (8)
0<h(p,p')<oo h(, i) *

where the supremum in

H(K):=sup h(K pu, K '),
Hop

is over nonzero nonnegative measures : T7(K) is called the Birkhoff contraction coefficient.

The proof can be found in Birkhoff [5] or in Hopf [17]. Notice that H(K) < oo implies 7(K) < 1.

O Specialization to the optimal filtering context

The stability results stated in the following sections will in general require that for any n > 1, the nonnegative
kernel R,, is mixing, i.e. there exist a constant 0 < &, < 1, and a nonnegative measure \, € M*(E), such that

%Mmgm@mgng,

for any z € E, and any Borel subset A C E. Notice that in full generality ¢, and A\, depend on the observation
Y,, hence are random variables.

Lemma 3.9. The nonnegative linear operator R, = ¥,, Q,, on M+ (E) is a contraction under the Hilbert metric,
with Birkhoff contraction coefficient 1, :== 7(R,,) < 1. Moreover

(i) If R,, is mizing, with the possibly random constant €,,, then

1-¢2
T <

<.
14¢2

(i) If Qn is mizing, with the nonrandom constant €, then R, is also mizing, with the same constant ,, and

1—¢2
Tn < 7(Qn) < 1+€g <1.

Throughout the paper, for any integers m < n, the contraction coefficient of the product R,.., = Ry, --- R,
is denoted by Th.m := T(Rn:m) < Tn - - - Tm and by convention 7p,.n41 = Trm—1:m = 1.
Proor ofF LEMMA 3.9. It follows immediately from Lemma 3.8 that R, is a contraction under the Hilbert
metric as a nonnegative linear operator on M*(E).

If R, is mixing, then for any nonzero p,y’ € M*(E), and any Borel subset A C E

2 Bn p'(A)

. R,p(4) 1 1 R,y (A4)
" wW(E)

<enn(A) £ — == < —MN(A) £ 5 ———,
E n 2 "(E
wE) ~e en W(E) INRIA
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hence R, p and R, p' are comparable. Using equation (2) yields

d(Bnp) | d(Bn )
H(R,) =sup MRy, R i) = sup lo <log = ,
() = sup BBt B i) = sup og( | 25 1922501 < tog

where the supremum is taken over nonzero nonnegative measures. Then using Lemma 3.8 yields

1. 1-—g2
7o = 7(Rn) = tanh[ H(R,)] < tanh(log a) 14 eg <b

which ends the proof of (i).
If @), is mixing, then R, = ¥, @), is also mixing, since

! ! 1 ! !
sn/AlI/n(a:)/\n(da:)an(x,A)ga /A\Iln(ac))\n(dx),

for any x € E, and any Borel subset A C E, hence for any nonzero u,u’ € MT(E), R,p and R, i/ are
comparable, with Radon-Nikodym derivative

dRnp) o _ d@np) dQup)
d(Ry, i) (@) = d(Qn i) @) 1g,(2') > 0} < m(m) ;

for any 2’ € E, and similarly with interchanging the role of p and y'. Therefore

d(Qnp) d@up) \ _ 1

where the supremum is taken over nonzero nonnegative measures. Then using again Lemma 3.8, yields 7, =
T(Rn) < 7(Qn). O

It follows from (ii) that a sufficient condition for R, to be mixing, is that @, is mixing, but this is not a
necessary condition, as illustrated by the example below, where the Markov kernel (),, is not mixing, but the
nonnegative kernel R,, is (equivalent, in a sense to be defined below, to) a mixing kernel.

Example 3.10. Assume that po has compact support Cy C E, and that for any n > 1, the function ¥,, has
compact support C,, C FE, and the transition probability kernel @),, is defined by

Qu(z,da’) = (2m) ™™ exp{—3 |2’ — fu(2)]*} da’ = gu(z,2") A(da') ,
where the function f, is continuous, and where
Adz') = (2m)™™/? exp{-1|2'|*} da’ .
Clearly, the Markov kernel @,, is not mixing, but introducing

Ar= swp lfu@l  and A= sup e,
ze€Ch_1 z'eCp

which are both finite a.s., it holds
exp{—An_1 A, = A2} < gn(z,7') < exp{A,_1 AL}, (9)
for any x € C,,_1 and any z’ € C,,. Define
Ry(z,dz’) = Qn(z,dz") ¥, (2) ,
as usual, and

R} (z,dx’) = L€ Cui) R, (z,dz'") + Lo d Coi) U, (2') Mdz")

Yzec, y@@e)+ 1, g0 4] ¥al@) Mdz') .

RR n-° 4215



8 F. Le Gland ¢ N. Oudjane

Notice first that the sequence {u, , n > 0} defined by (1) satisfies also

R;L Hn—1
& pin-1) E) 1o
Moreover, it follows from (9) that
exp{—A, 1 Al —AZ_} / Adz') < Ry (z,A) < exp{A,_1 AL} / z') Mdz')

for any = € E, and any Borel subset A C E, i.e. the nonnegative kernel R;, is mixing. Therefore, stability and
approximation properties of the sequence {p, , n > 0} defined by (1), can be obtained directly by studying (10)
instead, which involves mixing operators.

4 Stability of nonlinear filters

In practice one has rarely access to the initial distribution of the hidden state process, hence it is important to
study the stability of the filter w.r.t. its initial condition. Moreover, the answer to this question will be useful
to study the stability of the filter w.r.t. the model.

Let p, denote the filter initialized with the correct uo, and let u, denote the filter initialized with a wrong
ph, i-e. pin = Rp.1(po) and !, = Ry (uh). We are interested in the total variation error at time n induced by
the initial error.

Theorem 4.1. Without any assumption on the nonnegative kernels, the following inequality holds

2
lttn — || < Tog3 " h(ftm—1 1) -

If in addition the nonnegative kernel R,, is mizing, then
! 2 1 !
ltn — pin |l < @ Tn:m+1 % ltm—1 — 1 |l -
Corollary 4.2. If for any k > 1, the nonnegative kernel Ry, is mizing with e, > € > 0, then convergence holds
uniformly in time, i.e.
1—¢?
1+e2°

litn — piy || < T | pm—1 — o || with T:=

€2 log3
ProoF OF THEOREM 4.1. Using (5), and the definition (8) of the Birkhoff contraction coefficient, yields

! 2 !
. . . < —— Th:
1R (1) — B (1 )” = 10 3 h(Rp:m pb, Ry ') < log3 Tnem h(l, 1) (11)

for any p,p’ € P(E). If the nonnegative kernel R,, is mixing, then using (6) yields

5 - 2
| Rnim (1) = B (W)l < g3 h(Rp:mst Bon pty Rt Bom 1)
(12)
2 bt DRty B ) < o Tt - 1= 1]
log3 ™ ’ ~ log3 MM g2,
Taking pt = pt, and p' = p, finishes the proof. O

To solve the nonlinear filtering problem, one must have a model to describe the state / observation system,
{Xn,n > 0}, {Y,,n > 1}, as presented in Section 2. The general hidden Markov model is based on the
initial condition pg, on the transition kernels @),, and on the likelihood functions ¥,,, which define the evolution
operator R, for the optimal filter u,. But, as for the initial condition, in practice one has rarely access to the
true model. In particular, the prior information on the state sequence is in general unknown and the choice of
@, is approximative. Similarly, the probabilistic relation between the observation and the state is in general
unknown and the choice of ¥,, is also approximative. As a result, instead of using the true model, it is common

INRIA



otability and Uniform Approximation of Nontinear Filters 9

to work with a wrong model, based on a wrong transition kernel @!, and a wrong likelihood function ¥/ , which
define the evolution operator R], for a wrong filter p/,.

Another situation is when the evolution operator R,, is known, but difficult to compute. For the purpose of
practical implementation, one constructs an approximate filter p, such that the evolution p],_; — pl is easy
to compute and close to the true evolution u!,_; — Rp(ul,_;)-

We are interested in bounding the global error between ), and p, induced by the local errors committed
at each time step. We suppose here that po = pg, since the problem of a wrong initialization has already
been studied above. In full generality, we assume that {u}, , n > 0} is a random sequence with values in P(E),
satisfying the following property : for any n > k& > 1 and for any bounded measurable function F' defined on

P(E)
E[F (uy,) | Yiin] = E[F(p) | Yiak] - (13)

The results stated below are based on the following decomposition of the global error into sums of local
errors transported by a sequence of normalized evolution operators R,,,

n

fy, = pin = >_[Rpekgr (1)) — R (1) Z[Rn a1 (1) — Rnktr o Re(pp—q) ] - (14)
k=1

This equation shows the close relation between the stability w.r.t. the initial condition and the stability w.r.t.
the model.
Let us consider first the case where we can estimate the local error in the sense of the Hilbert metric.

Assumption H (local error bound in the Hilbert metric) :
0 += E[A(ph, Ri(uy_1)) | Yiir] < 00 .

Remark 4.3. If the evolution of the wrong filter p), is defined by another deterministic nonnegative kernel
R, (z,d2") = Q) (z,dz’") ¥} (2'), and if

Qi (z,dz’) = qp(z,2") Mp(dz') and Q(z,dz") = qp(z,2") A\ (d2')
then a sufficient condition for Assumption H to hold is that there exist §; > 0 and ar > 0, such that

a U (2') qr(z,2")
S ACPACED

for all z,2' € E, in which case i < dj.

Theorem 4.4. If for any k > 1, Assumption H holds, then

< ay exp(dg) ,

B[ [y, = pnll | Yien ] < Tog3 ZTn e O (15)

Corollary 4.5. If for any k > 1, the nonnegative operator Ry, is mizing with €, > ¢ > 0, and Assumption H
holds with 6,? < 4, then convergence holds uniformly in time, i.e.

2
E[ || pn Yin J. 16
[ =l 1 ¥ica] < e (16)
Indeed, (16) follows from
" 1—7" 1 1+ g2 1
n—k — < = <.
T 1-7 —1—-71 2e2 — g2

k=1

ProOOF OF THEOREM 4.4. Using the decomposition (14), the triangle inequality, and estimate (11), yields

Ity = gl <D N Rskr (1h) — Rrnskr © Rie(ptj_y) || <
k=1

10g3 ZTn1k+1 h(l“;{:’Rk(lu’;c—l)) .
k=1

Taking conditional expectation w.r.t. the observations and using (13), yields (15). O
Let us consider next the case where we can estimate the local error in the sense of the total variation norm

0 ¥ = El [k — Ri(pr—)Il | Y1 ] < 2.

RR n-° 4215



10 F. Le Gland ¢ N. Oudjane

Theorem 4.6. If for any k > 1, the nonnegative operator Ry, is mizing, then

B[ [|pn — pnll [ Yiin ] <0, + Tnsk42 (17)
" " log3 " €341

Corollary 4.7. If for any k > 1, the nonnegative operator Ry, is mizing with g, > & > 0, and 8V < §, then
convergence holds uniformly in time, i.e.

2

E 1 Yim] < (1 4+ ———=)6.
i = Bl | Yin] < (14 o)
PrROOF OF THEOREM 4.6. The decomposition (14) is written as
n—1
f = = [, = Ra(y_1) 1+ D[ Roskeyr (i) = Ruer © Ri(tje—1) 1 (18)
k=1
hence using the triangle inequality and estimate (12), yields
n—1
ity = il < Nty = Rty )l + Y 1 Rskrr (1) — Rrnckr © Ry
k=1
2 K 1
< b — Ro(pl_ )l + —= Tniky2 —5— |l — Bir(ptp_y)|l -
n n log 3 ; €ri1
Taking conditional expectation w.r.t. the observations and using (13), yields(17). O

Let us consider finally the case where we can only estimate the local error in the weak sense

5 = ¢~T|§ﬁ—1]E[| (i, = Bi(pi1),9) | | Y] < 2.

This typically happens if the approximate filter y}, is an empirical probability distribution associated with
Ry (u),_,) : in this case, bounding the local error requires to use the law of large numbers, which can only provide
estimates in the weak sense. However, if the nonnegative kernel Ry, is dominated, then using Lemma 3.5, the
local error transported by Ri4; can be bounded in total variation with the same precision 6,?’ as in the weak
sense.

Theorem 4.8. If for any k > 1, the nonnegative operator Ry, is mixing, then

! W 6W 1 4 niz 52:N
sup  E[| (pn — pr, O) | | Y1n ] <0y +2 755+ —2 > Tuk4s 5——5— - (19)
oilloll=t " e2 ' log3 & T el ety

Corollary 4.9. If for any k > 1, the nonnegative operator Ry is mizing with e, > € > 0, and §}¥ < §, then
convergence holds uniformly in time, i.e.

2 4
sup  E[| (pn = pn, @) | | Y1in ] < (14 5 + )6 .

9:llgll=1 e? e log3

PRrROOF OF THEOREM 4.8. Using the decomposition (18) and the triangle inequality, yields

|t = pns Y| < [ty = Bt —1)5 0) |

n—1 (20)
+ D | Ruekgr (1) = Ruekar © Re(phy) || I -

k=1

For any 1 < k < n — 2, using estimate (12) yields

|Rnks1(pr) — Ruskgr 0 Re(py_1) | = | Rnkg © Riqr () — Rncky2 © Riyr 0 R (g _y) ||
2 ! |Ret1(pr) — R Ri(p_) |l
— T —_ — o .
log 3 n:k+3 5%+2 k+1 Mg k+1 k\Mp—1

INRIA
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For any 1 < k < n — 1, using estimate (4) yields

| Rit1 (g — Rie(pg—1) |l
(Rrt1 p,)(E) ’

| Rk+1(,lt2,) - Rk+1 o Rk(ﬂ;c—l) <2

and the mixing property yields

(Ri1 i) (E) > g1 Apg1(E) -

Taking conditional expectation w.r.t. the observations, using estimate (7) with K = Ryt1, p = Ri(ph_,)s
p' = pj, and F =Y.y, and using (13), yields

_ Mear (E _
Bl B (s — Bl ) 1 Vi) < 2B up B — Rey).0) || Vi)
Ekt+1  ¢:|lgll=1
S Ak"t‘l (E) 6I¥V .
Ek41
Combining these estimates yields
D ! D D, ! 6kW
B[ || Rp41 (k) — Brt1 0 Bi(pi—1) | | Yiin] £2 53— .
€ht+1
Finally, taking conditional expectation w.r.t. the observations in (20), yields (19). O

5 Uniform convergence of interacting particle filters

In this section and in the next section, we consider again the framework introduced in Section 4, but now
the wrong model is chosen deliberately, such that the wrong filter can easily be computed, and remains close
to the optimal filter. More specifically, we are interested in particle methods to approximate numerically
the optimal filter, and we provide estimates of the approximation error. The idea common to all particle
filters is to generate an N—sample (§}L|n_1, S ﬁn_l) of i.i.d. random variables, called a particle system, with

common probability distribution Q,, uYY_;, where p¥_; is an approximation of y,—1, and to use the corresponding
empirical probability distribution

1 N
Hnin-1 = 7 > :551' ;
i=1

n|n—1

as an approximation of fi,|,—1 = Qn ptn—1- The method is very easy to implement, even in high dimensional
problems, since it is sufficient in principle to simulate independent samples of the hidden state sequence. A major
and earliest contribution in this field was made by Gordon, Salmond and Smith [15], which proposed to use
sampling / importance resampling (SIR) techniques in the correction step : the positive effect of the resampling
step is to automatically select particles with larger values of the likelihood function, i.e. to concentrate particles
in regions of interest of the state space. A very complete account of the currently available mathematical results
can be found in the survey paper by Del Moral and Miclo [11]. Theoretical and practical aspects can be found
in the volume edited by Doucet, de Freitas and Gordon [14].

Throughout the paper, SV (u) is a shorthand notation for the empirical probability distribution of an N—
sample with probability distribution g, i.e.

N
SN(u) = % Z%i with (€4, &) idd. ~ p.
=1

Lemma 5.1. For any p € P(E)

sup B (SN (1) — p, ¢) | <
¢:l¢ll=1

g-

RR n -~ 4215



12 F. Le Gland ¢ N. Oudjane

ProoF. It holds
1L
(SN (1) — p, ¢) = N D b)) = (1 8)]
i=1
hence

EI(S™ (1)~ ) P = + [(16%) — (0] < 1 67 . O

Remark 5.2. If in addition ¢ and y are F-measurable r.v.’s, and if conditionally w.r.t. F the r.v.’s (¢!, --- , &)
are i.i.d. with (conditional) probability distribution y, then the same estimate holds for conditional expectation
wrt. F,ie.

B[ (SN () — 1, 8) | | 7] < %N 1l - (21)

To approximate the posterior probability distribution A - g, it follows immediately from Lemma 5.1, and
using estimate (3), that

N sup A(x)
E[(A-SN(u) — A - 9 g 87 (1) — p A ) 2 seE .
T A PN 7 A 7% VRV, TRy

However, it is usually difficult to have a reliable lower bound for the denominator {u,A), and the following
procedure, classical in sequential analysis, can be used instead.

Lemma 5.3. Let p € P(E), and let A be a nonnegative bounded measurable function defined on E, such that
{(u,A) > 0. For any 6 > 0, define the stopping time

N
T =inf{N : 6° > A(¢') > sup A(z)} with (€Y, &N o) did. ~ p.
i—1 z€EE

Then

sup E[(A-ST(u) —A-p,¢)| <26V1+62.
o:||¢ll=1

Moreover, the expected number of particles required to obtain an error of order O(6), is of order O(1/52), i.e.

sup A(z)
where p = %

The method proposed here to approximate the posterior probability distribution A - g is somehow inter-
mediate, between the classical importance sampling method, which uses a fixed number of random variables,
and the acceptance / rejection method, which requires a random number of random variables. In Lemma 5.3,
the number of random variables generated is random as in the acceptance / rejection method, but there is no
rejection, since all the random variables generated are explicitly used in the approximation, as in the importance
sampling method.

ProoF oF LEMMA 5.3. Notice first that a.s.

1L
% 2 AE) — (ma) >0,
=1

as N 1 oo, hence the stopping time 7 is a.s. finite. Using estimate (3), yields

(SN (p) — A )

INRIA



otability and Uniform Approximation of Nontinear Filters

and we define the ratio

R (SN —pAg) _ My
v (SN (), A) Dy’

where
My =Y [AE)(E) -~ (mAH)]  and Dy =3I A®E).

The sequence {My , N > 1}isa {Fy, N > 1}-martingale, where Fy = o (&', ,&N), and let M3 = Vy+ M4y
be the Doob decomposition of the submartingale {M%, N > 1}, where the sequence {MAy, N > 1} is a
martingale, and

Vv =Y E[(AM;)? | Fica] = N[{p, A6 ) — (1, A$)* T < N [|6]° A, A)

i=1

where A = sup A(z). By definition of the stopping time 7', it holds
zelR

A

A
7 <Dr=Dra+AE") < 5 +A=5(1+6),

A
62 52
which yields
52
|Br| < M .
The Cauchy—Schwartz inequality yields

52 52 52
ERr| < - ElMr| < S (BIM3)Y? = S (E[Ve) + EIM; )2
The optional stopping theorem yields
E[M7] =0 and E[Vr] < [|g]* A (u, A) E[T] .

The Wald identity yields

| >

(:u‘: A) E[T] = E[DT] < (1 + 52) ’

2

(=)

hence
E|Rr| < ||¢]| 6 V/1+ 02 and 5% <ET] < 5% Vitor. O

Remark 5.4. Ifin addition ¢ and p are F-measurabler.v.’s, and if conditionally w.r.t. F the r.v.’s (¢',--- &N, -.+)
are i.i.d. with (conditional) probability distribution u, then the same estimate holds for conditional expectation
wrt. F, ie.

E[|(A-ST(u) —A-p,8)| [ F] <26 V146 ||gll (22)
and

p p
5 SET [T <5 (1+07).

O Interacting particle filter

Let uY denote the interacting particle filter (IPF) approximation of y,. The transition from pl¥ ; to pb is
described by the following diagram

fn—y —————— tpny = S (Qn ) ————— iy =T iy -

sampled correction

prediction
In practice, the particle approximation uﬁﬂ o1 18 completely characterized by the particle system (§}L|n_1, - ,5% ne1)>
and the transition from (f};\n—p e ,fﬁn_l) to (fylwrunv e T]Xf-lln) consists of the following three steps.

RR n " 4215



14 F. Le Gland ¢ N. Oudjane

(i) Correction : for all i =1,---, N, compute the weight
1

wil. = C_ \Iln( :z|n—1) ’
n

with the normalization constant

C"_ZlI’ n|n1

Then set

_‘I‘n iu'n|n 1—2&)

n\n 1

(ii) Resampling : independently for all i = 1,--- , N, generate a r.v. £&& ~ pX.

(iii) Prediction : independently for all = 1,--- , N, generate a r.v. §;+1|n ~ Qunt+1(€L,-). Then set

N

1

N — R
,u'n+1|n (Qn—i—l Ju’n N § 1: n+1‘n

The resampling step (ii) requires to generate random variables according to the weighted discrete probability
distribution g, which can be easily implemented.

First we check that the IPF satisfies (13). Indeed, for any n > k > 1 and for any bounded measurable
function F' defined on P(E)

B[F (i ) | Yiin] = E[F (g ) | Yiie] -

Remark 5.5. Notice that the weights {w],---,wN} are not well defined in the particular case where the
normalization constant ¢, is zero. Hence Del Moral and Jacod [10] propose to reinitialize the particles to a
single arbitrary point of the state space whenever ¢, is zero, and they study the behavior of the resulting particle
system. Obvously, this problem cannot happen if the likelihood function ¥, is positive. By construction, the
sequential particle filter defined at the end of this section does not run into this problem.

Remark 5.6. If the nonnegative operator R,, is mixing, then

inf "\Iln:f nE>2nn—E:2 _\I’n
uelfrP}(E)<Q #y ¥n) HGICIP}(E)(R W(E) 2 &, (Rn pn-1)(E) = &, </1’n\n 1, ¥n),

hence a.s.

i f n 7\I’n >07
”elg(E)@ TR\ 2%

in view of Remark 2.1.
Without loss of generality, it is assumed that the likelihood function is bounded.

Assumption L :

sup Uy (z) < 00 .
z€E

If Assumption L holds, and if for any k£ > 1, the nonnegative operator Ry, is mixing, then the following notation
is introduced

sup Wx(2)

zeE

Pk = . )
f )\
uelfrr}(E)(Qk w, ¥g)

and in view of Remark 5.6, pj. is a.s. finite.
INRIA
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Theorem 5.7. If for any k > 1, Assumption L holds, and the nonnegative operator Ry, is mixing, then the IPF
estimator satisfies

N w0, 4 f oW
sup ]E[|</J/n—/t 7¢)||}/17l]s(5 +2n_—+_ Tn:k+37;
6: lol=1 " " en  log3 = €h 2 €t

where for any k> 1

1
W< —_9 k-
Remark 5.8. If the transition kernel @),,11 is dominated, i.e. Q,+1(z,-) is absolutely continuous w.r.t. Ap,41 €
M*(E), with density g¢n+1(z,-) bounded by c¢,41, for any x € E, then convergence in the weak sense of the
particle filter can be used to prove convergence in total variation of the particle predictor. Indeed, using
Lemma 3.5 yields

E[lltns1in = Qu1 i || | Yicn] < Cagr Angr (B) 5 up E[| (n — 17,9 || Yiin]
: =1

where both fi,, 41, and Qpn11 uXN are absolutely continuous w.r.t. A,y1, and

d(Qn—H Hﬁ) no_ N N ; .
dAn+1 (CL' ) - ;wz Qn+1 (€n|n—17x ) )

for any z’' € E, which can be easily computed.

Remark 5.9. In general, it is not realistic to assume that the r.v. p; is a.s. bounded, hence it seems difficult
to guarantee that convergence holds uniformly in time, for a given observation sequence. On the other hand,
averaging over observation sequences makes it possible to obtain convergence uniformly in time, under more
realistic assumptions. Indeed, if for any k > 1, the nonnegative operator Ry is mixing with nonrandom &, and
E[px] is finite, then

bny 4 22 Sk
sup  E|(un — pl, 9| < 6n+2—— + Tnik43 55— »
oillgl=r " "7 el log3 ; T e i

where for any £k > 1

5 = Ejg)Y) < %Nm[pk] .

Remark 5.10. Notice that, if the nonnegative operator Ry, is mixing, then

s S S
(e, ) = = S G, W)
and it follows from Remark 2.2 that
sup ¥y (x)
A m Vi) = /F[jgg ge(x,9)] X (dy)

hence a necessary and sufficient condition for E[p] to be finite, is

[sup gk (2,9)] A, (dy) < oo .
F z€FE
Corollary 5.11. If for any k > 1, the nonnegative operator Ry, is mizing with e, > ¢ > 0 and nonrandom e,
and Elpg] < p, then convergence, averaged over observation sequences, holds uniformly in time, i.e.
2 4
)d,

Bl (n —pd,0) | < (1+ =
¢T|1;ﬁ):1 |<lu’n Mn7¢>|—( +€2+€6 10g3

with

3=
[\
)
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16 F. Le Gland ¢ N. Oudjane

PRrROOF OF THEOREM 5.7. It is sufficient to bound the local error (SXV in the weak sense, and to apply
Theorem 4.8. Using estimate (3) yields

Ker — Re(ue_q)s 8| = (@ - (SN (Qr pr-1)) — Vi - (Qk 1), ¢) |
< | <SN(Qk :u‘kN—l) — Qk ﬂkN—la Uy 9) |
B (Qrpp_1, V) (23)

[(SN(Qr i) — Qi 1, V) |
(Qr pf 1, ¥)

for any bounded measurable test function ¢ defined on E. By definition

N W) > inf A
(Qr pr—1> V) _uelg(E)@k'u’ k)

+

4l ,

Using estimate (21) with ¥y, ¢ instead of ¢, u = Qr pY |, and F = o(Yi., pY_,), yields
1
E{[(SY (Qk ti-1) = Qk =1, Pk O) | | Yik s pii—1] < —= [|6]| sup Ty (z) . O
N z€eFE

In the proof of Theorem 5.7, if we use (S™(Q piY_,), ) instead of (Qx puly_,, V) as the denominator in
equation (23), we see that, for the local error to be small, the empirical mean of the likelihood function over
the predicted particle system should be large enough. This theoretical argument is also supported by numerical
evidence, in cases where the likelihood function is localized in a small region of the state space (which typically
arises when measurements are accurate). Indeed, such a region can be so small that it does not contain enough
points of the predicted particle system, which automatically results in a small value of the predicted empirical
mean of the likelihood function. This phenomenon is called degeneracy of particle weights and is a known cause
of divergence of particle filters. To solve this degeneracy problem, one idea is to add a regularization step to
the algorithm : the resulting filters, called regularized particle filters (RPF) are studied in the next section.
Another idea is to control the predicted empirical mean

N

<SN(Qk chv—1):‘1'k) = % Z‘I’k(flic\kq) )

=1

by using an adaptive number of particles. To guarantee a local error of order dj, independently of any lower
bound assumption on the likelihood function, we choose a random number of particles

N
Ni :=inf{N : (5,2c lelk(flilk_l) > sgg@k(x)} , (24)

i=1
that will automatically fit the difficult case of localized likelihood functions : the resulting filter, called sequential
particle filter (SPF) is studied below.
O Sequential particle filter

Let pp~ denote the sequential particle filter (SPF) approximation of p,,. The transition from ,ugfil to pl is
described by the following diagram

Np_ N, _ aN, Nn_— Nn _ Nn
Hplit —————— Hpjn—1 = ST (Qnpin 7)) ———— pi =V Fln—1 -
sequential correction
sampled
prediction
In practice, the particle approximation /‘gfn—l is completely characterized by the particle system (5711| no1>" " & ﬁ’;_l),
and the transition from (§}L‘n_1, e ,571:‘{;_1) to (§}H_1‘n, S TJ:]_Hlln) consists of the following four steps.

INRIA
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(i) Correction : for all i =1,---, N,,, compute the weight

wn:am (n|n 1)’
with the normalization constant
N,
Cn = Z lII"( :L|n—1) .
=1

Then set

uﬁn :\Iln.'ugﬂl_l an5 i

n|n—1
(ii) Resampling : independently for all i = 1,--- , N,-- -, generate a r.v. £ ~ plV».
(iii) Prediction : independently for all i =1,--- ,N,---, generate a r.v. §n+1‘n Qni1(EL,).

(iv) Stopping rule : define the stopping time

N
Npt1 = inf{N : &, Z‘I’n-i-l n+1\n) 2 SUP Vnpr(z)},
i=1
and set
1 Npg1
Nnt1 :SN"+1 Nny — .
1u’n+1|n (Qn+1 M, ) Nn+1 :H—l\n .

=1

Exactly as for the IPF, the resampling step (ii) requires to generate random variables according to the weighted
discrete probability distribution p», which can be easily implemented. Notice that a.s.

as N 71 oo, and if the nonnegative operator R,, is mixing, then (@, pﬁj[l, ¥,) > 0in view of Remark 5.6, hence
the stopping time N, is a.s. finite. Moreover, the normalization constant ¢, is positive, since

cn—Z\I! n|n 1) 62 sup ¥,(z) >0.

First we check that the SPF satisfies (13). Indeed, for any n > k > 1 and for any bounded measurable
function F defined on P(E)

E[F (") | Yiin] = E[F(up*) | Yix] -

The following theorem shows that using a random number of particles allows to control the local error
independently of any lower bound assumption on the likelihood functions. The counterpart is that the compu-
tational time of the resulting algorithm is random, and that the expected number of particles does depend on
the integrated lower bounds of the likelihood functions.

Theorem 5.12. If for any k > 1, the nonnegative operator Ry is mizing, and the random number Ny of
particles is defined as in (24), then the following inequality holds

N W o0 4 22 W
sup  E[[{pn — pn™ 9} | | Yi:n] <6,y +275- + Tnik+3 5 ——5— »
pillgl=t " en  log3 T efiacin

where for any k> 1

&Y < 268,4/1+62,

and

5 SEIV | Yia < 5 (140
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18 F. Le Gland ¢ N. Oudjane

Corollary 5.13. If for any k > 1, the nonnegative operator Ry is mizing with e > ¢ > 0, and the random
number Ny, of particles is defined as in (24) with 6 < 08, then convergence holds uniformly in time, i.e.

2 4
E| — Ve Vil <(1+ 5 4+ ——)26/1+82.
¢:T|3ﬁ=1 [[{ptn — ™ 0) | | Yin ] < ( tata 10g3) +

PrOOF OF THEOREM 5.12. It is sufficient to bound the local error 5kw in the weak sense, and to apply
Theorem 4.8. Since Ry is mixing, (Q pkN_’“f, U;) > 0 in view of Remark 5.6. Using estimate (22) with A = ¥y,
0= Qx ,uiv_’“f and F = (Y1, ukN_’“Il) yields

E[| (b — Ri(pn "), &) | | Yo s sy ]
= E[|(Tg - S™ (Qrpn 1Y) — Wi (Qr prn*7V), D) | | Yook, 1t ]

< 20,/1+02 4. O

In this section, we have proved that the IPF and its sequential variant converge uniformly in time under
the mixing assumption. This theoretical argument is also supported by numerical evidence, e.g. in extreme
cases where the hidden state sequence satisfies a noise—free state equation. Indeed, because multiple copies are
produced after each resampling step, the diversity of the particle system can only decrease along the time in
such cases, and the particle system ultimately concentrates on a few points, if not a single point, of the state
space. This phenomenon is called degeneracy of particle locations and is another known cause of divergence of
particle filters. To solve this degeneracy problem, and also the problem of degeneracy of particle weights already
mentionned, we have proposed in Musso and Oudjane [23] to add a regularization step in the algorithm, so as
to guarantee the diversity of the particle system along the time : the resulting filters, called regularized particle
filters (RPF), are studied in the next section under the same mixing assumption.

6 Uniform convergence of regularized particle filters

The main idea consists in changing the discrete approximation )Y for an absolutely continuous approximation,
with the effect that in the resampling step N random variables are generated according to an absolutely con-
tinuous distribution, hence producing a new particle system with N different particle locations. In doing this,
we implicitly assume that the hidden state sequence takes values in a Euclidean space E = R™, and that the
optimal filter p, has a smooth density w.r.t. the Lebesgue measure, which is the case in most applications.
From the theoretical point of view, this additional assumption allows to obtain strong approximations of the
optimal filter, in total variation or in the LP sense for any p > 1. In practice, this provides approximate filters
which are much more stable along the time than the IPF.

To obtain an absolutely continuous approximation is achieved by adding a regularization step in the algo-
rithm, using a kernel method, classical in density estimation. If the regularization occurs before the correction
by the likelihood function, we obtain the pre-regularized particle filter, the numerical analysis of which has been
done in Le Gland, Musso and Oudjane [22], in the general case without the mixing assumption. An improved
version of the pre-regularized particle filter, called the kernel filter, is proposed in Hiirzeler and Kiinsch [18]. If
the regularization occurs after the correction by the likelihood function, we obtain the post-regularized particle
filter, which has been proposed in Musso and Oudjane [23] and in Oudjane and Musso [25] and compared with
the IPF in some classical tracking problems, such as bearing—only tracking, or range and bearing tracking with
multiple dynamical model.

The following notations and definitions will be used below. For any pu € P(E), define

19 =1 [ [ u(da) 1/
E
and if p is absolutely continuous w.r.t. the Lebesgue measure on E, with density f = cdl_u’ define
x

10 =100 = [ o™ f@y a0 wd I =I5 = [ Vi@)de.
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From the multidimensional Carlson inequality, see Lemma 7 in Holmstrom and Klemeld [16], there exists a
universal constant A,, such that, for any absolutely continuous u € P(E)

Ty < A (1G)™” (25)

du
hence J ( ) is finite if I(y) is finite.
Let the regularization kernel K be a symmetric probability density on £ = R™, such that

/K(x)dle, /mK(m)dsz and /|a:|2 z)dzr < 00 .
E E

Assume also that the regularization kernel K is square—integrable, i.e.
B:= [/ K*(z)dz]"? < o
E

2

K
and that the symmetric probability density L := 7 satisfies

= = [/ |2|™ ! L(z) dz V™ < o0 .

For any bandwidth h > 0, define the rescaled kernel

for any z € E.

Definition 6.1. For any u € M™'(E), the nonnegative measure Ky x p is absolutely continuous w.r.t. the
Lebesgue measure, with density

AKn * 1) h*'u /Khz—a: p(dz')

where x denotes the convolution operator.

Notice that convolution by K}, preserves the total mass, i.e. Kp, * u(E) = u(E) for any p € M*(E), hence
K}, x i is the normalized nonnegative measure (i.e. probability distribution) associated with the unnormalized
nonnegative measure Kp, * . Moreover, Kp, * p approximates g in the following sense.

d
Lemma 6.2. Let p € MT(E) be absolutely continuous w.r.t. the Lebesgue measure, with density d_M € Wi,
x

Then
d
1K= pl < ah?| Lo
T

The proof for the one dimensional case can be found in Silverman [27] or Devroye [13], and for the multidi-
mensional case in Raviart [26] or Holmstrém and Klemel4 [16].

Given a sample (£!,---,&N) from an unknown probability distribution p € P(FE) with a smooth density,
and given a positive function A which can be evaluated at any point of E, we are interested in approximat-
ing the projective product A - g by a probability distribution with a smooth density. By construction, the
approximation error can be estimated in a strong sense such as the total variation. Of course, more sample
points are needed to approximate a whole density, than are needed to simply approximate moments, as in the
weak sense approximation. Typically, the sample size depends on the dimension, which is the usual curse of
dimensionality. However, getting an approximation of the whole density is usually worth the effort, as it allows
to get meaningful information, e.g. confidence regions.

The classical density estimation theory, see e.g. [27] for the L? theory and [13] for the L' theory, has
extensively studied the problem of estimating p alone, which reduces to our problem in the particular case
where A is constant. The solution consists in regularizing the empirical probability distribution associated with
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the sample and provides kernel-type estimators K S™ (). Minimization of the mean errors E|| Ky, * S™ () — |
or E||Kp x SN () — pl|3, in the L' or L? sense, over the bandwidth h and the regularization kernel K has also
been studied. Similarly, in our more general setting, we propose two kinds of estimators for A - p : the pre—
regularized estimator A - (Kj, x SN (u)) where the regularization occurs before the correction by A, and the
post-regularized estimator K x (A - SV (u)) where the regularization occurs after the correction by A. We
immediately see that the pre-regularized estimator consists in applying the correction by A to the classical
density estimator K} * SV(u) and that both estimators reduce to the classical density estimator when A is
constant. Consequently, we will focus below on estimating the mean error for the post—regularized estimator,
and results for the pre-regularized estimator will follow immediately. In Proposition 6.3, we consider the mean
error between the unnormalized nonnegative measures K, * (A S (1)) and A p. In the general case, the error
between the corresponding probability distributions Kj * (A - SV(u)) and A - g will then be derived using
estimate (4), but in some particular cases we may derive some sharper bounds. In what follows, we only state
some bounds without trying to optimize over the bandwidth A or the regularization kernel K.

d
Proposition 6.3. Let u € P(E) be absolutely continuous w.r.t. the Lebesgue measure, with density d_,u e Wt
z

and let A be a nonnegative bounded measurable function defined on E, with bounded derivatives up to order two.
Then

dp
sup  E[(Kp, * (ASN () — Ap, )| < — UPA( )+ ah®[A="la .
6 lll=1 \/_ dx

If in addition I(p) is finite, then
,BAm /2 2
I(p) +h~y)™* sup A(z) + ah
e L) +h) sup (z)

The proof is based on the following decomposition of the error into variation and bias errors

El| Ky + (ASY (n) = Apl <

Knx(ASN(u) —Ap=Kpx(ASN(u)) —Kp+(Ap) + Kps (Ap)—Ap.

Under the assumptions, the nonnegative measure A y is absolutely continuous w.r.t. the Lebesgue measure, with

d
density A ﬁ € W', such that

|A dﬂ|21 < sup |AU|21

vewat [ullz1

|| ||21 ;

and Lemma, 6.2 can be used to bound the bias error. The following lemma is used to bound the variation error.

Lemma 6.4. Let y € P(E), and let A be a nonnegative bounded measurable function defined on E. Then

su ENEK;, « (A SN — K x (A 1
o)1 (K * (AS™ (1) = K (Ap), 9)] < \/_

If in addition I(p) is finite, then

upA( ) -

BAn_ (1) + )™ sup A(z) -

B\ Ky + (ASN () — K x (Ap)|| < VNRm z€E

ProoF OF LEMMA 6.4. Using Lemma 5.1 yields

E|(Kn * (A SN (1)) = Knx (Ap), ) | E|(S™ (1) =, A (Kn * 9)) |

< \/% IA (K % )| < LN 161 sup A(e)

for any bounded measurable test function ¢ defined on E, which proves the estimate in the weak sense.
The proof of the estimate in total variation is classical. By definition

1 Kh % (A SN () — K x (A )| = /E fi (z) = fa(2)| dz
INRIA
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where
% N
N) = d(K (ajzxms (1) ZKN—&’ &),
fule) = A /Khx—x 2') p(da’)

and it follows from the proof of Lemma 5.1 that

EfY @) - fa@)] < %N[ /E K3 (e — o) A2 (2! (') | /2

IA

[ /E Lz — o) p(da’) /2 sup A(z) ,

zeFE

B
VNh™

KZ 2
where the symmetric probability density L = 7 satisfies K7 = ﬂ— L. Therefore

hm

B
VN

d(L * ,u)) sup A(z) .

E|| Ky, * (ASN(n)) — Kp x (Ap)|| < d
L z€EE

J(
Using the Minkowski inequality yields

Wae) = U [+ bl D p(as!) du]/ e

IN

N e T A P e
E E

IA

I(p) +hI(L),
and using estimate (25) yields

d(Lyp, * p)

E0) < A (I(En o+ i)™ < A (L) +hy)™? . O

J(
Remark 6.5. If the probability distribution g is absolutely continuous w.r.t. the Lebesgue measure, with
probability density f, then the following more precise bound holds

d(Lp * p)

I dzx

) =J(Lnx ) <JI()+ (| Ln* = 1I)

where J(|Ly, * f — f|) goes to zero when h | 0, see Proposition 8 in Holmstrom and Klemels [16].

Remark 6.6. If in addition ¢, A and p are F-measurable r.v.’s, and if conditionally w.r.t. F the r.v.’s
(€Y,--+ &N are i.i.d. with (conditional) probability distribution yu, then the same estimates hold for condi-
tional expectation w.r.t. F, i.e.

LK« (A SV () = s, ) |91 < [ sup AG@) + 0 A ] o] (20)

and

B[ Kn * (A SN (w) — Apll | 5] < (I(n) + hy)™? sup A(z) + ah?

V hm rxeE

(27)
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O Pre-regularized particle filter

Let pY*" denote the pre-regularized particle filter (pre-RPF) approximation of p,,. The transition from plY_;
to pX" is described by the following diagram

N N,h . N _
N s = SN (Qu ) s UV = W (K )
sampled pre—regularized
prediction correction
In practice, the particle approximation ,u | ", is completely characterized by the particle system {fnln PPEEE {ﬁn_l }
and the transition from {{n‘n AT n|n—1} to {£n+1|n, - n+1|n} consists of the following three steps.
(i) Correction : set
1 XN
N,h N,h i
pn " (dz) = (U - (Kp * o, ))(d) = — D V(@) Kn(z = &yjppy) da
™ oi=1

with the normalization constant
cn_Z/ z) Kp(z — n|n 1 dm—Z/ nln_l—i—hu)K(u)du.

(i) Resampling : independently for all i = 1,--- , N, generate a r.v. £ ~ plV:"

(iii) Prediction : independently for all i = 1,--- , N, generate & Hln ™ Qn+1(&, ). Then set

N
1
N.h N
i =5 (@np1 " =N Z n+1|n :
-1

The resampling step (ii) requires to generate random variables according to a complex probability distribution
known up to a normalization constant, which can be done with a rejection algorithm, see Devroye [12], or with
the more efficient local rejection algorithm, see Hiirzeler and Kiinsch [18], if the kernel K has compact support.
In any case, the implementation is less straightforward than for the IPF.

First we check that the pre-RPF satisfies (13). Indeed, for any n > k > 1 and for any bounded measurable
function F' defined on P(E)

E[F (g ") | Yin] = E[F (") | Yia] -

Assumption R (regularity of the Markov kernel) : For any u € P(FE), the probability distribution Q p is
absolutely continuous w.r.t. the Lebesgue measure, with density in W?2!, and
dx

D, =
REP(E)

1 <00

)

Remark 6.7. Assumption R is equivalent to suppose that for any = € E, the probability distribution Qg(z,-)
is absolutely continuous w.r.t. the Lebesgue measure, with density g (z,-) in W21 such that

Dy, = sup |gr(z,)]|2,1 < 00 .
zeFE

Assumption M (existence of moments) :

Iy = sup I(Qrp) < oo
REP(E)
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Remark 6.8. Assumption M is equivalent to suppose that
I = sup[/ &/ "+ Qu (, da’) ]/ < oo
z€EE JE

Alternatively, if the Markov kernel @ is mixing, and I(j;—1) is finite, then

1
I < g/THI(MkUc—l) <oo.
k

Theorem 6.9. If for any k > 1, Assumptions L and R hold, and the nonnegative operator Ry is mixing, then
the pre—-RPF estimator satisfies

Noh w0, 4 f 5
sup EH(:“‘ _)u‘nyad))HY'll ]Sén +2 o= + Tn:k+3 5 5 »
gilloll=t " ez log3 &M el e

where for any k> 1

1

If in addition for any k > 1, Assumption M holds, then

N,h TV 2 = 6EV
E — N Y 1< 8 - § )
[lgen —pn "l | Yin ] < 6,0 + log3 kZITn.k+2 2.,

where for any k> 1

BAm
VNRh™

The convergence result stated in Theorem 6.9 would still hold with a time dependent bandwidth, and with
a time dependent number of particles.
PROOF OF THEOREM 6.9. To prove the estimate in the weak sense, it is sufficient to bound the local error
5kw in the weak sense, and to apply Theorem 4.8. Using estimate (3) yields

5TV <[ (It + hy)™ + ah’ Dy 2 .

[n ™ = Re(up ), 0y | = | (- (Kp % SN Qi prp %)) — Uk - (Qr 1y ), 0) |
| (Kn* SN (Qr i ") — Qu iyt ¥r ¢) |
<Qk /[]I‘;V_Jia ‘Ilk >

. | (Kp % SN(Qr ") — Qi s, W) |
<Qk )ui;v_”;; lI’k )

for any bounded measurable test function ¢ defined on E. By definition

N,h .
R g,y > inf T, .
(Qr pr7s k)_#elirr}(E)«ng; k)

Il

Using estimate (26) with A =1, p = Qy ukN_”; and F=o(Y1., ukN_”;), yields
B |(Kn * SN (Qr 1yy) = Qr g2 Wk 8 | | Yk, i3]

d N,h
[L+ah2| (Qkﬂk_1)
dx

N l21] 1% ¢l

IA

[+l Dl ] sup Wa(o)
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To prove the estimate in total variation, it is sufficient to bound the local error 6,?" in total variation, and
to apply Theorem 4.6. Using estimate (4) yields

Ih = R (™) = 195 - (Kn o+ SN (Qr pia™)) — ®p - (Qr )|
sup ¥y ()
< 28 K, x SN (Qu ) — Q|

(Qr pui" W)

Using estimate (27) with A =1, p = Qy ,ufcv_”; and F=o(Y1., ,ufcv_”;), yields

EIKn * SN (Qr ") — Qu i 1| Vi, ]

B Am Nh m d(Qr pp ™)
< = LQum2y) +h)™? 4+ ah? | ===
B Am 2 2
I + hy)™? + ah? D), . O
< Nhm ( k 7) k

In the pre-RPF, the correction is applied directly to a regularized probability distribution, hence each point
in the support of the regularized density is updated, and in principle the degeneracy of particle weights which
occurs when the correction is applied to a discrete probability distribution, as in the IPF, is now avoided. This
intuition is supported by numerical evidence, and by the following theorem, which shows that it is possible to
control the local error, averaged over observation sequences, independently of any lower bound assumption on
the likelihood functions (notice that the a.s. bounds of Theorem 6.9 still depend on the integrated lower bounds
of the likelihood functions).

Theorem 6.10. If for any k > 1, Assumptions R and M hold, and the nonnegative operator Ry, is mixing with
nonrandom €y, then the pre—-RPF estimator satisfies

n—1

2 Ok
Ellpn — )" 00+ ——= ) Toiks2 55—
" " log3 ; =

where for any k > 1

2 BAm

I + h~y)™/? h?> Dy .
= e (et )™+ ach® Dy

Corollary 6.11. If for any k > 1, the nonnegative operator Ry, is mixing with €, > € > 0 and nonrandom
€, and Assumptions R and M hold with Dy, < D and I < I, then convergence, averaged over observation
sequences, holds uniformly in time, i.e.

Bl pn — |l < (14 )8,

et log3
with

B Am
VNR™

Both the SPF, see Theorem 5.12, and the pre-RPF allow to bound the error independently of any lower
bound assumption on the likelihood functions, and the computational time of both algorithms is random (recall
that a rejection is needed in the resampling step (ii) of the pre-RPF).

PROOF OF THEOREM 6.10. It is sufficient to bound the local error E[§]"V] in total variation, averaged over
observation sequences, and to apply Theorem 4.6. Using the mixing property of the nonnegative operator Ry
yields

2
i< 51 (I+hy)™?+ah®>D] .

(Qr it Wk) > €3 (Qr pi—1, Ur) = €} (je—1, Ti)
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with nonrandom &y, hence using inequality (4) yields

N,h D m/i:(aj) 2 / Ik(m)
”/"’k k( k— 1)“ <Qk kN”i, Wk) |,u/k|( ) = Ei < k|k—17‘1"k> |/1fk|( )

where
pr, = Kn + SN (Qr ) — Qs
It follows from Remark 2.2 that

Uy (z) U (z)
———— | Vi ) ) E ————— Y] =1 )
<Mk|k—1,‘1’k>| ket uklk ! 'uk il= [<Mk\k—1,‘1'k)| 1okt ]
hence
Bl = R (DI Yakor s gy s e s ] < |uk|< ) -
Using estimate (27) with A =1, p = Qy ,ufcv_”; and F = U(ug_"i), yields
El e (B) | iy ] = BUIKn % SN (@ iph) = Quepp i g
N,h
B An N,h 2 o AQr 1. 27)
< I ' hvy)™/ he | ————
= \/W ( (Qk /J’k—l) + ,Y) +a | dz |2a1
B Am 2 2
< I +hy)™? +ah?Dy . O

Remark 6.12. In the same way as for the SPF, see Theorem 5.12, one could think of using a random number
of particles, so as to avoid any lower bound assumption on the likelihood functions. However, for the pre-RPF,
it is not sufficient to evaluate the quantity \Ilk(§k| x—1) for each simulated particle, but one has to evaluate the
integral

[ ¥ale) K~ €10 1)
E

instead. This evaluation is in general very costly, which makes the idea of using a random number of particles
for the pre-RPF rather unpractical.
O Post-regularized particle filter

Let uY>" denote the post-regularized particle filter (post-RPF) approximation of p,,. The transition from ,unN;hl
to pl°" is described by the following diagram

_ N N,h
pnty —————— it = SN (@Qn ) s = K (T )
sampled post-regularized
prediction correction

In practice, the particle approximation ,ugl: is completely characterized by the particle system {£n|n s {ﬁ o1t

and the transition from {ﬁn‘n D ﬁn_l} to {§n+1|n, e n+1|n} consists of the following three steps.

(i) Correction : for all i =1,--- , N, compute the weight

wn C_ v ( n|n 1) ’
with the normalization constant
N
Cn = Z L i|n—1) .
i=1

Then set
N . .
pn M (da) = (Kpx (T - g )))(de) =Y o Kn( — &) do -
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(ii) Resampling : independently for all i = 1,--- , N, generate a r.v. £ ~ ulV:k
(iif) Prediction : independently for all i =1,---, N, generate a r.v. &, ., ~ Qn+1(&h, ). Then set

Mﬁfun = SN(Qn-H Nn =N Z‘S

i1 n+1|n

The resampling step (ii) requires to generate random variables according to the weighted mixture pl*" of
rescaled kernels, which can be easily implemented.

First we check that the post—-RPF satisfies (13). Indeed, for any n > k& > 1 and for any bounded measurable
function F defined on P(E)

E[F(1;"") | Y1) = EIF (") | Yi] -
Assumption L” :

v
sup 7| kul2’1 < 00
wew21 |lull21

Remark 6.13. If ¥, is bounded, with bounded derivatives up to order two, then

v
sup 7| ku|2’1 < 00
wewzt  ||ull21

If Assumption L” holds, and if for any k& > 1, the nonnegative operator Ry is mixing, then the following notation
is introduced
| ulo,1
sup —————
n._ uew2t ||u||2 1

o f 1\
uelg E)(Qk w,Ue)

and in view of Remark 5.6, p} is a.s. finite.

Assumption R” (additional regularity of the Markov kernel) : For any u € P(E), the probability distribution
Qp p is absolutely continuous w.r.t. the Lebesgue measure, with density in W2, and

(Qk ®)
Df= sup |FEL |,
ueT(E)

Remark 6.14. Assumption R” is equivalent to suppose that for any z € E, the probability distribution Qg(z, -)
is absolutely continuous w.r.t. the Lebesgue measure, with density g (z,-) in W21 such that

Dj = sup |lgk(@,)[|2,1 < oo .
zeEE

Theorem 6.15. If for any k > 1, Assumptions L” and R” hold, and the nonnegative operator Ry, is mizing,
then the post-RPF estimator satisfies

N W, o0y 4 f W
sup  E[| (un — p "5 ) | | Yiin] <6 +2 25—+ Tnik43 55— ,
¢: llgll=1 " " en  log3 &~ Eh+2 Eht1

where for any k > 1

non

1
&Y < —=2pr+ah®>Djp .

VN

If in addition for any k > 1, Assumption M holds, then

Nk v, 2 oL
Elllpn — gl | Yiin ] <6, T oz3 ZTn:k+2 2
089 15 €k41

where for any k> 1

(I + hy)'"? ] pr. + o DY pff .

TV
S+
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PROOF OF THEOREM 6.15. The proof is similar to the proof of Theorem 6.9 except that estimates (26)
and (27) are used here with A = U,

To prove the estimate in the weak sense, it is sufficient to bound the local error 5kw in the weak sense, and
to apply Theorem 4.8. Since convolution by K}, preserves the total mass, using estimate (3) yields

" = Re(up), 8y | = [ (En* (k- SN (Qr ) — T - (Qr i), 8) |

| (Kn* (Ok SN (Qr pin ™)) — Ok (Qr pip "), 9) |

[{(SN(Q HkN_”i) - Q HkN_”i, V)|

+ el
(Qr /lkN_”i, V)

for any bounded measurable test function ¢ defined on E. By definition

Qi iy, ) > #elnf (Qr p, Tr) -
Under Assumption R”

¥ ¥
|\I;k d(Qk )| < ” ( )“2 1 sup | ku|2,1 S D;c/ sup | ku|2,1
dz wew21  |ull2;1 wewz1  |ull21

Using estimate (26) with A = Uy, = Qy ,ukN_”; and F = o(Y1., ukN_”;), yields

B[ (Kn * (0 SN (Qr p2")) — U4 (Qr A", ) | | Yk, "]

1 A(Qr )
< [\/—N sgglllk(m)+%ah2|ll’ #bl]”‘ﬁ”
x
1 |k ul2,1
—— sup Ui(z) + L ah? D] sup 1)
(7% sp @) +aahDi sup T, el

Using estimate (21) with ¢ = Uy, p= Qp ,ukN_”i and F = o(Y1., ,ukN_”i), yields

1
N,h N,h
EL| (SN (Qu p21) = Qe 21, i) || Yaa s pi21] < —= ~ ;gg‘l’k(w) :
To prove the estimate in total variation, it is sufficient to bound the local error 5,?" in total variation, and
to apply Theorem 4.6. Since convolution by K} preserves the total mass, using estimate (4) yields

I = Ri(ud ™) = 1 Kn* (g - SN (Qr pa")) — U - (Qi ™)

K 5 (05 SN (Qr b)) — Wk (Qi ™))
(Qr uff_”i, Uy)

(SN Qi ) — Qi sy, ) |

Using estimate (27) with A = Uy, p = Qp ,ukN_”; and F=o(Y1., ukN_”;), yields

E[ || Kn * (T SY(Qr nh)) — Tr (Qr i) 1| Yiow s ]

+

N,h
BAm /2 21g. U@k 11 71)
< m T e 4
< m( Qi) + h7) sup k() +ah” [P I |2,1
B Am /2 2 |‘I’ku|21
< I + hy)™?* sup Wi(z) +ah® D = O
< Vg Qe )™ sup W) b Tl
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