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Abstract: This paper presents a discrete-time Markov chain model for the Reno version
of TCP, the transmission control protocol for reliable transport on the Internet. The purpose
is the evaluation of stationary TCP flows behavior using performance measures such as the
mean throughput. The model is based on previous works which are generalized by taking into
account the slow start phases that appear after each time-out recovery. We consider the three
different phases of the protocol : time-out, slow start and congestion avoidance and we obtain
analytical expressions for the mean number of segments sent during each of these phases and
their mean duration. Our model also allows us to evaluate the proportion of losses due to the
timer expiry and the duplicate acknowledgments.
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proportion.
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Un modéle markovien pour le comportement stationnaire
de TCP

Résumé : Cet article présente un modéle de chaine de Markov & temps discret pour la version
Reno de TCP, le protocole de contrdle de transmission pour le transport fiable sur 'Internet.
Le but est ’évaluation du comportement stationnaire de flux TCP en utilisant des mesures
de performance telles que le débit moyen. Le modéle est basé sur des travaux précédents
qui sont généralisés en tenant compte des phases de démarrage lent qui apparaissent apres
chaque reprise de temporisation. Nous considérons les trois phases différentes du protocole : la
temporisation, le démarrage lent et 1’évitement de congestion et nous obtenons des expressions
analytiques pour le nombre moyen de segments envoyés durant chacune de ces phases et leur
durée moyenne. Notre modéle nous permet également d’évaluer la proportion de pertes dues a
I’expiration de la temporisation et a la duplication des accusés de réception.

Mots-clé : TCP, Reno, controle de congestion, controle de flux, débit, chaine de Markov,
proportion de perte.
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1 Introduction

Because of the great expand of the Internet, a lot of work has been done on its efficiency and on
possible improvements. The apparently simple mechanism of the Transport Control Protocol
TCP used by HTTP transfer, file transfer, email and remote access has been modeled with
various stochastic tools.

First of all, a simple but interesting approximate formula for the mean throughput p of a
TCP flow was given in [14]. Indeed, assuming a periodic window evolution, marked by random

loss events separating successive congestion avoidance phases, the authors of [14] obtained
1

p = W\/% segments per second, where RTT denotes the mean round trip time, p is the
segment loss probability, and b = 1 or 2, depending on whether the TCP implementation does
or does not include delayed acknowledgments. The order of 1/,/p was further discussed in [14]
but also in [16], in which the window size distribution function and moments were computed.

Among all other studies, such as [13], [12], [15] and [6], many are based on a fluid ap-
proach and are usually and mainly interested in getting an analytical expression for the mean
throughput of a single steady-state TCP connection. In addition to these references and also
considering a fluid evolution of the window size, [2], [1], [5] and [4] focus on the window size
W, just before the n-th loss, and [4] then computes the first and second moment of W,,. The
case of multiple TCP connections is the subject of [3], [11], and [8]. Other tools have been
explored, such as the max-plus algebra in [7| where the authors obtain expressions of the mean
throughput in the case of several routers in series.

Our paper is based on previous works presented in [18], |17] and [9] which consider a
discrete-time model and a discrete evolution of the window size. We propose here a discrete-
time Markov chain model which aims to give analytical expressions for measures such as the
mean throughput of one bulk transfer TCP-Reno flow among exogenous traffic, but which also
allows us to obtain various results for the successive TCP states (exponential growth, linear
growth and idle period after time-out detection) that lead to more accurate discussions about
TCP behavior.

The paper is organized as follows. Section 2 reviews TCP from its implementation to its
mechanisms (loss detection by time-out or triple duplicate ACKs and window control states,
named slow start and congestion avoidance), in the case of the Reno version of TCP. Section
3 presents our discrete-time Markov chain model based on the notion of rounds while the
transition probabilities of the Markov chain (MC') are evaluated in Section 4. This will be
completed in Section 5 with the introduction of the residual rounds. Section 6 is devoted to the
computation of the mean time spent in each phase and of the mean number of segments sent
during each of them. In that section, we also provide expressions for the mean throughput and
for the goodput. We present numerical results in Section 7 and Section 8 concludes the paper.

2 Description of TCP

The Internet Communication Protocol package called TCP/IP has been implemented and im-
proved on Arpanet, the Internet predecessor, in the beginning of the 80’s. It has then proved its
efficiency and its ability to adapt to the evolution — one might say the explosion (exponential
or even hyper-exponential growth) — of the number of connections, of network complexity and
of users demand.

RR n"4240



4 S. Fortin and B. Sericola

The descriptions and recommendations — rather than standards — of the TCP /IP protocols
are proposed, discussed and updated in the RFCs (Requests For Comments), which can be found
for instance in the RFC editor web page : http://www.rfc-editor.org. The main RFCs about
the different kinds of TCP versions (Tahoe, Reno, Vegas, New-Reno) and their comparison are
: RFC793, RFC2001, RFC2581 and RFC2582.

2.1 TCP in the TCP/IP architecture

Two transport protocols are part of TCP/IP : the Transmission Control Protocol TCP and the
User Datagram Protocol UDP. As opposed to UDP, TCP is a reliable transport protocol (flow
control) for connection oriented links (see [20] and [10]).

TCP/IP architecture is given in Figure 1. The TCP header contains information about
source and destination, packet length, window size (see Section 2.2), acknowledgment, priority,
etc. These TCP-headed packets are called segments (packet unit in case of a TCP connection).
The IP header specifies its length, the transport protocol (TCP or UDP), the source and
destination IP addresses and different kinds of options such as route recording, time stamping,
etc. A segment encapsulated with an IP header is then called a datagram.

Layers : Application ata Q;application
Transport protocol gpplic.| yser
reliable : non reliable :
TCP UDP %7 TCP
. : TCP licati
IP : interconnection segment : ‘header| APPdata ‘
network interface €7IP
: . IP TCP licati
datagram : header|header| i Y T ‘ X
physical network &?itwf(_)r
interface

. |frame| IP | TCP |applicatio
network frame : ‘hfeagler|header|hea er| PP atal n

Figure 1: The TCP/IP architecture.

2.2 TCP dynamics

TCP is a flow control protocol that detects congestion through losses. It is based on both
acknowledgment reception and sliding window.

Indeed, each successfully received packet is validated and confirmed to the source by a
small packet called ACK (ACKnowledge). This ACK contains the sequence number of the next
expected byte and a receiver’s window size giving information about its buffer occupancy. But
the more packets you send, the more ACKs you leave throughout the network, and the more
the network might be loaded (even though these packets are small). That is why the receiver
sometimes waits for more data to acknowledge before sending an ACK. Those ACKs are thus
called delayed ACKs. The number b of segments validated per ACK is typically equal to 1 or 2
according to the implementation of TCP shared by the endpoints. However, a timer 7T will set
the departure of an ACK if no new data is to be ACKed before this timer expires. Therefore, if
a packet arrives and the next ones get lost, the receiver can at least acknowledge the first one.

As mentioned before, TCP is based on a sliding window dynamic. This sliding window,
initialized to 1, gives the number of bytes that can be sent before receiving any ACK. Each
time an ACK arrives (without any loss detection, as described later), the window slides to the
right — as shown in Figure 2 — to release into the network as many bytes as the ACK validates.

INRIA
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However, the window size, denoted by cwnd in bytes or W€ in segments, is modified according
to the algorithm presented in Section 2.3 and described in the RFC2001 (|21]).

congestion window

—=
1 2/3 4 5 6:7 8|9 10 ..
sent and sent and ready bytes
ACKed waiting for to be
acknowledgment | sent
Figure 2: Sliding window.
Finally, there are two kinds of loss detection :
TO (Time Out) : TD (Triple Duplicate) :

Nsegment Nﬁegmen‘c
\

— first byte n
\

/ \

To/

ACK : waits for n
3 duplicate ACKs (

timer Tj
expiry \ segment retransmission

segment retransmission

Figure 3: Loss detection mechanisms.

e detection by time-out, or TO : if no ACK is received for byte number n before the expiry
of a timer T; (fixed or updated by round trip delay measurements), then a time-out
occurs. The segment starting with byte n is considered lost and is thus retransmitted,
and no more data is sent until byte n is ACKed (see 2.3 for further details);

e detection by the arrival of three duplicate ACKs, or T D : if a segment beginning with byte
n is lost but some following segments are received, each of these will generate an ACK
requesting byte n, that is one ACK requesting byte n and successive duplicate ACKs.
The reception of the third duplicate ACK (4 similar ACKs) will halve the window and
generate the segment retransmission. In fact, duplicate ACKs can be due to disordered
segment reception, and the arrival of one or two duplicate ACKs is not considered as a
proof of loss.

2.3 TCP congestion control algorithm

TCP flow control consists in three phases : slow start, congestion avoidance and time-out.
Their triggering is controlled by loss events and the comparison of the congestion window size
(cwnd or W¢) to the slow start threshold (ssthresh bytes or W segments).

RR n"4240
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o slow start (ss) : W¢:=W¢+1 each time an ACK is received (b segments ACKed). If the
whole window gets successfully transmitted, then it will generate [W¢/b] ACKs, where
[x] denotes the smallest integer > z. For b = 1, a window of size W€ will thus generate
We ACKs, so it will grow from W€ to 2W¢. Consequently, the congestion window grows
exponentially during the slow start phase;

e congestion avoidance (ca) : each ACK reception adds 1/W*° segments to the window
size, so that the ACKment of the whole window increases W€ by 1/b. Consequently, the
congestion window grows linearly (of one segment every b rounds) during the congestion
avoidance phase;

e time-out (to) : just after a TO loss detection, the apparently lost segment is retransmitted.
After each retransmission failure, the timer value doubles (from Tj to 27y, 47,, 87)...)
until 6475, and then remains constant (and gets back to Ty at the end of this time-out
period, that is when the corresponding ACK arrives).

The flow control algorithm which characterizes the Reno version of TCP, described in the
RFC2001 ([21]) is as follows, where || denotes the greatest integer < x.

e initialization with W¢ := 1 and W% := W (|21] recommending 65535 bytes); ss phase
as long as W¢ < W{h and no loss occurs; if W¢ reaches W' switch into a ca phase;

e if a TD loss occurs, then W' := max (|W¢/2],2) and W¢ := max (|W¢/2],1); switch
into a ca phase;

e if a TO loss occurs, then W™ := max (|[W¢/2],2) and W := 1; switch into a to phase;

e when a to phase ends (lost segment ACKed), then enter and remain into a ss phase as
long as W¢ < W and no loss occurs, and then switch into a ca phase.

3 The model

If the dispatch duration of all the segments and of all the ACKs held in a given window is
negligible compared to the round trip time RTT, then we can justify the following definition of
round given in [18], [17] and [9] : a round is the period of time between the departure of the
first segment of the current window and the arrival of its ACK. The linear diagram in Figure
4 shows that the duration of a round is close to the round trip time when the delayed ACK
timer 7T is small compared to the RTT.

We aim to model the window behavior using a homogeneous discrete-time Markov chain
X = (X,,)n>1 with two components X,, = (W<, W), The first component W< denotes, when
positive, the window size during the n-th round. The null value for W is used to represent
the time-out period. The second component W denotes the value of the slow start threshold
during the n-th round. We denote by Wy,., the maximum window size, which is the receiver’s
buffer capacity indicated in the ACKs. The description of the state space of this Markov chain
is given, more formally, by

o X, =(i,j) withi e {1,..., Whax} and j € {2,..., |[Wnax/2]} if the number of segments
sent during the current round is 7 and the slow start threshold is 7,

INRIA
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sender receiver Window :
2 345678 91011121314151617181920. ...

A
1
1%t round
we =1 4T,
ACK(1
= 14 5678 91011121314151617181920......
2
J 3
2"¢ round N
We =2 ACK(2,3)
- 12345 6|78 91011121314151617181920......
x 4 O
5
)
37d round =
1T,
We — 3 ACK(4,5
(=
e ACK(6) 12345678 9[1011121314151617181920......
= T8, 123456|78 91011[121314151617181920......
4t round 107 £
Wi=5 ACK(7.8 1T,
A KAQC(H) 1234567 8/91011121314151617181920.. .

Y

Y

— 12345678 91011121314151617/181920
.12 20D L0 T A
\\s 1314 ’ ‘

5th round 151617 123456789 1011]121314151617:1819\20 ______
We — 8 1819 ‘
§ =

)

Figure 4: Definition of a round (example in slow start phase with b =2).

e X, =(0,75) with j € {2,..., [Whax/2]} when the connection is in a time-out period with
threshold j.

As long as W7 = ¢ > 1, a transition of the MC represents one round and thus lasts RTT
seconds. The objective is to make the mean duration (in seconds) of a time-out period E[T},]
equal to the mean number of successive visits to the state (0, j) multiplied by RT'T. We thus
define the two following transitions from each state (0, 7), for j = 2,..., |Wnax/2] :

e a transition from (0, j) to (1, j) with probability py at the end of a time-out period,
e a transition from (0, j) back to (0, 7) with probability 1 — p, otherwise.

It follows that E[T},] = RTT/po. In Section 6.1, we obtain the expression of E[T},] as a function
of RTT, p, and the initial timer value 7j.

The MC state space E is a subset of E' = {0,..., Whax} X {2,..., [Whax/2]}. As we shall
see below, the sets £/ and E’ are not equal since some states of E' are never reached. However,
we can already notice that for Wi, = 10, 50, 100, 200, the set E’ contains respectively 44, 1224,
4949 and 19899 states.

The TCP-Reno congestion control mechanisms can then be described as follows.

e slow start (ss) : exponential growth of the window size as long as 1 < W < Wt and
no loss occurs,
RR n~°4240
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congestion avoidance (ca) : linear growth of the window as long as I/Vith < WE < Whax
(when W* reaches Wiy,ay, it remains constant) and no loss occurs,

loss detection by the arrival of three duplicate ACKs (T'D) : W, = max (|W7/2],1)

and W}t = max (|W£/2],2), then initiate a new congestion avoidance phase,

loss detection by time-out (TO) : W, = 0 and W = max (|Wf/2],2), then enter a
new time-out period,

time-out (to) : just after a TO detection, the segment is retransmitted until the reception
of an acknowledgment for this segment (see Section 6.1 for further explanations), and
then a new slow start phase begins with W/ = 1.

Example. A simple example of the beginning of a connection is given below to describe all
the possible transitions of the MC. For simplicity, we take W{" = 4 segments, Wy, = 8 and
the number b of segments validated per ACK is taken equal to 1.

Wik .
X, 2 " 3 4
WC T.D 0
Wmama_. ................ Q/TD ....... T\LO ............................ Tf ..... 11
ca, car) cay ca.T 2
Witk | 1 ACK [ Tear
 Tss, - we ¥ - 3
[’ SS[I WT(; : 4
T X [
To ~ 2To 5
6
[] transmitted segment X lost segment "
8
Figure 5: Congestion window control and corresponding transitions.
It can be noted in Figure 5, that, for instance, state (3,4) will never be reached. This is

due to the fact that the window sizes reached in the slow start phase are

1 2
forb:1:1,1+H :2,2+H =4,8, 16,32, 64, ...

1 2
forb=2: 1,1—1—{5-‘:2,24—[5-‘:3,5,8, 12, 18, ...

This example leads to the following partitioning for the state space of the MC, which is
represented in Figure 6. The state space E is written as £ = E° U AU B where

E°={(0,5) | 2 <j < [Wamax/2]},
B={(i,§) | 2<J <i < Wax and j < |Wma/2]},

A = {(i,§) | 1<i<j< |[Wnae/2) and 3In > 0 such that i = f(1)}, where f(w) =
w+ [w/b], f%w) = w, and fI"l = fl*=1o f, for n > 1 (see also Subsection 6.3).
INRIA
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th
W W 2 L—Wgw |
lO EO (o] o l
1 (=] (o] o . .
Al EO : time-out period states

° 2 ° A’ : slow start states

° ° ° B : congestion avoidance states
Wmas o o o

2 B

Wmam [e] (o] o

Figure 6: Partition of the MC state space.

The partition shown in Figure 6 is in fact a partition of the state space E’ and the set A
contains the reachable states of A" during the slow start phase.

This discrete-time MC is irreducible, aperiodic and has a finite state space E. It is thus
ergodic and its stationary distribution 7 is the unique distribution verifying 7P = © where P
is the transition probability matrix, which is given in Section 4.

In what follows, we consider the MC in stationary regime and we assume that the source be-
haves as a saturated source, which means that there are always packets waiting for transmission.
We use the following notation illustrated in Figure 7.

e d;, : number of segments transmitted during a time-out period,
e T,, : number of successive visits of the MC to the states of the time-out period,

e T, : duration of a time-out period. We thus have T}, = RTT X Tto.

e dy : number of segments transmitted during a slow start phase,
e T, : duration of a slow start phase,
e d., : number of segments transmitted during a congestion avoidance phase,

e T, : duration of a congestion avoidance phase,

e N, : mean number of congestion avoidance phases in a cycle (i.e. between two time-out
periods),

e N, : mean number of loss detections per cycle.
We study the two following flows (see [9)]) :

e The mean transmission rate p, or send rate, takes into account all segments that have
left the source, including lost segments and retransmissions. The send rate is thus the
output rate seen by the network.

e The mean effective output rate py, or goodput, which does not take into account neither
lost segments nor retransmissions, is the output rate seen by the receiver.

Their expression will be given in Section 6.5. We shall also be interested in the ratio e = po/p
which represents the efficiency of the connection and we shall also obtain a measure to evaluate
the importance of the slow start phase.

RR n 4240
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Wnaz |

Tto /Tss Tca Tca Tca

cycle

Figure 7: Description of a cycle.
4 The transition probabilities

We assume that losses only occur in the direction from the sender to the receiver (no loss of
ACKs) and that any segment has a fixed probability p to get lost. More precisely, the random
variable defined by the number of consecutive segments that are transmitted before loss has a
geometric distribution with parameter 1 — p.

Let us first suppose that the connection is in slow start, i.e. W¢ =i < j = Wi  As
long as the MC remains in slow start, the congestion window increases by 1 segment each time
an ACK is received. And because [W</b| segments are acknowledged for the whole round,
We = WE+ [WE/b] = [yW¢] with v = 1 4+ 1/b. The possible transitions from the state
(i,7) are given in Figure 8. In the following propositions, we give expressions for the non-zero
transition probabilities of the MC. These expressions being easy to obtain, we omit the proofs.

Proposition 1. For each (i,j) € E such that 1 <i < j < |Whax/2]|, we get :
* Bijyvitg =1 - p)" : no loss occurs,
® P j)yo,max(li/2],2) = (1 —(1- p)z) ¢ - aTO loss occurs,

® P j)(max(|i/2],1),max(|i/2],2)) = (1 -(1- p)i) (1 —=¢) : aTD loss occurs,

where ¢; (computed in Section 5) denotes the probability that a loss is due to time-out when
We =i.

Suppose now that the transmission is in congestion avoidance in state (i,7), i.e. W =1 >
j = Wl The possible transitions of the MC from such a state are also illustrated in Figure 8.

Proposition 2. Observing that congestion avoidance globally raises the window size by 1/b,
i.e. by 1 segment every b rounds, then for every (i,j) such that 1 < j < i < Wiax -

, 1
e Pijyij = (1—p) (1 — 5) : no loss occurs,

1
o Pyt = (1— p)zg . mo loss occurs,

® Pl jyo,max([i/2],2) = (1 —(1- p)z) ¢ : aTO loss occurs,
INRIA
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o Plijymax(li2max(li/22) = (1= (1=p)) (1= @) - a TD loss occurs.

In order to get the model more accurate about the raise of 1 segment every b rounds, we
should decompose the MC state (7, j) into b new states, say (i, 7,1), (i,7,2), ..., (i,4,b), but,
first that would of course significantly increase the MC size (even for b = 2) and secondly, that
would not change the measures of interest since the stationary distribution on the state space
E remains the same after such a transformation.

th
Wwe th )
0 we 5]
............ 2 . S
i ) TO
1] 1]
, TD et
i ) congestion
¢ ‘@ avoidance
[yi] i éﬁ

Figure 8: Transitions of the MC during slow start and congestion avoidance.

Proposition 3. Similarly, for each j, we have :

Wmax

® PWinan i) (Winansj) = (1-p) : no loss occurs,

- aTO loss occurs,

Wi
max) quaX ’

® PlWinand) Omax(Winas/21,2) = (1= (1 = p)
® P(Winax,j)(max(|Wamax/2),1),max(| Winax/2],2) = (1 —(1- p)W‘“ax) (1-gqy, ) :aTD loss occurs.

When in time-out, the MC remains in state (0, j) during T}, rounds, and then goes to state
(1,7)- If po denotes the transition probability from (0,7) to (1,7), the mean sojourn time in
state (0, 7) is 1/po, thus we have py = 1/E[T},], i.e. :

Proposition 4. The transition probabilities in time-out are :

1
e Pojo)=1— [T : the lost segment has not been acknowledged yet,
to

1
e Py i) = —=— : the acknowledgment is arrived.
(0,5)(1,5) E[T,] g
An expression of E[T},| = RTT X E[ﬂo] as a function of the timer 7, and the loss probability
p is computed in Section 6.1.
The shape of the transition probability matrix P is illustrated in Figure 9 and the regions
corresponding to the different types of losses are shown in Figure 10.

RR n"4240
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8
0
* 1
P=| & 2
* j =3
*
8
0
* 1
* 2
* .
¥ j=4
*
* * * 8

Figure 10: Link between the transition matriz P and TCP.

5 Residual rounds

Let us first emphasize the following points :

e We make the assumption that in a given round, the loss of one segment leads to the loss
of the following segments (correlated losses). This should be the case in a high speed
network for instance.

e In the round where the loss takes place, if £ segments are however transmitted before
congestion, then those segments will generate ACKs and the window will slide. This
means that £ new segments are transmitted in the next round, which is called the residual
round.

INRIA
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This behavior is shown in Figure 11 which depicts the case where the last segment sent
during the residual round is lost.

k+1
+k .........

1

Figure 11: The residual round.

5.1 Computation of g;

Proposition 5. The probability q; that a loss is due to TO when a loss occurs and W€ =1 is
given by :

(1= (1 =p)™) (141 -p)™ — (1 -p))
%= 1-(1-p)
1 otherwise.

if 1> 3b+2 (1)

Proof. Using the notation in Figure 11, we have

o If i <3b+ 1 then £ < 3b and thus no T'D loss can happen (1 ACK + 3 duplicate ACKs
need b+ (b+ b+ 1) = 3b+ 1 segments to be received). In this case, the loss is necessarily
due to TO, i.e. ¢; = 1.

e If i > 3b+ 2 then :

— if £ < 3b : for the same reason, only a 7'O loss can occur;

—if £ > 3b+ 1 : there is a TO loss only when less than 3b + 1 segments from the
residual round arrive at destination, i.e. the [-th segment from the residual round
gets lost, with 1 <1 <3b+1.

Thus, if we denote by Ly, the event corresponding to the loss of the (k + 1)-th segment,
we get

¢ = P(TO|W¢=1i& loss)

i—1
= Y P(TO | W°=1i& Liy1)P (Lpy1 | W =1 & loss)
k=0
3b i—1  /3b+1 k
(1 - < -1 ) (1 — P) p
e & e\ TP Ty
1- (1 B p)3b+1 3b+1 3b+1 1- (1 B p)i_(3b+1)
— 4+ (1 — (1 — 1-— -
—a t(-a-p")a-p e
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Remark 1. The authors of [18] and [9] found, for b =1,

(1-(1-p>A+0-p)?°-(1-p))
1-(1-p) ’

q; =

whereas Relation (1) gives

(1=(-p)a+0-pt=0-p)
1—(1-p)
This difference is due to the fact that the segment retransmission caused by a 1T'D loss is done

after three duplicate ACKS, which means after four identical ACKs (the first and the three
duplicate ACKs) and not three as assumed in [18] (see for instance [20]).

q; =

Proposition 6. The mean number Ny, of loss detections per cycle is given by :

1= 3 0-pnGi)
Nloss = Loel - . 2
> (1= (=) 7)) @

(i.7)ek

Proof. Each cycle (see Figure 7) is composed of several T'D losses and only one T'O loss. Thus,
we have

1 Wmax
N = P(TO|loss & We>1)= > ¢P(W°=1i|loss & W®>1)
loss i=1
Wmax Wmax . P(WC — Z)
¢@P(loss | We=)P(W¢=1i| W¢>1) G(1—(1-p)) ———=
_Z 2l ) bz
P(loss [ W° > 1) S ) =)
—(1=-p)) e~
= P(We>1)
Winax  [Wmax/2] . o
o (1 -(1- p)z) > w4, ]) > (1 —(1- P)Z) m(i,7)
i=1 j=2 _ ()er

Winax [ Winax/2] = SR S
> (1-0-p)) X i) (iJ%E(l (1 p)) (i)

7j=2
U

Regarding the mean number N, of congestion avoidance phases per cycle, we have : if no
loss occurs during slow start, then N., = Ny, otherwise N, = Nj,5s — 1. This leads to the
following obvious result.

Proposition 7.
Nca, = Nloss — Dssloss) (3)

where Psgioss 15 the probability that a loss occurs during slow start (computed in Section 6.3).
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5.2 The weight of residual rounds

Proposition 8. The probability p,, that a residual round appears after loss is given by

[Winax/2] .
1- Z W(Oaj)
e
Prr=1-—p ! VTS (4)
1- Z (1 _p) ﬂ-(la])
(i.4)EE

Proof. Let K be the random variable equal to the number of segments sent before loss in the
round in which that loss occurred (see Figure 11, in which we have drawn the case K = k). We
thus have

prr = P(K #0|loss & We>1)

Wmax
= Y PK#0|We=1i&loss)P(W®=1|loss & W°>1)
=1
_ Wzm: - D P(loss | We =4)P(W¢=1i| We¢>1)
= 1-(1-p) P(loss | We > 1)
Wmax ) ]];)(WC — Z) Wmax
1—-(1=p)—p) ==~ P(W*¢ =i
ZZ_} (1-0-p p)P(Wczl) ; (We=1)
= — =1- P —
S -a-p) 2= (- - ) POV =)
i=1 ]P(Wc Z 1) =1
[Winax /2] [Winax/2]
1— > 7(0,5) 1- > 7(0,5)
_ D Jj=2 =1-p j=2
> (1= =p))lij) 1- Y (1-p)a(i,j)
(i,5)€E (i,4)EE

Remark 2. The probability that a residual round appears after loss in ss (respectively in ca)
is easily obtained by changing in Relation (4), the state space E by the subset A (respectively
B).

Because residual rounds are not considered in the MC, the duration RT"T" of a possible

residual round and the corresponding number of segments are not taken into account in the
calculation of E[T,,], E[d.,], E[Tss] and E[d,s]. That is why we will need to add the following
quantity in the expressions of p and pyg.

Proposition 9. The mean number of segments E[d,] and E[d?] of a residual round that are
respectively sent and successfully sent are given by

Z Z(l - p)zﬂ-(la])
l—p  (GgeE

po1= 3 (=p)nlig)

(1.4)eE

]E[dr] =

RR n"4240



S. Fortin and B. Sericola

1— > (1-p)*n(i,j)

1-p (i,4)€E
E[d°] = 2—p— _ . 6
e e U e ) ©)
(i,)EE

Proof. As above, we denote by K the random variable equal to the number of segments sent
before loss in the round in which that loss occurred (see Figure 11). We have

Eld,] = E[K |loss & W¢ > 1]

= Wszx]E[K We=1i&loss|P(W°=1i]loss & W°>1)
Wings /i1 (1 —p)*p \ P(loss | We=i))P(We =i | We>1)
i:zl (I;)k1_(1—p)i> P(loss | We > 1)
[Winax/2]
1—(1=p) (i, ]
- Wf"<1—p> (1—(1—p)i1(1—p+ip)> (- =) 32232 )
i=1 p 1-(1-p) 1— 3 (1—p) =i, )

(¢,J)€E

> (1—ip(1—p)y~t = (1= p)) 7(i.j)
_ (1—29) ()eB |
P 1— > (1-p)n(i,j)

(i:d)€E
Z 2(1 - p)zﬂ-(iaj)
l—p  (i4)eE
p 1— % (1=p)n(i,j)

(i,4)€E

We denote by L the number of segments successfully sent before loss in the residual round.
L = [ means that, in the residual round, [ segments are received and the next one gets lost.
We thus have
Winax—1
E[d)] =E[L |loss & We>1]= > E[L|K =k & loss]P(K =k | loss & W* > 1).

k=0

The conditional expectation of L is given by

E[L | KZk&loss]:kil[(l_p)lp_i_k(l_p)k: (1-p) (1;(1_;0)16)’

and the conditional probability of K can be written as

Wmax
P(K:k|lOSS&W621) = ZP(K:k|wc:Z&IOSS)P(WC:’L|IOSS&W621)
i=k+1
W2l
Wmax (1 _ )k: <1 B (1 B p)z) Z W(Z’j)
iz \1— (1 —p)’ 1— Y (1-p) n(i,j)

(ig)EE
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Putting together these relations, we get

Wmax |_Wmax/2J

— > 2 (i)

B = (-2 3 (1-0-2) 00" T

(1,5)€EE
Winax |[Wnax/2] il
3 > W(i,j) kz (1 - (1 — p)k) (1 - p)k
= (1-p) 1— > (1-p)'n(i,j)
(1,5)€EE

PIELH [22(1 -0 - ;2@ ‘p)%]

= (1-p) 1— > (1—p)a(ij)
(i,J)EE

1—(1—p)*)n(s,j
) 1p_<1p>(mz)éE( ( p)) (4,5)
p p2-p)) 1- 3 (1-p)yn(i,j)

(i.4)€E

O

Remark 3. Similarly to Remark 2, we easily get the mean number of segments transmit-
ted and successfully transmitted during a slow start residual round and during a congestion
avoidance residual round.

6 Durations and numbers of transmissions

In this section, we obtain expressions for the mean durations E[T},], E[Ty], E[T..] and
the mean numbers of segments sent E[dy,|, E[ds|, E[d.,], respectively for the time-out, slow
start and congestion avoidance phases. These expressions are given as a function of timer Ty,
the mean round trip time RTT, the loss probability p, the parameter b and the stationary
distribution 7 of the MC.

6.1 Time-out

The behavior of TCP during a time-out period is illustrated in Figure 12, where rr denotes the
residual round (see also Figure 11).
The following result can be found in [18]. We give here a detailed proof of that result.

Proposition 10. The mean number of segments sent during a time-out period and the mean
duration of a time-out period are given by

1+ p+ 2p% + 4p® + 8p* + 16p° + 3259
Bldi] = 2= and E[T,] =T, TPAp A A TP HID prp ()

—p 1—p
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WC

To 2T, T e, AT,

Figure 12: Detail of a time-out period.

Proof. The distribution of the number of segments d;, sent during time-out is easy to get since
di, = d means that the retransmitted segment has been lost d times before being correctly
received. Thus, d;, has a geometric distribution, that is

P(dy = d) = p"(1 = p) and so, E[dy] = ——.

—-Dp
Let us briefly recall the timer mechanism. After each retransmission failure, the timer doubles
(To, 2Ty, 4Ty, 8Ty, .. .) until 647 and then remains equal to 647,. We thus get an expression

of E[T},] by writing :

E[T,] = [26: (fj 2"T0> + io <§6:(2“T0) + (d — 6)64T0)] P(dy, = d) — RTT
= To(1—p) (26:(2‘”1 —1)+ +2030(127 + 64(d — 6))) p’ — RTT
= To(1-p) (26:(2‘”1 —1)pt+ 127+fpd + 64p" +f:o(d — 6)pd7) — RIT
) - ) 127p" N 64p”

l1-p (1-p)?

= To(1-p) (1 +3p + 7p% + 15p° + 31p* + 63p° + 127p°% + ) — RTT

1+p+2p* +4p° +8p* +16p° +32p°
I—p

RTT.

= Ty

6.2 Cycle

In the following remark, we recall briefly some results on sojourn times in Markov chains. These
results have been obtained in [19].

Remark 4. Consider an irreducible discrete time Markov chain with finite state space E and
transition probability matrix P. We denote by 7 its stationary probability distribution, that
ism=mP and 71 = 1, where 1 denotes the column vector with all the entries equal to 1. Let
F be a proper subset of E. We denote by F' the complementary subset £ — F. The partition
F, F' of E induces the following decomposition of P, 7 and 1:

. Prp  Ppp o [ 1F
P_<PF’,F PF’>,7T—(7TF WF/)and]l—(ﬂFl>.
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The matrix I denotes the identity matrix of dimension given by the context. Let v; be the
stationary probability that a sojourn in F' initiates in state i, ¢ € F'. We denote by v the row
vector composed of the v; and by Ny the number of states of F' visited during such a sojourn.
From [19], we have that

v = 7TF(I — PF) _ 7TF’PF’,F (8)
7TF(I - PF)]]-F WFIPFI’F]].F‘
1 1
E[Ng| = o(I — Pp) 'y = —2-F  — _TF°F (9)

WF’PF’,FIIF WFPF,F'IIF"

Moreover, for every 7 € F', let N, i be the number of visits to state ¢ during a sojourn in F' and
let r; be any real number. If we denote by rr the column vector composed of the r; and by Cr
the random variable
Cp =Y 1Ny,
i€F
we easily get

_ TFTF TFTF
E[Cr] =v(I — Pp) 'rp = = : 10
[ F] v( F) e WF’PF’,F]]-F WFPF,F/]]_FI ( )

Using these results, we have the following proposition.

Proposition 11. The mean time E[T2*] between the end of a time-out period (the beginning
of slow start) and the next TO loss is given by

RTT 1

back1 __ _
BT = = | 1| (11)
> 7(0,5)
i=2

Proof. By definition of E[T%*], we have E[T%%*] = RTT x E[Nayp], where Nayp denotes the
number of states visited during a sojourn in subset A U B. Following Remark 4, Relation (9),
we have

X w(6,7)
E[N A mauBlaus _ _(ij)eAuB
TauB(I — Paup)lavs  TroPpgo auplaus
o |Wnax /2] ,
1= ¥ w(,j) 1- % 7(0,7)
_ (i,§) €O _ j=2
[Wmax /2| o [Wmax /2] o
Z p()ﬂ-(oa.]) Po Z 71—(0’.7)
j=2 71=2
where the last equality follows from the fact that E° is the subset of states (0,7), j =
2,0y [ Winax /2] O
Proposition 12. The mean number of segments sent E[d%%*] and the mean number of seg-
ments received E[d%ﬁfk’o] between the end of a time-out period and the next T'O loss are given
by
> (i)
back] __ (4,5)€AUB
RR n 4240 BlaE) = [Wimax /2] ’ (12)
1 Do Z 71—(0’.7)

i=2
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. =@ -p)")m(j)

back,o; _ (1 — D) (i,)eAuB
E[dEo | = P W 2] . (13)
Do Z 7(0, 5)
j=2

Proof. Using the result presented in Remark 4, Relation (10), we have

B I —Pas)las
7TAUB( - AUB) AUB

where the entry (i,j) of vector r4,p is the number of segments sent when the MC is in state
(i,7) € AU B, that is r(; ;) = 1, for every (¢,5) € AU B. Relation (12) is then easily obtained
using the same arguments as in the proof of Proposition 11.

In the same way, we have

E dback,O — TAUBT AUB
[ B0 ] 71'AUB(I - PAUB)ILAUB’

where the entry (7, j) of vector raup is now the number of segments successfully transmitted
when the MC is in state (i,5) € AU B, that is

— . i 1—p i
rig) = > k(1 —p)'p+i(l-p) 27(1_(1—17))'
k=0

As for Relation (12), Relation (13) is then easy to get. O

6.3 Slow start

Let us denote by w,, n > 1, the size of the congestion window during the n-th round in slow
start phase and recall that v = 1+1/b. If b = 1 we have w, = 2"~', but w, is not equal to 7!
when b # 1. Consider the integer function f : w + [yw] and define recursively f%(w) = w,
and fI"l = fl"=o f for n > 1. We thus have w, = f*~!(1). For n > 1, we denote by d,, the
number of segments sent during the n first rounds of a slow start phase and we set dg = 0. We
thus easily get

n
dn = Z W
k=1

Let us consider a given slow start phase for which the threshold is equal to j and denote by
n; the maximum number of rounds in that slow start phase. Since during that phase, w, is
increasing with n, we have n; = max{n > 1|w, < j} = min{n > l|w,4+1 > j}.

Proposition 13. The mean duration E[Tss] of a slow start phase and the mean number E|[d]
of segments sent during a slow start phase are given by

(Wanax/20 j=1
z ,Elﬂ(m)
. J]= 1=
E[T,] = RIT——~ (14)

Do E 71—(07.])
7j=2

(Wmax/2] 1

> 2 wa(l—p)*iw(0,5)
j=2 n=1

(Wmax/2]

> 7(0,5)

i=2

Eldys] = (15)
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Proof. By definition of E[Ts], we have E[T,] = RTT x E[N,4], where N4 denotes the number
of states visited during a sojourn in subset A, which corresponds to the slow start states.
Following Remark 4, Relation (9) and as mgoPgo 4 + 74Py = w4, we have

[Wmax/2] j—1

> 7] (2,7
E[N4] = mala  mala Ggea (i,9) _ PR (2, 7)
mTa(l — Py)l TgoPro 41 [Wmax/2] . [Wonan/2] =
Al A) L4 EolEo,AlA 22 pom(0,7)  po _22 (0, 7)
Jj= =

Consider now E[ds]. Let us denote by Z, the state of subset A by which a sojourn in A
begins. These states are necessarily the states (1, ) for j =1,..., | Wyax/2|. From Remark 4,
Relation (8), P(Z4 = (1, 7)) is equal to the entry (1, j) of the vector m4(I —P4)/[ma(I —Pa)l4],
that is

2 AT = POILG) _ [rPeosl(Li) _ pow(0.5)  _ 7(0.5)
(Za=(1,4) = Tal = Pa)la  7poPgoala — Wma/2] L 2] ~
Car pOﬂ-(Ou]) 22 71—(0’.])
J= J=

Now, if the slow start phase initiates by state (1, ;) then the maximum number of rounds in
that phase is equal to n;. For n < n;, that phase lasts n rounds (i.e. no loss occurs during
the n — 1 first rounds of this phase and a loss occurs in the n-th round) with probability
(1 —p)¥-1(1 — (1 — p)¥=). It lasts n; rounds (i.e. no loss occurs during the n; — 1 first rounds
of this phase) with probability (1 — p)*i~* since in that case the n;-th round is the last one,
a loss occurring or not. The number of segments sent during a slow start phase of n rounds is
d,. Thus, if N denotes the number of rounds in a slow start phase, we have

Bldy | Z4 = (1,5)] = 2 4PN = n)
= tg dn(1 = p)*=1 (1 = (1= p)“") + dn, (1 — p)®i~?
= T:g dn (1= p)*=" = (1= p)™) + dy, (1 — p) ™~
— 3= d1 - g

nj
= Z wp(1 — p)d”‘l.
n=1

The result follows by writing
[Wmax /2]
Eldy] = > Elds | Za = (1,5)P(Za = (1,5)).
7j=2

O

Proposition 14. If no loss occurs during a slow start phase then the mean duration E[T2**] of
that phase, the mean number E[d22] of segments sent during that phase and the mean window
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size E[W2eX] reqched at the end of that phase are given by

[Wmax/2] ' [Wmax/2] ) [Wimax/2] '
> dp, (0, §) ) n;m(0,7) X wy,; 7(0, §)
max] __ J= max] __ J= max] __ J=
Bld™ = |Winax/2] , B[T,™) = RTT [Wimax/2] . VST = |Winax/2] .
> 7(0,5) > 7(0,5) > 7(0,5)
7j=2 7j=2 71=2

and the probability pssioss that no loss occurs during a slow start phase is

[ Winax /2] .
(1= (1= p))n(0,5)
— J=
DPssloss = [Wimax/2] ‘ . (16)
Y m(0,))
j=2

Proof. These results are easily obtained by using the same arguments as in the proof of Propo-
sition 13. U

Proposition 15. The mean number E[d%,] of successfully transmitted segments during a slow
start phase is given by

[Winax/2] ,
1_, x, (1= =p™)m0,)
01 J1=
]E[dss] - p |_Wmax/2J ‘ . (17)
> 7(0,7)
‘7:

Proof. We follow the steps used to obtain E[ds] in the proof of Proposition 13. Let us denote
by K the number of segments lost during the last round of a slow start phase. We have
E[d%,] = E[dss] — E[K]. If the slow start phase initiates by state (1,7) then the maximum
number of rounds in that phase is equal to n;. Suppose that such a phase lasts n rounds, then

we have K € {0,1,...,w,} and thus, if N denotes the number of rounds in a slow start phase,
we have
EK | Za=(1,7)] = S ElKlpym] = 3 S kP(K =k, N =n)
n=1 n=1k=1
= Y Y kA —pyr(i—p)Fp
n=1k=1
= Y p(1—p)h T k(L p) T
n=1 k=1
=0 (e (1)

— Z p(l _ p)dnfl‘i‘wn_l

i (1-%5)
= Su-pt -l e - 0

= Bl | Za=(1, m—%z( Pt — (1 - p)*)

n=1

= Elds | Za=(1,7)] - 1%0 (1 - (1= P)d"f)
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Finally, we get
: 1-p .
Bl | Za= ()] = —F (1= (1 =p)™),

and the result follows by unconditioning. O

6.4 Congestion avoidance

Proposition 16. The mean duration E[T,,] of a congestion avoidance phase and the mean
number Eld.,] of segments sent during a congestion avoidance phase are given by

[Wmax/2]
P (Xj(azj + agji1) + Xwnjﬂﬁj)
B[] = [Wrnax/2]
.22 (agj + agjr1 + 5)
‘7:
[Wmax/2]
=~ (}G(QZJI + a2j+1) + Y’IUnj+1/Bj)
Eld.) = —= 7
[Wmax/2]
_22 (ovgj + g1 + ;)
J:
where
, (Wimax/2] - '
w=(1--p)U—q) Y w(ij) and §; = w(wn,. )1 —p)*",
=2
. I/Vmax_1 bw
CL ww-1) 1 — (1 —
X; = RTT(1-p) "5 ( S ﬂ> hy = (1 — p) =2 1 ((1 p))
w=t - —p w

and

Wi -1 bWmax (Wmax—1)
_ bi(i—1) mZax 1— p) o
}/; B (1 - p) 2 ( wAw + u max) 'LL - ( ]- - 21 - p)Wmax

w=1

Proof. The time T, is shown in Figure 7. Let us denote by Zp the state by which a congestion
avoidance phase begins. We must have necessarily either Zp = (j,j) or Zp = (wp;41,J), for

7 =2,...,|Wnax/2] and it is possible that for some j, we have j = w,, 1. So, we have
[Wmax /2] [Wmax /2]
ElTul = Y (XiQui) + Xun,1:Quunys1)) Lituns) + 2 XjQuplgg=un,sys (18)
j=2 j=2
and
[Wmax /2] [Wmax /2]
Elda) = Y (YiQus) + You11Quuny 1) LWorwmyed ¥ 22 YiQui lymwnyats (19)
7j=2 71=2

where, for i = j or wy, 1, we define X; = E[T¢, | Zp = (4,7)], Yi = Eldea | Zp = (4,5)] and
Qi ) = P(Zp = (i,7)). Note that for j = 2,..., [Whnax/2], we have w1 =2,..., Wiay.

Let us evaluate the quantities X;, Y; and Q; ). Y; represents the mean number of segments
sent during a congestion avoidance phase which begins with a congestion window size W€ = i.
During that congestion phase this window may increase from 7 to Wiy,c. Suppose that the
size of this congestion window is equal to w, for w = 4,..., Wy It increases by 1 every b
rounds if no loss occurs. So, when the window size is w, then the w segments of the r-th round,
RR n 4240
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r = 1,...,b, are sent if no loss occurred during all the preceding rounds of that congestion
avoidance phase, which begins with W¢ = 4. If we denote by N(w,r) the total number of
segments contained in all these preceding rounds, we have

Nw7*-b<2k> (r—1w b(w(w_lg_i(i_l))-l—(r—l)w

The probability that the segments of the r-th round of size w are sent is equal to (1 — p)N®@").,

So, we have, for : = 2, ..., Whax,

Wmax—1 b oo
Z Z w(l — p)N(w,T) + Z Wmax(]- _ p)N(Wmax,T).
w=1 r=1 —1

Note that when the size of congestion window is Wi,.y, the number of rounds is unbounded.
After some algebra, we easily obtain,

Wnax—1 b(w(w— 1) i(i—1)) b wlr—
o= X ((1— ») > (1 —p)" 1))
w=1 r=1
o +oo
b(Wmax (Wmax—1)—i(i—1)) r—
+ Winax(1 = p) : > (1 —p)Pmtrd
r=1
Wmax—1 bw
bi(i—1) max bw(w—1) ]_ — (1 — p)
= 1 — — 2z 1 — 3 -~ 7
D ] (R e )
meax(Wmax—l)
_ bi(i=1) (1 — p)f
Winax(1
+ ax(l—p) 2 1— (1= p)Wmex
_ bi(i=1) Wnax—1
= (1-p~ > > why + Wy
w=t
where , ( :
w(w— 1 — 1 — bw 1 _ 5 Wmax(Wmax—1
R e PV PR ot it
1-(1-p) 1—(1—p)Wmax
Using similar arguments, we obtain, for i = 2,..., Whax,
Wmax—1 b
X;=RTT Y, Y. (1-pNen +RTTZ 1 — p)N(Wmaxr)
w=t r=1 r=1

which leads to

Wmax
X, = RTT(1 - p)~ "% (Z Aw +/L>

Let us now determine the probability @(; jy. The only states by which a congestion avoidance
phase may start are state (j,j), reached after a T'D loss, and state (wp;41, ), reached after a
slow start phase without loss, for j = 2,..., |[Wnax/2]. A TD loss is caused by a transition
either from a state (2j,k) to a state (j,j) or from a state (25 + 1,k) to a state (j,7). A slow
start phase without loss is caused by a transition from a state (wy,, j) to state (w,;11,7). So,
following Relation (8) in Remark 4, we get
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e if j # wp, 41 then

Qg5 + Q41 B
Qi) = (Winax/2] ? ’ and Q(wnj+1,j) = Waax/2] ’
> (g + i1 + ;) .22 (agj + i1 + B;)
1= Jj=
e if j = wp, 41 then
B Qgj + Qgjy1 + [
Q) = [Winax/2) )
_EZ (agj + azj1 + 5;)
J:
where
Wanss/2] Wonss/2] 5
agi= Y, 7(25,k)PoinGy = D m(24.k) (1 —(1-p) J) (1= g2),
k=2 k=2
in the same way,
[Winax /2] -,
a1 = Y, w2+ 1LE) (1= (1=p)¥) (1= gz0),
k=2
where, we set 7(l, k) = 0 for | > Wiy, and
B = W(wnjaj)P(an,j)(j,j) = T(wn;, 7)(1 = p)™".
Replacing Q; ;) in Relations (18) and (19), we get
[Wmax /2]
= (% + a2j41) + Xy 12 85) L, 1)
E[Tca] = |_Wmax/2J
2 (oot azi + )
]:
[Wmax/2]
z Xj(ozj + 021 + Bi)j=w,; 1}
* Wones /2]
_22 (ovgj + g1 + ;)
J:
[Wmax /2]
2 (X (az; + azji1) + Xu, 11 55)
_ J=
- [Wmax /2]
_22 (a2j + azjt1 + 5;)
j:
and, in the same way, we obtain the desired expression of E[d.,]. a

The following proposition is well-known.

Proposition 17. The number d°, of successfully transmitted segments during a congestion
avoidance phase has a geometric distribution with parameter 1 —p, so E[d°,] = (1 — p)/p.
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6.5 Send rate and goodput

Proposition 18. The send rate p and the goodput py can be expressed as

E|ds,] + E[d%*] + NiossE[d,]

_ , 20

P~ E[Ty) + E[T%* + RTT(Nss — 1)prr (20)
1+ E[d® 0 + N, E[d°

0o = + [ E° ]+ l [ 7‘] (21)

E[T}) + E[T%* + RTT (Nioss — 1)prr

Proof. From Figure 7, we easily get the ratio of the first terms in expressions (20) and (21).
The last terms, where Ny, appears, are due to the residual rounds. In counting the mean
number of segments transmitted (resp. successfully transmitted) during a cycle, we also need
to take into account the mean number of segments constituting the residual rounds generated
by the Ny, loss detections. This mean number of segments is equal to Nj,sE[d,] (resp. to
Nloss]E[d'(r)])‘

For what concerns the mean cycle duration, it is increased by p,..RTT for each of the
(Nioss — 1) T D losses, because the TO loss residual round is taken into account in next time-
out period, as shown in Figure 12. O

Remark 5. Let us denote by n., the random variable equal to the number of ca phases in a
cycle, that is N, = E[n.,]. Whereas it is clear that E[T%%*] = E[Tss]+ E[neTea), our numerical
results have shown that E[T2%] is very closed to E[Tys] + NoE[T.,), which means that n., and
T., can be considered as independent. The same results hold for variables n., and d., and for
variables n., and d2,.

7 Numerical Results

Winae =8, b=2, Ty = 0.500 s
| |

200 . ;
RTT =0.050 s
RTT =0.100 s
150 RTT =0.250 s 7
p 100
segments
d
per secon 50 |
0 | | | |

0 0.002 0.004  0.006 0.008 0.01
p

Figure 13: FEvolution of the send rate p for different values of RTT.

Figure 13 : The send rate p gets equal to Wi, segments per RTT (Wpax/RTT segments
per second) when loss probability p is close to zero, and converges to zero when p increases.
Moreover, the shorter RT'T is , the more segments are sent per second (quick acknowledgments).
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RTT =0.250s, b=2, To = 0.500 s
[

200 T T T
Wmaz =8 —
150 Wiae = 16 —— -
Wmaz =32 —
p 100 -
segments
d
per secon 50 | N
-
0 | | | |
0 0.002 0.004 0.006 0.008 0.01

p
Figure 14: Evolution of the send rate p for different values of Wiax.

Figure 14 : When W, increases, the window size can reach higher values and the mean
throughput naturally increases too. Note that for small values of the loss probability p, p reaches
Winax/ RTT segments per second, and for large values of p, p seems to be less dependent on
Whax- Indeed, for p = 0,01, p gets close to 20 or 30 segments per second, that is around 6
segments per RT'T for Wy, = 8,16, 32.

RTT =0.250 8, b =2, Tp = 0.500 s
[ [ [ [

0.98 -
0.96 -
0.94 - .

W 1
0-92 — Wmam 3

0.9 | | |
0 0.002 0.004  0.006 0.008 0.01

p
Figure 15: Evolution of the efficiency e = po/p.

Figure 15 : In all the examples considered, the efficiency e = py/p appears to be quite
independent of RTT', but we can see here that e decreases when Wi, increases. In fact,
the higher the bandwidth is, the faster you may transmit data, but the bigger the number of
retransmissions is. Indeed, when the window size is large and one of the first segments gets
lost, then all the following ones get lost too.
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Winae = 32, RTT =0.255,b=2, Ty = 0.5 s Winae = 32, RTT = 0.01s,b=2,Ty = 0.5 s
140 T T T T ] 4500 T T T T
[14]:p=ﬁ:/%7 4000 [14]:'0:% /%7 .
120 [18] full miodel N 3500 - [18] full nfodel =
100 our proposed model i 3000 our proposed model i
p 80 | 2500
60 L 2000 |
4 1500 -
0 1000 -
20 - 500
0 ! ! ! ! 0 ! ! ! |
0 0.002 0.004 0.006 0.008 0.01 0 0.002 0.004 0.006 0.008 0.01

p p

Figure 16: Comparison to other models.

Figure 16 : Note that the throughput of our model, evaluated with less simplifications,
is lower than the one obtained by the authors of [18]. But the higher RTT is, the closer the
different models are.

We show in Figures 17 and 18 other improvements obtained by using our Markov model.

RTT =0.250's, b= 2, Ty = 0.500 s
1 T T T T

0.8 _

. 0.6
proportion of
520 losses

T

1
RSN’

Wma
Wmam 1
0.2 F Wmaz =3

0 | | |
0 0.002 0.004 0.006 0.008 0.01

p
Figure 17: Proportion of TO-type losses.

Figure 17 : The more W,,, gets high, the more 7'D events may occur, because residual

rounds contain more segments and these residual rounds are the ones that generate duplicate
ACKs.
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RTT =0.2508,b=2, To = 0.500 s

0.25 T T T T
Whae = 8
02 — Wmam = ]_6 —_— -
Wmam =32 ——
E[T,] 101 ’
BT o1 | .
0.05 .
0 | | | |
0 0.002 0.004 0.006 0.008 0.01
b

Figure 18: Importance of slow start : proportion of time in each cycle.

Figure 18 : Though the proportion of time spent in slow start per cycle does not appear
to depend on RT'T, we can notice that it seems to be sensitive to Wy,., in the sense that when
Winax gets higher, slow start phases can reach higher thresholds and thus last longer (whereas
in congestion avoidance, the bigger the window size is, the higher the probability that a loss
appears, stopping thus the congestion avoidance phase). But the main remark is that the slow
start phase may reach 10 or 15 per cent of a cycle duration. This shows that it must be taken
into account for the performance evaluation of TCP.

8 Conclusion

The main assumption we made is that the connection is established in a high speed and wide
area (large RT'T) network. Indeed, the time needed to send all segments in congestion window
and the time interval between ACKs must be significantly low compared to the round trip time
for the identification of separated bursts, called and defined as rounds.

Moreover, we supposed that the loss probability p is independent to the window size, because
in high capacity networks, the load of a single connection is not responsible of congestion.
Concerning loss correlation (when a segment gets lost, all the following ones in the same round
also get lost), we apply our model to high capacity and high speed networks with drop-tail
routers, in which the connection is not the cause of congestion and packets of a given round
arrive in burst in the overflowed router. And despite multiplexing, a router remains full as long
as packets of the same window arrive and thus rejects all of them.

With these assumptions, we have been able to obtain analytical expressions for the send
rate and goodput of a long term steady-state connection (stationary regime), for the mean
duration and the mean number of segments sent and acknowledged in each time-out, slow start
and congestion avoidance phase. This precise description of TCP allows an accurate study of
its performance in many high speed and wide area networks.
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