N

N
N

HAL

open science

Linear Control of Live Marked Graphs
Philippe Darondeau, Xiaolan Xie

» To cite this version:

Philippe Darondeau, Xiaolan Xie. Linear Control of Live Marked Graphs. [Research Report] RR-4251,

INRIA. 2001, pp.24. inria-00072337

HAL Id: inria-00072337
https://inria.hal.science/inria-00072337
Submitted on 23 May 2006

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/inria-00072337
https://hal.archives-ouvertes.fr

ISRN INRIA/RR--4251--FR+ENG

N 0249-6399

ZIINRIA

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE

Linear Control of Live Marked Graphs

Philippe Darondeau — Xiaolan Xie

N° 4251
July 2001

THEMES 1et 4

apport

derecherche







% I N RIA

RENNEsS

Linear Control of Live Marked Graphs

Philippe Darondeau H , Xiaolan Xie i

Thémes 1 et 4 — Réseaux et systémes — Simulation et optimisation
de systémes complexes
Projets S4 et Macsi

Rapport de recherche n® 4251 — July 2001 —B4] pages

Abstract: Given a linear constraint on the firing vectors of a live marked graph (bounded
or unbounded) with uncontrollable / unobservable transitions, we apply linear programming
techniques to compute the most liberal controller enforcing this constraint. In the special
case of strongly connected live marked graphs, we compute further on the most liberal
controller that keeps the marked graph live and enforces the constraint.

Key-words: Petri Nets, Marked Graphs, Firing Vectors, Linear Constraints, Supervision,
Liveness, Polyhedra, Linear Programming

Research done within the Coordinated Research Action MARS of INRIA

*

IRISA, campus de Beaulieu, F35042 Rennes Cedex (Philippe.Darondeau@irisa.fr)
T En1M, ile du Saulcy, F57045 Metz (Xiaolan.Xie@loria.fr)

Unité de recherche INRIA Rennes



Controle linéaire des graphes marqués vivants

Résumé : Etant donné une contrainte linéaire sur les vecteurs de tir d’un graphe marqué
vivant (borné ou non) ayant des transitions incontrdlables / inobservables, nous utilisons les
techniques de la programmation linéaire pour calculer le controleur le plus permissif mettant
en oeuvre cette contrainte. Dans le cas de graphes marqués vivants fortement connexes, nous
calculons en outre le contréleur le plus permissif qui met en oeuvre la contrainte en préservant
la vivacité.

Mots-clés : réseaux de Petri, graphes marqués, vecteurs de tir, contraintes linéaires,
supervision, vivacité, polyédres, programmation linéaire
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1 Introduction

Enforcing linear constraints on reachable markings, and enforcing liveness, are yet two dis-
joint problems in Petri net supervisory control. Early work was developped in [2] [14] to
enforce linear constraints on markings by auxiliary places, called monitors. Monitors achieve
the most liberal control of safe marked graphs, but they fail in this respect when consider-
ing (bounded) Petri nets together with uncontrollable and unobservable transitions. Recent
advances on monitors were made in two directions. One direction is to compute monitors
by purely linear techniques so as to avoid constructing state graphs [7]: monitors obtained
in this way do belong to the (integer) module generated by the places of the net (identified
with rows of its incidence matrix). A second direction is to search for monitors in a larger
space, namely the (integer) module of all regions of the state graph of the net (i.e. all
implicit places of the net) [I1]. Constructing state graphs is the price to pay for computing
unrestricted monitors. A trade off between these two opposite directions has yet to be pro-
posed. Pioneering work on liveness enforcement was done in [T3], where an optimal control
is produced in the form of a control net. Similar results were obtained recently in [4] in the
extended context of nets with uncontrollable and unobservable transitions.

We shall in this paper propose a linear algebraic construction of the most permissive
controller for a live marked graph, able to enforce a linear inequality on reachable markings
or, more generally, on firing vectors, in the presence of uncontrollable and unobservable
transitions. This, as far as we know, is a new contribution, since we address the case of
unsafe and possibly unbounded live marked graphs, in which monitors fail to achieve the most
permissive control. Moreover, linear inequalities on firing vectors allow to express a larger
class of control objectives [B] [6]. As a matter of fact, many elements of our presentation are
borrowed from the general framework defined by Li and Wonham, but our results diverge
significantly from the results given in the last two references. On the one hand, marked
graphs are a subclass of the Vector Discrete Event-Systems (VDES) considered there. On
the other hand, Li and Wonham solve the control problem for VDES in the specific case
when the uncontrollable projections of these systems are loop-free, and they use integer linear
programming, while we solve the control problem for live marked graphs with arbitrary loops,
and we use linear programming in the rational numbers. A disadvantage of the solutions we
propose w.r.t. monitors is to lead to interpreted control, not to compiled control (making
verification of the controlled system problematic). This is the price to pay if one wants to
obtain the most permissive supervisory control in every case.

Another, more serious, limitation of the controllers we offer is that they fail to preserve
liveness of the uncontrolled net. We do not know any solution to the problem of jointly
enforcing linear constraints and preserving liveness for unbounded nets or marked graphs.
We shall therefore limit our ambition to solve this problem for strongly connected live marked
graphs, which are bounded. If we considered only linear constraints on reachable markings,
the problem could be solved directly by iterative techniques on finite state systems, but the
solution is not so direct when considering linear constraints on firing vectors.

The remaining sections are organized as follows. Section 2 examines sets of firing vectors
of live marked graphs (they are polyhedra), and shows that they are stable under projection

RR n°® 4251



4 Darondeau € Xie

on observable transitions. Sections 3 and 4 construct controllers for live marked graphs
(using polyhedra, unimodularity and Farkas lemma). Section 5 compares our approach to
the approach based on monitors. Sections 6 to 8 solve the question of liveness preserving
control for strongly connected marked graphs (we fold polyhedra to polytopes and then
extract geometric automata from the latter).

2 Live Marked Graphs

A marked graph is a Petri net in which all weights are 1 and every place has exactly one
input transition and one output transition. Such nets may be seen as directed graphs, with
transitions as nodes and places as arcs. A marking is a labeling of the arcs with non-negative
integers. Let G = (P,T,C, Myp) be a marked graph, where C : P x T — {—1,0,1} is the
connectivity matriz of the graph (C|p, t] equals 1 if arc p leaves node ¢, —1 if arc p leads to
node t, and 0 otherwise), and My : P — IN is the initial marking (seen as a column-vector).
For each transition ¢t € T, let t : T — IN be the column-vector t(¢) = 1 and t(¢') = 0 for
t' # t. Transition ¢ may be fired at My if and only if My + C't is a non-negative vector (hence
a marking of G). Firingt at My is represented as My[t) M, where M = My+ Ct. A marking
M, such that exists a firing sequence My[t1)M[t2) ... My, —1[tn) M, is said to be reachable.
Abusing the notation, one writes also Mg[t1 ...tn)My. The sequence o = t; ...t, is called
a firing sequence of G. The column-vector (o) : T — IN with entries ¢(c)(t) counting the
occurrences of the respective transitions ¢ in ¢ is called a firing vector of G. Further abusing
the notation, let M[x)M’ be used to mean o M[o)M' and ¢ (o) = x.

Remarque 2.1 For any firing vector x and transition t € T, if Mo + C(x +t) > 0 then
x + t is a firing vector.

A marked graph is live if, for each firing vector x and for each transition ¢ € T, there
exists o € T* such that (Mp + Cx)[ot)M' for some marking M'. Thus, in a live marked
graph, for each firing vector x and for each transition ¢ € T', there exists a firing vector x’ > x
such that (x' — x)(¢) > 1 (comparison of, and operations on vectors are componentwise).
Nevertheless, the latter condition may be satisfied also in a non-live marked graph. The
sub-class of live marked graphs has a simple characterization: G is live if and only if the
initial marking My places at least one token on each directed circuit in the graph (see [9]).
The dynamics of a live marked graph may be fully characterized in linear algebraic terms,
as follows (Theo. 2 in [8]).

Theorem 2.2 In a live marked graph G = (P,T,C, My), a vector x : T — IN is a firing
vector if and only if Mo+ Cx > 0 — and in this case My [x) My + Cx.

Some consequences of this central theorem will be examined later on in the section. In the
meantime, let us recall easy lemmas which belong to the folklore.

INRIA



Linear Control of Live Marked Graphs 5

Lemma 2.3 (interpollation) Given firing vectors x and x' of a live marked graph, let
M and M’ be the respective markings such that Mo[x)M and Mo[x')M'. If x < x', then
M[x' —x)M'.

Proof: Immediate from Theo. ]

Lemma 2.4 (least enabling vector) In a live marked graph, given a reachable marking
M and a transition t, there is a unique minimal vector x such that M[x)M' for some marking
M'" enabling transition t.

Proof: Let x(t') = 1 for every transition (or node) ¢’ located in between the extremities
(excluding them) of a directed path of the graph, starting with an arc (or place) marked in
M, taking no other arc marked in M, and leading to the target ¢; let x(¢') = 0 for all other
transitions. [ ]

Lemma 2.5 (meet semi-lattice) The set of firing vectors of a live marked graph is closed
under binary meet.

Proof: Let x' and x” be two firing vectors of G = (P, T, C, My). Suppose for the sake of
contradiction that x = x’ A x” is not a firing vector of G. By Theo. B2 relation My[p] +
Clp, - ]x > 0fails for some place p € P, with associated row C[p, -] in matrix C. By definition
of marked graphs, this row has two non-zero entries C[p,t] = —1 and C[p,t'] = 1. As x’ and
x" are firing vectors of G, by Theo. LA My[p]—x'[t]+x[t'] > 0 and My[p]—x"[t]+x"[t'] > 0.
Therefore, a fortiori, Mo[p] — x[t] + x'[t'] > 0 and My[p] — x[t] + x"'[t'] > 0, which entail
altogether My[p] — x[t] + x[t'] > 0, a contradiction of the assumption. [ |

Lemma 2.6 (join semi-lattice) The set of firing vectors of a live marked graph is closed
under binary join.

Proof: Let x' and x” be firing vectors of G = (P, T,C, My). Put x = x’ A x”, then vectors
x’ —x and x” — x have disjoint subsets on non-zero entries. Therefore, x' Vx" = x+ ((x’ —
X)V(x"'—x)) = x+(x' —x)+(x""—x). Aseachrow Clp, -] of the connectivity matrix contains
exactly two non-zero entries —1 and 1, the scalar products C[p, -] (x' —x) and C[p, -] (x" —x)
cannot be jointly negative. Therefore, C[p, -] (x'Vx'") > Clp,-]x'AC[p,-]x". By Theo. 232
Mo[p] + Clp,-1x" > 0 and My[p] + C|p,-1x" > 0, hence My[p] + C|p,-](x' v x"") > 0 for
every place p. By Theo. B2 x’ v x” is therefore a firing vector of G. ]

Theorem 22 shows that the set of firing vectors of a live marked graph G = (P, T, C, M)
is the set of integral vectors of a polyhedron, defined by the system of linear inequalities x > 0
and —Cx < My (as My > 0, the null vector is always a solution of the system). One may
refine this observation. Recall that each row in the connectivity matrix C' of a marked
graph has exactly two non-zero entries —1 and 1. It was pointed out long ago that such
matrices are totally unimodular, which means that the determinant of every square sub-
matrix is always —1, 0 or 1. By Hoffman and Kruskal’s theorem, it follows that the set
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{x > 0| — Cx < My} is an integral polyhedron, that is to say, this polyhedron is equal to
the convex hull of the integral vectors it contains. We refer the reader to [12] for the general
background of linear and integer programming. Classical results in this field may be used
to show a nice property of sets of firing vectors of live marked graphs: this class of integral
polyhedra is closed under projections. The rest of the section is devoted to establishing this
fact, crucial for supervisory control of live marked graphs with unobservable transitions.

In the sequel, G = (P,T,C, M) is a live marked graph whose set of transitions is the
disjoint union T' = T"UT" of two subsets with respective numbers of elements |T'| = m and
|T"| = n. The latter subset contains unobservable transitions, to abstract from. We write
x = x'x” to mean a non-negative rational column-vector x with the projections 7'x = x’
and 7''x = x"”, respectively on T” and T". We call n’'x = x’ the observable projection of x.
Similarly, we write C = C’,C" to mean the block-decomposition of the connectivity matrix
into submatrices C' : P x T" — {-1,0,1} and C"” : P x T" — {-1,0,1}. As usual, Q
denotes the rational numbers, and @, denotes the non-negative rational numbers. In a first
stage, we show that the observable projections of the firing vectors of a live marked graph
are the integral points of a polyhedron.

Lemma 2.7 The set {x’ € IN™|(Ix" € IN") — Cx'x" < My} is equal to the set {x' €
N™ | (EX” € Q+n) —Cox'x" < MO}

Proof: The inclusion of the former set in the latter is trivial. In order to prove the converse
inclusion, it suffices to show that whenever —Cx'q” < M, for a non-negative rational vector
q”, then —Cx'x" < M, for x” = [q"]. For this purpose, consider any inequality —C|[p, -] x <
Mo[p] in system —Cx < My. Because row C|p, -] has exactly two non-zero entries —1 and
1, =C"[p,- ] (x" —d") < 1. As —Clp,-1x'q" < My[p], it comes that —C[p,-]x'x"" < My[p]
since both numbers are integer and the left one is strictly smaller than My[p] + 1. [ ]

Proposition 2.8 The observable projections of the firing vectors of a live marked graph are
the integral points of a polyhedron.

Proof: Given x’ € IN™, by the above lemma, x’ is the observable projection of a firing vector
if and onmly if (3q” € Q") — C"q" < My + C'x’. By Farkas lemma, —C"q" < My + C'x’
has a non-negative solution if and only if, for every rational row-vector y with dimension
equal to the number of places |P|:

y(=C")>0andy >0 = y(My+C'x') >0

Now the conditions y(—C") > 0 and y > 0 define a convex cone, and the linear homo-
geneous inequality y(My + C'x’) > 0 holds for all vectors y in this cone if and only if

holds for its extremal rays yi,...,yx. Therefore, vector X’ is the observable projection of
a firing vector if and only if it belongs to the polyhedron defined by the linear inequalities
—(in’)x’gyiMo (7,:].]{)) [ |

INRIA
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We will now show that the integral points of the above polyhedron are the firing vectors of
a live marked graph. Therefore, we must show that rational vectors yi, ...,y representing
the extremal rays of the convex cone y > 0,y C” < 0 may be chosen such that each linear
combination y; C' of rows of C’ contains exactly two non-zero entries —1 and 1. Clearly,
the extremal rays of a convex cone may be represented as integral vectors, so let us focus
on integral solutions of system y > 0,y C"” < 0. Exploiting the strong fact that C” is a
sub-matrix of a connectivity matrix, we prove that each integral solution y is a non-negative
linear combination of smaller solutions with all entries in {0,1}.

In next lemma, we let Pj,, P, P,i, and P;; denote the subsets of arcs (or places) of
the marked graph G that lead, respectively, from unobservable nodes in T" to observable
nodes in 7", from observable nodes to observable nodes, from observable nodes in 7" to
unobservable nodes in 7", and from unobservable nodes to unobservable nodes.

Lemma 2.9 Each non-negative integral solutiony of y C" < 0 expresses as a sum of {0,1}-
solutions y' satisfying one of four mutually exclusive conditions:

i) (3p' €Py) ¥pl=1 iff p=p/,

i) @P'CPy) y'pl=1 iff pe P,

iii) (3P'CPy) (' €Py) y'lpl=1 iff (peP orp=yp),

iv) (3P C Py) (3p' € Poi) (3" € Poo) y'Ipl=1 iff (p€ P orpe {p.p"}).

Proof: Consider first the simple case when every row C”[p,-] with a positive coefficient
y[p] > 0 has no entry equal to 1. Then either all entries of C”'[p, -] are zeroes and p € P,,,
or C"[p,t] = —1 for some t € T” and p € P,;. Therefore, y is a sum of smaller solutions
of type (i) or (iii). Consider now the case when exists a place p; such that y[p;] > 1
while C"'[p1,t1] = 1 for some transition ¢;. As y C" < 0, there must exist a place ps such

that y[p2] > 1 and C"[p2,t1] = —1. If C"[pe,t2] = 1 for some transition o, then, there
must exist a place ps such that y[ps] > 1 and C"[ps,t2] = —1 (where possibly ps = p1).
Continuing the iteration, and producing at each step a place pr4+1 such that y[pg1] > 1
and C"'[pg+1,tk] = —1, one meets sooner or later case (a) or case (b):

a) Pry1 = pn With h <k,

b) C"[pk+1,-] has no entry equal to 1.

In case (a), let y’' be the {0,1}-vector defined with y'[p] = 1 iff p € {pn,... ,px}- Then
y' C" =0, hence y’ is a solution of type (ii), and one may proceed to decompose (y —y’). In
case (b), one distinguishes two subcases. The easy case is when C"'[py, -] has no entry equal
to —1. In this case, let y' be the {0, 1}-vector defined with y'[p] = 1iff p € {p1,... , Pk+1}-
Then y' C"” = 0, hence y' is a solution of type (iv) — with p' = pgs1, P’ = {p2,... ,Dx},
and p"” = p; — and one may proceed to decompose (y — y’). The uneasy case is when
C"[p1,t] = —1 for some transition t;. We distinguish further two subcases. The first
case is when (y C"")[to] < —1. Then, let y’ be the {0,1}-vector defined with y'[p] = 1 iff
P € {p1,.-- ,Pry1}- As y' C" has a unique non-zero entry (y' C")[to] = —1, ¥’ is a solution
of type (iii) — with P’ = {p1,... ,pr} and p’ = pr41. Now, (y —y')C"” < 0, and one may
proceed to decompose (y —y’). The second case is when (y C")[to] = 0. Then, there must
exist a place pg such that y[po] > 1 and C"[pg,t0] = 1. If po = pn € {P1,-.- ,Pk+1}, let ¥’
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be the {0, 1}-vector defined with y'[p] = 1 iff p € {p1,... ,pn}. Then y'C"” = 0, hence y’
is a solution of type (ii), and one may proceed to decompose (y —y’). If on the contrary
po & {p1,--- ,DPr+1}, one is brought back to case (b) with the new place py playing the role
of the former place p;, hence one iterates the reasoning. [ ]

Proposition 2.10 Observable projections of firing vectors of a live marked graph are the
integral points of a polyhedron x' > 0, —Dx' < M' where each row of D has two non-zero
entries —1 and 1, and M’ is a vector of non-negative integers.

Proof: By the above lemma, the extremal rays of the cone y > 0,y C” < 0 may be
represented by {0, 1}-vectors y; of types (i) to (iv). Seeing that C'[p,-] is an all-zero vector
whenever p € P;;, it follows that each non-trivial inequality —(y; C') x’ < y; My boils down
to one of the forms:

i) —C'[p,-]x' < Mpy[p] where p € P,,,

thus —C'[p, -] has two non-zero entries —1 and 1,

iii) ~C'lp,-]x' < Molp'] where p' € Py,

thus C'[p’, -] is a non-negative vector and the inequality is trivial,

i) =C'[p',-1x' = C'[p",-1x' < Mo[p'] + My[p"] where p’ € P,; and p” € P,,, thus C'[p/,-]
has a unique non-zero entry, equal to 1, and C’[p”, -] has a unique non-zero entry, equal to
—1,and (—C'[p',-]) + (—C'[p",-]) either is an all-zero vector or has two non-zero entries —1
and 1. [ |

Theorem 2.11 The observable projections of the firing vectors of a live marked graph are
the firing vectors of a live marked graph.

Proof: Let G’ be the marked graph with the connectivity matrix D and the initial
marking M'. Denote by FV(G) and FV(G") the respective sets of firing vectors of G and G'.
By construction, —Dx’ < M’ for every x' € FV(G'), hence FV(G') C {r'x|x € FV(G)}.
We claim that FV(G') = {n'x|x € FV(G)}. As the null vector belongs to FV(G'),
the right-to-left inclusion may be established by an induction on the non-negative integer
vectors x’ such that —Dx’ < M'. In view of remark 1], the induction step amounts to
showing that whenever x’ # 0, there exists some transition ¢ € 7" such that x’ > t’' and
—Dy' < M' fory’ = x' —t'. Now, x’ = 7'x for some x € FV(G), and 7'x # 0 entails
that {y € FV(G)|n'y < n'x} is non-empty. Choose vector y maximal in this set, then
necessarily 7'x — 7'y = t’ for some ' € T, and —Dy’ < M’ for y' = 7'y since y’ is the
observable projection of a firing vector of G.

It remains to show that G’ is live. As G is live and any reachable marking of G’ is equal
to M’ + D(r'y) for some y € FV(G), it suffices to show that, if y < x € FV(G), then
(M'+ D(r'y)) [o) (M'+ D(n'x)) in G' for some sequence o with firing count equal to
7' (x —y). By induction, if suffices to consider the case where x —y =t fort € T. As n'x is
a firing vector of G', M' + D(n'x) is a well-defined marking of G'. Thus, it suffices to put
down o =t if ¢ is observable (¢ € T"), and to let o be the empty sequence otherwise. [ |

Corollary 2.12 The observable projections of the firing sequences of a live marked graph
are the firing sequences of a live marked graph.

INRIA
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Proof: It suffices to show that, given two firing vectors x’; and x’s of G’ such that
x’; < x'5 and x'5 — X1 = t’ for some observable transition ¢, there exists firing vectors x;
and x5 of G such that x'; = 7'x1, x5 = 7'x5, and x; < x5. Choose any firing vectors x; and
y of G with the respective observable projections x'; and x’5. By lemma 8 xo =x; V y
is a firing vector of G, and 7'xs = x's. ]

3 The supervision problem for live marked graphs

Given a live marked graph G = (P, T, C, My), or plant, let a subset of legal firing vectors be
defined by linear inequality Ax < b. Let the set of transitions 7' = T, U T, be partitioned into
controllable transitions (T.) and uncontrollable transitions (T),). Finally, let T,, = Ty U T;
be partitioned into free transitions (T') and invisible or unobservable transitions (T;). Thus,
T. U Ty is the subset of the observable transitions. The problem is to construct a process,
the supervisor, able to confine the executions of plant G within the constraint Ax < b by
either granting or denying a permission for each occurrence of a controllable action of the
plant, based on the awareness of all occurrences of observable actions.

This problem is a close variation of the problem usually considered in the literature of
Petri net supervision, where legal markings are specified by a linear constraint AM < b
(2] [14] [3] [7]). As a matter of fact, a linear constraint on markings may be formulated
alternatively as a linear constraint on firing vectors: the reachable markings are the images of
the firing vectors under the linear transformation M = My + Cx, hence constraint AM < b
may also be expressed in the form (AC)x < (b — AM,). What is gained by considering
linear constraints on firing vectors is more power for expressing control objectives: one can
discriminate between legal and illegal firing vectors that may lead to the same marking.
Linear constraints on firing vectors stay however weaker than rational language constraints
dealt with in [TI0]. We borrow for the rest the general framework proposed by Ramadge
and Wonham for studying the supervision of discrete event systems with uncontrollable and
unobservable events.

Our main objective in this section is to show that when the plant is a live marked
graph, the sole information that a control process should maintain on what happened in the
plant is the observable projection of the current firing vector. We will also determine which
occurrences of the controllable actions should be granted or denied permission according
to the most permissive policy. Computational aspects of control will be dealt with in next
section.

Let notations as follows. The subset of observable transitions is denoted T, thus T, =
T\T; =T, U Ty (controllable transitions are observable, free transitions are observable but
not controllable). For s € {c, f,4,0}, let ¢5 : T* — TF be the morphism of free monoids
defined with ¢4(t) =t for ¢t € T and ¢4(t) = € for t € T'\ Ts — where € is the empty word.
Thus ¢ erases letters not in T,. For s € {c, f,i,0}, let ¢s : TS — (Ts — IN) denote the
map that sends each word to the vector with entries counting occurrences of each letter
in the word, and let ¢ : T* — (T — IN) be defined similarly for arbitrary words in 7*.
Finally, for s € {c, f,i,0}, let w5 : (T' = IN) — (T, — IN) denote the projection that sends
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each T-vector to its induced restriction on the entries in Ts. Thus, 75 0 ¥(w) = s 0 ¢s(w)
for all w € T* and s € {c, f,i,0}. In the sequel, plant refers to a fixed live marked graph
G = (P,T,C, Mp). FS(G) denotes the set of all firing sequences of G, and FV(G) denotes
the set of all its firing vectors.

Proposition 3.1 Leto’,o” € T* be firing sequences of G such that 1,0¢,(c’) = ¥,00,(c"),
then there exists a firing sequence o such that ¢,(c) = ¢,(c') and 1; o ¢;(c) = ; o di(c”).

Proof: Let 0’ = wity ... WntpWnt1, where the w; are sequences of unobservable tran-

sitions (w; € T; for j = 1...n + 1) and the t; are observable transitions (t; € T,
for j = 1...n). One may assume w,y; = ¢ without loss of generality, as the state-
ment to prove depends only upon ¢,(¢’) = t1...t,. For the same reason, if we let

M;_1 = My + Cy(wity...t;—1) for j > 1, one may assume without loss of generality that,
for all j € {1,...,n}, ¢(w;) is the least vector, given by lemma 24, such that M;_1[x;)M;
for some marking M J' enabling ¢;. Actually, if the assumption holds for all j < k but it
does not hold for j = k, let wj, be any sequence of transitions such that (wj;,) = x; (the
least vector that must be fired from Mj_; in order to enable t;). Thus, My_;[w})M[tr)
for some M, and at the same time, Mjy_;[wyty) My, with Y(w},) = xx < ¥(wy). It fol-
lows that ¢ (w}tr) < ¢(witx), hence, by lemma 3 there exists a transition sequence wj
with the commutative image ¥ (w)) = Y(wrtr) — Y(witr) = Y(wi) — Y(w),) such that
Mpy_1|w}, tp wy)My. Therefore, the inductive assumption now holds up to j = k in the
modified sequence w1ty ... tg—1wW}, tk W) Wgt1te+1 ..., whose observable trace t; ..., is still
equal to ¢, (a').

Let us proceed to the proof under these assumptions. As ¢ (w;) is the least vector
that must be fired from Mj in order to enable t;, and ¢; occurs in ¢ (this follows from the
relation ¥,0¢,(c") = P,0¢,(c")), one has necessarily ¥ (w1 t;) < (o). By lemmaZ3 there
exists therefore a transition sequence o} such that Mi[o7) and (o) = ¥(c") — Y(wity).
Thus, if we denote by o} the sequence such that ¢’ = wy t; o], we obtain ¥, o ¢,(c]) =
Yo 0 o(0") — 1ho © Po(wit1) = tho 0 Po(0") — 1o © Po(wrt1) = mo 0 P(0") — mo 0 P(wity) =
mo(Y(c") — P(wit1)) = 7, 0 YW(o7]) = ¥, 0 Ppo(0f). Therefore, if we consider now transition
sequences o} and o7, that can be fired at M7, we can iterate the reasoning. At last stage
in this iterative process, one obtains a sequence o), such that M,[o) and (o)) = ¥(c¢") —

P(wity) — ... — P(wptn) = P(c") — YP(o’). Thus, if we define 6 = wy t1...wyt, oL, One
finally derives ; 0 ¢i(0) = mi 0 ¢h(0) = mi(y(0") + ¢(07)) = mi(p(0’) + (Y(0”) — (o)) =
mi 0 p(0") =i o ¢i(0"). i

Corollary 3.2 For any sequence o € FS(G), {¢(0') |1 0 ¢po(0’) =1 0 po(0)} = {3(0") |
o(0') = ¢o(0)}, where o' ranges over FS(G).

Proof: The inclusion of the latter set in the former is immediate. In order to show direct
inclusion, suppose 1, © ¢,(c’') = 1, o ¢po(c). Then, by Prop. Bl there exists a sequence
" € FS(G) such that ¢,(c") = ¢o(c) and ¥; o ¢;(c"") = 1; 0 ¢;(c’). From the first equal-
ity, ¥o00,(c’) = 1¥,0h,(c"), hence it follows from the second equality that ¥ (¢’) = ¥ (c”). N
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Linear Control of Live Marked Graphs 11

The above corollary shows that there is no need, for controlling a plant, to maintain
an ordered history of occurrences of observable transitions: ordered histories ¢,(o) and
unordered histories 1, 0 ¢, (c) determine the same predicates for identifying the firing vector
¥(o) in FV(G).

Let us now turn to the topic of control policies. We are interested in the most permissive
control policy, meaning that a controllable transition is never denied permission unless this
would open a way in which the plant could subsequently violate the constraint Ax < b against
any defense, i.e. whatever could be the control policy applied after granting permission.
Some terminology is introduced now in order to help describing this most permissive control
policy.

Definition 3.3 A firing vector x € FV(G) is forbidden if Ax > b, 4t is risky if x < X' and
me(x) = w(x') for some forbidden vector x', and it is suspect if w,(x) = 7,(x') for some
risky vector x'. Two vectors such that 7,(x) = m,(x') are observationally equivalent, noted
X ~, x'.

Note that forbidden C risky C suspect. In view of lemma B3 a control policy that does
not prevent the plant from firing all risky vectors cannot be enforce the control objective
Ax < b. Actually, if the plant was allowed to perform process My[x)M even though x < x’
and 7.(x) = m.(x') for some forbidden vector x’, the control policy could not obstruct to
M[x' —x), since all transitions in this process are uncontrollable. Next proposition shows
that in the specific case of live marked graphs, an effective control policy should also prevent
the plant from firing all suspect vectors.

Proposition 3.4 Any deterministic policy for granting or denying permission to control-
lable transitions of the plant, based on the observation ¢,(c) of the current transition se-
quence o fired in the plant, either fails to enforce the control objective Ax < b, or results in
preventing the plant from firing all suspect vectors.

Proof: Consider a transition sequence o of the plant such that (o) is suspect. Assume
that Mpy[o) is not obstructed by the control policy. Then, by definition, ¢(o) ~, ¥(o’) for
some transition sequence o’ such that ¢(c’) is a risky vector. By Prop. Bl there exists yet
another transition sequence ¢” of the plant such that ¢,(c") = ¢,(c) and ¥(c") = ¥(a’).
Therefore, 1(c") is also a risky vector. Let ¢” = wit;...wpt,wpy1 where the w; are
sequences of unobservable transitions (for j = 1...n+1) and the ¢; are observable transitions
(for j = 1...n). As the control policy is deterministic, and whenever ¢; is controllable, it
has been granted permission to fire in run o based on the observation ¢; ...%¢;_1, the same
must be true in run ¢”. Therefore, the control policy does not prevent the plant from firing
the risky vector (o), and it cannot enforce the control objective Ax < b [ |

Proposition 3.5 Let x,x’ be two firing vectors and t an uncontrollable transition such that

x <x' and X' —x =t (we recall that t(t) =1 and t(t') = 0 for t' #t). If X' is a suspect
vector, then X is a suspect vector.
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Proof: By definition, x’ ~, x” for some risky vector x”. Transition ¢ may be either observ-
able or unobservable. If ¢ is unobservable (¢ € T;), then clearly, 7,(z) = 7,(z') = 7,(z"),
showing that x is suspect. Consider now the case when ¢ is observable (¢t € T,,NT, = Ty). Se-
lect a firing sequence o of G such that ¢ (o) = x. As ¥(ot) = x’, ot is a firing sequence of G.
As x' ~, x”, by Prop. Bl there exists a firing sequence ¢” of G such that ¢,(c"”) = @,(ct)
and (0") = x"”. Let ¢’ = atf where  is a sequence of unobservable transitions. Be-
cause t 3 is a sequence of uncontrollable transitions and x' is a risky vector, ¥(a) is a
risky vector. Now, ¢,(c") = ¢o(at) and ¢,(c") = ¢, (o t) entail ¢,(a) = ¢,(c). Therefore,
oo (@) = Po00,(a) = P,0¢,(0) = m,01(0), showing that x = (o) is a suspect vector. W

We are now ready to describe the most permissive control policy: when the sequence
o has been fired in the plant, grant the permission to fire controllable action t if and only
if w(ot) is not a suspect vector. By Prop. BH this control policy is correct (forbidden C
suspect). By Prop. B, any correct control policy must prevent the plant from firing all
suspect vectors, hence this control policy is the most permissive. What remains to be shown
is that it is feasible, based on the observation ¢, (o) of the sequence o fired in the plant. As
the set of the suspect vectors is closed under observational equivalence ~,, one can actually
determine from the observed sequence ¢,(o) whether (o t) is suspect. Even better, one
can determine this from the data v, o ¢,(0) = 7, o ¥(c). Therefore, the most permissive
control policy may be realized by a process whose parameter is the observable projection
of the vector yet fired in the plant (confirming the remark after corollary B2). Prop. ZX
determines the range of this parameter, and corollary explains its interpretation.

4 Computing linear control of live marked graphs

We show in this section that observable projections of suspect vectors are the integral points
of a polyhedron. An effective computation of this polyhedron defines a linear control of
plant G = (P, T, C, My), enforcing linear constraint Ax < b in the most permissive way.

Adapting notations from section 2, let x = x. Xy X; = XX, = X, X; denote a vector
x : T — IN with the respective projections m4(x) = x, for s € {¢, f,i,0,u}. Similarly, let
q = q.qy q; denote a rational vector q : T — Q with the respective projections m;(q) = q,.
Finally, let Cs : P x Ts — {—1,0,1} be the induced restriction of connectivity matrix C' on
subset of columns T%.

It is easily seen that a firing vector x is suspect if and only if there exists a forbidden
vector x’ such that x, = x'. and x;y < x';. Actually, in this case, x is observationaly
equivalent to the risky vector x A x’ given by lemma B conversely, if x ~, x” and x" is
a risky vector, then there exists a forbidden vector x’ such that x”’, = x'. and X", < x', ,
entailing x. = x’. and xy < x’y. We shall now propose a linear characterization of suspect
vectors, relying on total unimodularity of matrix C.

Lemma 4.1 The firing vector x = X. Xy x; is suspect if and only if there exist non-negative
rational vectors qy and q; such that xy < qp, —C(Xcqy Qi) < Mo, and A(x.qrq;) > b+ 1.
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Linear Control of Live Marked Graphs 13

Proof: In view of the observation made above, the specified conditions are necessary. Let
us show that they are also sufficient. For this purpose, consider the linear form A, q, in
the rational vector variable q, = qy q; , subject to linear constraints —q; < —x; and
—Cyay < Mg+ C.x.. The two constraints may be gathered into a single system D q, < e,
where matrix D has block decomposition:

Iy 0;

-Cy -G
and e is the obvious vector of integers. Now, matrix C is totally unimodular, hence the
opposite matrix —C' and its sub-matrix —C,, = (—=C}, —C};) are totally unimodular, and the

same holds for matrix D. By a well known corollary of Hoffman and Kruskal’s theorem (see
p.268 in [12]), the optimum

mazr{A,qu|q, >0 and Dq, <e}

is reached (if it exists) at an integral point x’,, = x’; x’; . Thus, under the conditions stated
in the lemma, there exists an integer vector x’ > 0, namely x’ = x.x'yx/; , such that
Ax' >b+1,-Cx' < My, and xy < x'y . Clearly, x’ is a forbidden vector, hence x is a
suspect vector. B

Proposition 4.2 The observable projections of the suspect vectors are the integral points of
a polyhedron.

Proof: Extending notations from lemma BTl let ry = qf — Xy, r; = q;, and r, =ry7T; .
Then x, = X, Xy is the observable projection of a suspect vector iff there exists r,, > 0 such
that —A,r, < Ay, x,—b—1and —Cyr, < Mg+ C, x,. By Farkas lemma, this system of in-
equalities has a non negative solution if and only if y, (4, x,—b—1)+y. (Mo+C, x,) > 0 for
all row-vectors y = y,y. > 0in the cone y, A, +y.Cy < 0. The observable projections of the
suspect vectors are therefore the integral points x, of the polyhedron (—y, A, —y. C,) X, <
¥e Mo — yo(b+ 1) defined by the extremal rays of this cone. |

Denote by S the polyhedron constructed in Prop. B2 and let H x, < k be a linear
definition of this suspect polyhedron, where matrix H and vector k are integer multiples of
(—ya Ao —y:.C,) and (y. Mgy — yo(b+ 1)), respectively.

Remarque 4.3 The number of irredundant inequalities in H x, <k, i.e. number of facets
of S, is equal in the worst case to the number of extremal rays of the cone y, Ay +y.Cy <0,
that grows exponentially with the size of matriz C,. All the same, if one restricts to integer
vectors X, one can check whether H x, < k within time polynomial in the size of the marked
graph G. Deciding whether an integer vector X, = X.Xy is the observable projection of a
suspect vector amounts actually to deciding whether the linear sytem defined in lemma [

has a solution in the rational vector variables q; and q;.
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Now consider the transition system K = (S,T,,T,so) defined as follows:

i) the initial state is the integer vector sg = —k,

i1) the set of states S is the subset of all integer vectors that may be reached from sg by
sequences of transitions in 7 (this set may be infinite),

i) T, =T.UTY is the set of observable transitions of G,

w) for any state s € S and for any uncontrollable transition ¢ € Ty, s s+ Ht is a
transition in T,

v) for any state s € S and for any controllable transition t € T,, s — s+ Ht is a transition
in T iff the target vector s + H t has at least one positive entry.

If vector k has at least one negative entry, the most permissive policy enforcing constraint
Ax < bon plant G may be implemented by synchronizing (weakly) the plant and the con-
troller K on the observable actions of the plant. Thus, when vector x has been fired in
the plant, the controller is in a corresponding state Hm,(x) — k. In the converse case when
vector k is non negative, the null vector x = 0 is already suspect, and the control objective
Ax < b is just unfeasible.

The controller K defined above is nothing else than a finite vector addition system,
whose firing rule consists in avoiding the non-negative state vectors. Notwithstanding, the
dimension of the considered vectors may be very large, since it may be exponential in the
size of G (see Remark B3)). In order to reduce this dimension, one could, instead of deriving
K from S, derive K from the integer hull S; of S (i.e., convex hull of all integral vectors in
{a| H q < k}), which is also a polyhedron. This would not suffice to break the exponential
complexity of K, and would have little interest since computing S; from S has exponential
cost.

The situation with respect to complexity is in fact not dramatic ar all. Relying on
Lemma BT and Remark B3 (second part), one may construct an equivalent controller K =
(S,T,,T,so) as follows:

i) S is the set of observable projections of firing vectors of G,

i) so is the null vector,

i) T, =T.UTy is the set of observable transitions of G,

w) for any state x, € S and any uncontrollable transition ¢t € Tf, x, S x,+t is a
transition in 7T,

v) for any state x, € S and for any controllable transition ¢t € Ty, xo Lix,+t isa
transition in 7 iff the linear system with parameters x, and x; from lemma BTl has a
rational solution in q; and q; at x, = x.xy .

The dimension of vectors is now linear in the size of G, and whether x, -5 x,+t is a
transition may be decided at each step in time polynomial in the size of G.
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5 A Comparison with Monitors

This section is devoted to comparing our approach to the approach based on monitors, see
e.g. [2, [14], or [7]. We shall establish a necessary and sufficient condition for the existence of
monitor implementations of the most permissive control policy, and illustrate this condition
with a counter-example. In contrast, our approach applies to all cases. It has also the
advantage over the monitor approach to offer controllers with polynomial complexity. We
will show that an exponential number of monitors is actually required, in the worst case, to
implement the most permissive control policy when this is possible with monitors.

A pure monitor place p for plant G is defined with data as follows: an initial value
My[p] € IN, and a weight vector C[p,-] : T — ZZ, subject to the restriction that C[p,t] =0
for all unobservable transitions ¢ € T;. For an observable transition ¢t € T, let C[p,t] > 0
mean an arc with the indicated weight from ¢ to p, and C[p,t] < 0 mean an arc with the
opposite weight from p to t. Adding to the plant a monitor place p has the neat effect of
imposing on its firing vectors the linear constraint My[p] + C[p,-]x > 0. Adding several
monitor places results in a conjunction of constraints. However, not all joint constraints are
admissible: whenever x and x + t are firing vectors and the latter does not satisfy the joint
constraint, this should also apply to x if ¢ is uncontrollable (¢t € T,).

Since monitor places are not connected to unobservable transitions, the constraints they
impose bear only upon observable projections of firing vectors. Therefore, we focus from
now on monitors given by an initial value My[p] and a weight vector C[p,-]: T, — Z, and
we consider exclusively the observable projections of the firing vectors.

From Prop. ZI0, the observable projections of the firing vectors of G are the integer
points of a polyhedron F' including the suspect polyhedron S. It may occur that some
integer vectors in F'\ S, hence not suspect, are not projections of vectors that may be fired
in G under the most permissive control policy, because all paths reaching them are cut. Let
V (for viable) denote the subset of integer vectors in F'\ S that can actually be fired under
the most permissive control policy. Let W (for wrong) denote the set of the suspect vectors
which may be reached from viable vectors in one step, i.e. vectors (x +t) € S such that
x € V and t is a (controllable) transition of G.

Theorem 5.1 Assume x = 0 is a viable vector. The most permissive control policy may be
implemented by a set of pure monitor places (without self-loops) if and only if the convex
hull of V' does not intersect W. Moreover, it may be implemented by a single pure monitor
place if and only if the convex hulls of V and W do not intersect.

Proof:

The convex hull of V' may be defined by a (finite or infinite) set of linear inequalities
{a;x < b;|i € I}, where vectors a; are integer vectors and scalars b; are integer numbers.
As x = 0 is a viable vector, all scalars b; are non-negative.

Assume this convex hull does not intersect W. Let each inequality a;x < b; be imple-
mented by a monitor place p;, with My[p;] = b; and C|p;, -] = —a;. Thus, My[p;]+ C[p;, -] x
is always non-negative for viable vectors x € V', whereas it must be negative for some index
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i for any wrong vector x € W. From Prop. B, {p;|¢ € I} is an admissible set of monitors,
implementing the most permissive control policy.

Assume on the contrary that some wrong vector w € W belongs to the convex hull of
V, i.e. w is a finite linear combination of vectors vi,...,vm € V with positive rational
coefficients. For any monitor place p, if My[p] + C[p,-]w < 0, then necessarily, Mg[p] +
Clp,-]v; <0 for some viable vector v; € V, and the most permissive control policy cannot
be implemented by pure monitors.

Let us establish the second part of the theorem. Assume the most permissive control
policy may be implemented by a single pure monitor place p. Then, My[p] + C|[p,-]v >0
for all viable vectors v € V, while My[p] + C[p,-]w < —1 for all wrong vectors w €
W. Therefore, V and W, as well as their convex hulls, are separated by the hyperplane
Mo[p] + C|p,-]x = —1/2. Conversely, assume that convex hulls of V' and W are disjoint,
then they are separated by some hyperplane ax = b, where a is an integer vector and b is
a positive integer, and the most permissive control policy may be implemented by a single
pure monitor place p, such that My[p] = b and Cl[p,-] = —a. ]

Remarque 5.2 When the most permissive control policy can be implemented by a set of
pure and bounded monitors, it can always be implemented by a finite set of pure and bounded
monitors [I]. It is not clear to us whether a similar property of compactness holds for pure
and unbounded monitors.

In order to show that the first condition stated in Theo. Bl is not trivial, we propose a
naive counter-example.

Example 5.3 Consider the marked graph G with set of nodes T = {a,b,c} and two un-
marked arcs leading, respectively, from a and b to c. Clearly, G is a live marked graph.
Assume that a and b are controllable and c is unobservable. Let the game be to prevent G
from firing c, i.e. to enforce the constraint x[c] < 0 on firing vectors of G. The set V of
viable vectors is the set of vectors' y € IN x IN, counting the occurrences of a and b, such
that yla] = 0 or y[b] = 0. The convex hull of this set contains all vectors in IN x IN, and
in particular the wrong vector y = (1,1). The most liberal control policy that prevents from
firing ¢ can therefore not be implemented with pure monitors.

In order to show that the second condition stated in Theo.Blis not equivalent to the first
condition, we establish now a theorem that relies on a less naive counter-example. Recall
that a marked graph is strongly connected if the underlying graph is strongly connected (i.e.
if there exists a directed path from every node to every other node).

Theorem 5.4 Let G be a safe and strongly connected marked graph. Suppose all transitions
are observable, but some are uncontrollable. Given a linear constraint AM < b on the
markings of G, the most permissive control policy enforcing this constraint may always be
implemented by an admissible set of pure monitor places. However, even in the restricted
case of live and safe strongly connected marked graph, the number of monitor places required
in the worst case grows exponentially with the number of transitions.
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Proof: The first statement in the theorem was proved in [2] for the larger class of safe
and conservative Petri nets and for arbitrary forbidden state problems. In order to prove
the second statement, let us consider the marked graph shown in Figure [l The initial
marking M, is such that all places with names p] or ¢/ are unmarked and all places without
a name are marked by 1. This marked graph is strongly connected, and it is both live
and safe. All transitions represented as black nodes are controllable, all other transitions
are uncontrollable (in particular ¢} ;). The linear constraint to enforce on markings is
Mlq] + Mlg2] < 1. ,

Since this mark graph is safe and each place p! or ¢’ has a complementary place, reachable
markings may be identified with their induced restrictions on named places. Moreover, if one
decomposes the marked graph into subnets NN; as shown in Fig.[ll a reachable marking may
be identified with a family of 0, 1-vectors M (N;), with respective dimensions 3 for M (Ny),
2 for M(Np+1), and 6 for the other vectors M(N;). Let M be the subset of markings M
represented in this way such that M (Ng) = (0,0,1), M(Nnpy1) = (0,0), and, for 1 <7 < n,
M(N;) = (%1, 22,23 ; Za,25,%6) is in the set

{(0,1,1;1,0,1),(1,0,1; 1,1,0),(1,1,05 0,1,1)}

Each marking M € M is reachable: My[Y)M where Y is the firing vector with projec-
tions Y'(V;) as follows (disregarding transition ¢, that is not fired: Y (No) = (1,1,1),
Y (Nypy1) = (0,0), and for remaining subnets, Y (IV;) = p(M (N;)) where

p(T1,T2,23; T4, T5,%6) = (T1 + T2 + T3, %2 + T3, 23 ; T4 + 5 + Tg, T5 + T¢, Tg)

As t! 41 cannot be fired twice without firing the controllable transition ty, each marking
M € M is a viable marking, however it enables ¢} whose firing could lead to violate the
constraint. Hence t§ must be control disabled at every marking in M. We show below that
t§ cannot be disabled by a single pure monitor place at two different markings in M. As
card(M) = 3™ and card(T) = 6(n + 1), the theorem will be proved.

Let M’ and M" be two markings in M, reached respectively by firing vectors Y’ and Y.
Assume M'(N;) # M"(N;) for some ¢, and put

M'(Ng) + M"(N;) = (y1,Y2,Y3; Y4, Y5, Y6)

Thus, both vectors (y1,y2,ys) and (y4,ys,ys) belong toset {(2,1,1),(1,2,1), (1,1, 2)}. There-
fore, M'(N;)+M"(N;) may be rewritten as the sum M (N;)+M (N;) of respective markings
!

M(N;) = (), 74, 2% ; @),75,75) and M (N;) = (af, 24,25 ; @}, of, 75

such that (z],z5,2%) = («f,zf,z§) = (1,1,1) and both vectors (z}, zf, z5) and (zf, 25, x¥)
are in the set {(1,0,0),(0,1,0),(0,0,1)}.

For j # i, let M (N;) and M (N;) be defined as above if M'(N;) # M"(N;), or be equal
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to M'(N;) and to M"(N;) if the latter are equal (in particular for j =0and j =n+1). It
is crucial here to observe that even though transition ¢} happens to be fired from marking

M or from marking H”, this does not enable to fire further any uncontrollable sequence
of transitions that would lead to violate the constraint: in either case, one path from ¢ to
tnyq or from ¢} to ¢}, is marked with a single token, and both ¢! and ¢} are controllable.

Let firing vectors Y’ = p (M), Y =p (H/), Y"=p(M"), and Y' =p (HH). One can
easily verify that Mo[Y')M', Mo[Y' )M , Mo[Y")M", and Mo[Y )M . Moreover,Y +Y =
Y' +Y" follows from M + M = M'+ M" by definition of p. These facts can be used to
complete the proof.

Reasoning by contradiction, suppose actually that a single pure monitor place p is enough
for disabling transition t} at both markings M’ and M" (without preventing to fire viable
vectors Y/ and Y"). Thus, if the considered monitor place has the initial value My[p] and
the weight vector C[p, -], it must be the case that C[p,t}] = —k with k > 0 such that

Mo[p] + Clp,-]Y' <k and My[p]+Clp,-]Y" <k

On the other hand, transition ¢ should not be prevented to fire at markings M' and M
this would not be in agreement with the most liberal control policy. As a consequence,

A contradiction between the two assertions follows from Y +Y =Y’ +Y" |

2
t$ 3 t8 t
[ ]
1
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, LSS R N A
No N1 Np, Np1

Figure 1: A safe, live, and strongly connected marked graph
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6 Liveness preserving control of strongly connected marked
graphs

A main limitation of linear controllers offered in section 4 is their incapacity to preserve
liveness: installing control on plant G' may result in the loss of liveness. This may be
considered as a serious problem, all the more because the technical development relies heavily
on the assumption of liveness of the original plant. The different techniques proposed in [13]
and in [4] to enforce liveness in Petri nets cannot help to solve this problem, as the controlled
plants we obtain can generally not be modelled as Petri nets. We do not know any solution in
the general case. Therefore, we shall consider in this section the favourable case when plant
G is given by a strongly connected live marked graph. The main contribution of sections 6
to 8 is to reduce in this case the liveness preserving control problem for marked graphs with
uncontrollable / unobservable transitions to a classical problem on finite automata.

A strongly connected marked graph may be covered with circuits (there exists a directed
path from every node to every other node), hence no transition can be a source node or
an end node. As the number of tokens on each circuit is invariant under firing, the set of
reachable markings is finite. As there exists a path from every node to every other node,
the maximum firing deviation between two transitions (the maximum number of times node
t or t’ can fire without firing the other) is finite. Thus, a strongly connected marked graph
is live if and only if it is deadlock-free.

We assume from now on that the plant taken into consideration is a live and strongly
connected marked graph G. Therefore, the unrestricted behaviour of the plant is a ratio-
nal language (because G is a bounded net), and every non-blocking controller preserves the
liveness of the plant. Hence, if one could show that the set of firing sequences ¢ that are
mapped to suspect vectors ¥ (o) is a rational language, one could apply the iterative tech-
niques proposed in [I0] for computing non-blocking controllers. This indicates roughly the
route taken in this section. Note that the rationality of the considered language does not
follow directly from the polyhedral definition of the set of suspect vectors ( since, e.g., the
language {o € {a,b}* | ¥(o)(a) — ¥ (o)(b) < 0} is not rational ).

First, let us simplify the problem by getting rid of the unobservable actions. From
Theo. 211 (corollary ZT2), the observable projections of the firing vectors (firing sequences)
of G are the firing vectors (firing sequences) of a live marked graph G’. As the maximum
firing deviation between two observable transitions in G is finite, and this deviation is pre-
served by projection, the same holds in G'. Therefore, G’ is a strongly connected live marked
graph. Now, the problem is to control the simplified plant G’ so as to prevent this plant
from firing any vector in the suspect polyhedron S (defined in Prop. EZ), while keeping it
live.

In order to alleviate the notation, let G = (P, T, C, M) denote henceforth the simplified
plant with set of transitions 7' = T, U Ty. All transitions are observable, T, is the subset
of controllable transitions, and T is the subset of free transitions. Variables x and q range
over T — IN and T' — Q, respectively, and 1 is the constant vector with all entries 1[t] equal
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to 1. Finally, let H q < k be a fixed linear system, where H is an integer matrix and k is
an integer vector, defining the suspect polyhedron S C (T' — Q).

Given that no node in G is a source node or an end node, C'1 = 0. Therefore, the
rational polyhedron F = {q > 0| — Cq < My}, viz. the convex hull of the firing vectors
of G, is closed under all translations that map vector q to q + al for some scalar a € Q.
Moreover, no other translation maps F' into F. Actually, if C'q = 0, then, for any two nodes
t and t' connected by arc p in G, q[t] = qt] follows from C[p,-]q = 0, and this relation
extends, by connectedness of G, to arbitrary pairs of nodes. Therefore, as S C F', the vector
v = 1 (or some positive multiple) is the unique vector likely to be a ray of the characteristic
cone of S (recall that every polyhedron decomposes into the sum of a polytope, i.e. finite
polyhedron, and a cone, called its characteristic cone). So, either v = 1 is not a ray of the
cone, and S is finite, or it is a ray of the cone, and S is a cylinder truncated in the lower part.
It is easy to decide what case is met by applying standard linear programming algorithms.
If S is finite, one may compute the maximal norm ||gl| = >, [q[s]| = >_; glj] = ¢1 of the
vectors ¢ € S. If S is infinite, one may compute the maximal norm of the vectors q € S
such that g — 1 ¢ S. This is the maximum, for j ranging over rows of H, of the numbers

max{ql|q>0, Hq<k,q[j] <1}

max{ql|q>1, Hq<k, H[i,-](q—1) > k[i]}

which may be either computed, or shown undefined, using standard algorithms. A similar
norm may be computed for F. Let L be the smallest integer strictly larger than the two
norms. The liveness preserving control problem may be now divided into two subproblems,
one concerning firing vectors with norm less than L (transient phase), and the other con-
cerning firing vectors with norm greater than L (permanent phase).

7 The Permanent Phase

We reduce in this part the liveness preserving control problem for the permanent phase to
a similar problem about finite automata.

If S is finite, no control is needed for the permanent phase, hence we may assume that
S is infinite. The idea is to project simultaneously the two cylinders {q € F|q1 > L}
and {q € S|q1 > L} on an arbitrary hyperplane orthogonal to vector 1. One obtains in
this way two polytopes F’ and S’ included in one another (S’ C F'), such that all firing
vectors x € F project to a finite number of points ¢(x) € F’. The infinite trellis of all firing
vectors x € F projects thus to a finite automaton, such that transition ¢(x) —— ¢(x') in the
automaton represents relation x’ = x + t in the trellis, and all transitions from F’\ S’ to S’
result from controllable actions.
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Before defining the folding morphism ¢, let us simplify the expression of the set of suspect
vectors S>r. = {q|q1 > L, H q < k}. Observe first that H1 < 0, since otherwise S would
be bounded. Observe next that, for every non-negative vector q with norm ||q|| =q1 > L, it
follows directly from the definition of L that H q < k if and only if H (q+1) < k. Therefore,
whenever H[i,-]1 < 0, the constraint H[i,-]q < k[i] is superfluous. By eliminating the
superfluous constraints, one may obtain an equivalent expression of the set of suspect vectors
S>r = {q| H" q < k'} such that H”1 = 0. This expression is as follows.

Definition 7.1 Let H" q < k' be the linear system formed of all inequalities H[i,-]q < K[i]
such that H[i,-]1 =0, plus inequalities —q < 0 and —q1 < —L.

We can now come to the main definitions and propositions of the section. In the sequel,
the columns of the connectivity matrix C' are indexed by transitions in 7' = {t1,... ,t,} in
this order of enumeration. For any v € Q™!, let (v,0) denote vector v/ € Q" such that
v'[j] = v[j] for j € {1,...,n —1} and v'[n] = 0.

Definition 7.2 Let ¢ : Q" — Q™' be the linear transformation ¢(q) = M q defined by the
(n — 1 x n) matriz M = (I,—1), in pictorial form:

10 0 0 0 -1
01 0 0 0 -1
M =
00 0 o100 -1
00 0 o001 -1

According to the above definition, ¢(q)[j] = q[j] — q[n] for j € {1,... ,n —1}.
Proposition 7.3 Cq = C(¢(q),0) and H"q = H" (¢(q),0).

Proof: AsC1=0,Cq=C(q—q[n]l) = C(é(q),0). As H"1 = 0, the same reasoning
applies to the second part of the proposition. [ |

Definition 7.4 Let F' = {d'| —C'qd' < My} and S’ = {d'|H' ' < k'} where C' and H'
are obtained by suppressing last column of C and H", respectively.

From Prop.[[3, F' = ¢(F) and S’ = #(S>1), hence S C F entails S’ C F'.
Proposition 7.5 F' is a polytope.

Proof: Suppose not, then —C’ q' < 0 for some vector q’ # 0. Given any rational number
a, let q be the n-vector defined with q[n] = o and q[j] = d'[j]+a for j € {1,... ,n—1}.
Thus q' = ¢(q). By Prop.[3, —C'q < 0, hence q is a ray of the characteristic cone of F.
Therefore, q must be a multiple of vector 1, contradicting q’ # 0. ]
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Proposition 7.6 The integer points of F' are the images under ¢ of the firing vectors of
G.

Proof: If x is a firing vector of G, then ¢(x) = M x is clearly an integer vector. Conversely,
let z € Z"! such that —C'z < My, then z = ¢(2,0) and —C'z = —C (2,0). If z > 0,
x = (2,0) is a firing vector of G. Otherwise, let x = (z,0) + m1 where —m is the least entry
of vector z, then z = ¢(x), and —C'x = —C (2,0) = —C'z < My, so x is a firing vector. N

We can now extract from F’ the automaton we were looking for.

Definition 7.7 (folding) Let A= (S,T,T,So) be the automaton as follows:
— S is the set of all integer points in F’,

*T = {t]_,... ,tn},

—fort € {ty,... ,ta_1}, z - 2 is a transition in T iff 2’ =z + t,
—fort=tn, z =2 is a transition in T iff 2 =z — 1,

-z is initial (z € So) iff z = H(x) for some firing vector with norm ||x|| = L.

Proposition 7.8 Let x be a firing vector (x € F) and let z = ¢(x). For any transition
teT,z—s2 for somez €S if and only if X' = x + t defines a firing vector (x' € F),
and then z' = ¢(x').

Proof: Assume that x’ is a firing vector. As x’ = x + t, it follows by linearity that
o(x') = ¢(x) + #(t). By definition [[A ¢(t) =t if t € {t1,... ,tn—1} (where the former

vector t has dimension n while the latter has dimension n — 1), and ¢(t) = —1 if t = t,.
Thus, z —% z’ in the automaton A.
Assume now that z — 7’ in the automaton A. If t € {t;,... ,t,_1}, then 2 = z +t =

d(x) + ¢(t) = ¢(x + t), hence —Cx' = —C'2' < My, and x' is a firing vector. If t = ¢,,
then 2’ =z — 1 = ¢(x) + ¢(t) = #(x + t), hence x’ is a firing vector for similar reasons. N

It follows from this proposition that every transition z —» z’ of A with source z € F'\ S’
and target z’ € S’ is labelled with a controllable action ¢ € T,. Now, from Prop. [[H A is
a finite automaton. Therefore, if we consider all non-blocking controllers, able to prevent
A from reaching all suspect states z € S’ by disallowing controllable transitions or initial
states or both, there exists among these one most liberal controller, as shown in [T0]. This
controller may be computed in the form of a finite automaton Kperm . It follows, by Prop I8,
that Kperm is the most liberal controller able to enforce the control objective H x £ k on
firing vectors of G in the permanent phase while preserving the liveness of this plant.

Since F' and S’ are polytopes, it may look surprising that did not take advantage of
geometry for computing the controller. This would probably not diminish complexity. In
principle, one could avoid constructing automaton .4, and reason instead on finite unions of
polytopes intersected with Z"~1. Namely, assuming that transition ¢, is controllable, one
might consider the following inductive definitions, where z ranges over ZZ" '
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-Sy={z|ze€ S},

-A;={z€ F'|(Vt) z+ ¢(t) € F' =z + ¢(t) € S}},

- S =S U{zeF'|(32' € A;) z.=12"cand zy <z'p}.

Computing iteratively S; would certainly converge in a finite number of steps to the set
of states which the controller should bar access to. However, intersecting polytopes with
Z"~1 is rather problematic for practical efficiency. Investigating another, non iterative, way
of computing non-blocking controllers for automata with geometric representation, will be
a subject of further research.

8 The transient phase

In order to complete the construction of the controller, we deal finally with the firing vectors
x with norm ||x|| < L. One may distinguish in this set suspect vectors such that H x < k.
One may further distinguish in the subset of all vectors with norm L those vectors x such
that ¢(x) is not filtered out by controller K, from the initial states of A. These successful
vectors are not supect.

Now let automaton B = (Q,T, T, Qinit, @ fin) With components as follows:

— @ is the set of firing vectors with norm ||x|| < L,

— T is the set of transitions of G,

— x % %' is a transition in 7 iff X' =x + t,

= Qinit = {0},

— Qyin is the subset of the successful vectors.

This automaton is finite and acyclic, hence the most permissive controller, able to ensure
successful termination of B by disallowing controllable transitions when necessary, may be
computed as a finite acyclic automaton Kj.qns. It remains to identify the final states of
Kirans with the initial states of Kperm to obtain the expected controller for G, namely
K = Kirans ; Kperm- By synchronizing (weakly) plant G and controller K on the observable
actions of the plant, one imposes actually on live marked graph G the most permissive
control policy that enforces the linear constraint specified on the firing vectors of G while
keeping all transitions of the plant live.
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