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Abstract: In previous work [TT00|, we theoretically studied the register saturation notion
in the acyclic data dependence graphs (DDG). It consists in computing the exact maximal
number of registers needed to achieve the computation of DDGs independently from schedules.
We proved that this problem is NP-complete and we proposed a greedy heuristic to solve it. In
this work, we study how to compute the optimal solutions using the integer linear programming
in the case of acyclic DDGs. Also, new theorems are given to formally prove some of our
assertions written in the previous report. We prove also that the problem of reducing the
register saturation by introducing new arcs is an NP-hard problem, and we give a method to
compute an optimal solution for it using the integer linear programming.
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Calcul Optimal de la Saturation en Registres dans les
Codes Horizontaux et Verticaux

Résumé : Dans un travail précédent [TT00|, nous avons étudié théoriquement la notion de
saturation en registres dans les graphes de dépendance de données acycliques (GDD). Elle
consiste a déterminer la borne maximale exacte du besoin en registres d’'un GDD indépen-
demment des ordonnacements possibles. Nous avons prouvé que ce probléme est NP-complet
et avons proposé une heuristique gloutonne. Dans ce rapport, nous présentons comment cal-
culer la solution optimale avec la programmation linéaire en nombres entiers dans le cas des
GDD acycliques afin de prouver expérimentalement 1’efficacité de notre heuristique. De nou-
veaux théorémes sont formellement démontrés pour consolider nos affirmations dans le dernier
rapport [TT00]. Nous prouvons également que le probléme de la réduction de la saturation
en registres en introduisant de nouveaux arcs est un probléme NP-dur. Nous présentons une
méthode basée sur la programmation linéaire en nombres entiers pour le calcul d’une solution
optimale & ce probléme.

Mots-clés : contraintes de registres, besoin en registres, saturation optimale en registres,
réduction de la saturation en registres
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Chapter 1

Introduction

The peak performance of the processors is continuously increasing thanks to the architectural
and technological advances. However, the memory bottleneck imposes the most crucial bar-
rier to achieving best possible performance for real applications. To reduce processor idleness
caused by long memory latencies, lots of ILP compilation techniques try to profit from memory
hierarchy abilities as fast caches and multiple register files.

The rgisters are at the same time the fastest memory in processors and the most size-limited.
This imposes lot of efforts to achieve their best exploitation. ILP compilers allocate data in
registers to make them closer to processor core. Nevertheless, the number of registers is limited
and a tradeoff must be done to decide which data must be kept in register and which must
be spilled. In previous work [TT00]|, we studied the notion of register saturation (RS) in data
dependence graphs (DDG). Register saturation is the maximum number of registers needed
to achieve a computation independently of any schedule and functional units constraints. We
proved that this problem is NP-complete and provided a heuristic to compute it. There are
many purposes to study the register saturation. First, if the register saturation is lower than
the number of available registers, we are sure than no spill is needed and all data can be kept in
registers independently from any schedule. Second, it can be used to study worst possible reg-
ister need in real applications, providing beneficial information to processor designers to decide
about register file sizes. Third, we provide heuristics in order to reduce the register saturation
in original DDGs by introducing new arcs. This enables us to keep the register need under the
limit of available registers. Finally, a possible application is intended for real-time codes where
timing constraints are critical. In such codes, the performance prediction is important to check
if a given code can meet real-time constraints. With the RS analysis, we can check statically if
no spill code is needed : this provides a beneficial help since register access delays are pratically
null while memory access time latencies produced by spill code are time consuming and hard
to predict in the presence of caches.

This work is an extension and continuation to [TT00]. We theoretically and experimentally
study here the optimal register saturation and its reduction. The main aim is to prove empir-
ically the efficiency of our heuristics. We also prove new theorems to validate some previous
assertions. We invite the readers to first consult our previous work to have the basic mathe-
matical results and achievements on the register saturation notion.

RR n° 4263



2 Sid-Ahmed-Ali TOUATI

This report is organized as follows. Chapter 2 studies the computation of optimal register
saturation using linear integer programming. We begin by defining DDG models and recall-
ing some definitions and theorems. Then we write mathematical formulation of optimal RS
computation. If the RS is greater than the number of available registers, we add serial arcs to
reduce it. Computing an optimal RS reduction is studied in Chap. 3 where we prove that this
problem is NP-hard. We extend the register saturation notion in order to take into account
more than one register type in the same DDG in Chap. 4. We implemented some tools to
make experimentations on various codes. Chapter. 5 gives experimental results on optimal vs.
approximated solutions. We show that both heuristics of RS computation and reduction are
nearly optimal : worst error in practice is always 1 register for RS computation, and 2 registers
for RS reduction. We conclude by remarks and future work in Chap. 6.

Notation and Definitions on DAGs

In this paper, we use the following notations for a given direct acyclic grapg DAG G = (V, E),
where V' is the set of nodes and E the set of arcs :

e ['}(u) = {v € V/(u,v) € E} successors of u;
o I'c(u) ={veV/(v,u) € E} predecessors of u;

e Ve = (u,v) € E source(e) = u A target(e) = v;

Vu,v €V : u <v<= Japath (u,...,v)in G;

Vu,v €V : u~v <= (u<v)V(v<u). uand v are said comparable;

Vu,v € Vi ul|v <= —(u ~ v). u and v are said to be parallel;
eVueV Tu={veV/v=uVuv<u} u's ascendants including v ;
eVueV |u={veV/v=uVu<uv}u'sdescendants including u ;

We give also the following definitions:

e two arcs e, ¢’ are adjacent iff they share a node.
e A CV isan antichain in G <= Yu,v € A ullv

e AM is a maximal antichain <= AM is an antichain and VA antichain in G
Al < |AM|;

an extended DAG G\? of G generated by the arcs set E' C V? is the graph G after
adding the arcs in E'. As consequence: G' = G\¥ = %(G") C £(G)

let I} = [a1,b;] C N and Iy = [ag,bs] C N be two integer intervals. We say that I is
before Iy, noted I; < I, iff by < as.

INRIA
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Chapter 2

Register Saturation

In this chapter, we give formal definitions and results on RS computation. We recall our
heuristics that compute it, and then we write linear integer programming models to compute
the optimal solution. Let us begin by defining the direct acyclic DDG model which we use.

2.1 DDG Model

ADDGG = (V, E,b,6y,6,) in our study represents a direct acyclic graph (DAG) which defines
data dependences between operations. Each operation u has a strictly positive latency lat(u).
The DDG is then defined by :

e 1 is the set of operations;
o F = {(u,v)/ u,v € V} are data dependence constraints;

o Ve = (u,v) € E, 6(e) = lat(u) is the latency of the dependence in terms of processor
clock cycles.

Since writing and reading into and from registers may be delayed from the beginning of the
operation schedule time (VLIW case), we define the two delay functions 6, and 6, :

bw: V—N
u = Oy (1) /0 < 6y (u) < lat(u)
the write cycle of u is o(u) + 6y (u)
6 V—-N
u— 6, (u)/0 < 6, (u) < by(u) < lat(u)
the read cycle of u is o(u) + 6, (u)

To simplify the writing of our formulas, we assume that the DDG has one source (T) and
one sink (L). If not, we introduce two virtual nodes (T, L) representing nops (that are evicted
at the end of RS analysis). T represents the only node without predecessor, and L the only
node without successor. We add a virtual serial arc e; = (T, s) to each source with 6(e;) =0,
and an arc es = (¢, L) from each sink with the latency of the sink operation é(es) = lat(t). The
null latency of an added arc e; is not inconsistent with our assumption that latencies must be
strictly positive because the added virtual serial arcs no longer represent data dependencies.
Furthermore, we can avoid introducing these virtual nodes without any consequence on our
theoretical study since their purpose is only to simplify some mathematical expressions. Our
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4 Sid-Ahmed-Ali TOUATI

hypothesis that latencies must be strictly positive is important since we use it to prove some
crutial theorems devoted to give good heuristics.

Then, a valid schedule o of G is a positive function that gives an integer execution (issue)
time (clock cycle) for each operation :

c: V—-N

u— o(u)

where
o is valid <= Ve = (u,v) € E, o(v)—o(u) > é(e)

We note by X(G) the set of all valid schedules for G, and @ = o(L) the last execution step
(total schedule time).

When studying register need in a DDG, we make a difference between nodes, depending
on whether they define a value to be stored in a register or not, and also depending on which
register type we are focusing on (int, float, etc.). We also make a difference between edges
depending on whether they are flow dependencies through registers of the type considered

type:

e Vx C V is the subset of operations which define a value of the type under consideration
(int, float, etc.), we simply call them values. We assume that at most one value of
the type considered can be defined by an operation. Operations that define multiple
values are taken into account if they define at most one value of the type considered. For
instance, operations which write into one floating point register and set condition codes
are acceptable in our model.

e Fr C F is the subset of arcs representing true dependencies through a value of the
considered type. We call them flow arcs. It is clear that e = (u,v) € Egr = u € Vg, but
this is not necessarily true for v; this is because some operations read values of a considered
type and write a value of another type like test operations, loads, type conversion, etc.

e /s = F— Ey are called serial arcs. Note that it is possible to have two value nodes that
are data dependent but not through a value of the considered type. For instance, both
operations u, v writes an integer and a float results. In the case where we focus on floating
point values and operation v reads the integer value of u, then u,v € VyxAe = (u,v) € FEs.

Figure 2.1 gives a DDG that we use in this paper. In this example, we focus on floating
point registers: values and flow arcs are shown with bold lines. For simplicity, we assume that
each read occurs exactly at the schedule time and each write at the final execution step:

YueV Or(u) =0 A by(u) = lat(u) — 1

2.2 Register Saturation

In this section, we make a study from a theoretical perspective of the register saturation notion.
We first begin by recalling what the register need of a schedule is.

INRIA
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(a) fload [i1], fR,

(b) fload [i2], fRp

(c) 1d [i3], iR,

(d) fmult be, 3, fRd
(e) fadd fRa’ be’ fRe
(f) fsub fRy, fRy, fRf
(g) add iR., 4, iR,

(h) fdiv fR., fRy, fRy
(i) fmult fRf, iRy, fR;

(1) code before scheduling and register allocation (2) the DDG G

Figure 2.1: DAG Model

2.2.1 Register Need of a Schedule

Given a DDG G = (V, E, 6, 6,,6,) , a value u € Vg is alive at the first step after the writing of
v until its last reading (consumption). The values that are not read in G are those that are
still alive when exiting the computation and must be kept in registers. We handle these special
values by considering that the bottom node L consumes them. We define the set of consumers
for each value u € Vy as

_f {veTt(w)/(u,v) € Eg} if 3(u,v) € Eg
Cons(u) = { 1 otherwise

Given a schedule o € %(G), the last consumption of a value is called the killing date and noted ;

Vu € Vg kill,(u) = max (o(v)+ 6,(v))

veCons(u)

All consumers whose reading time is equal to u’s killing date are called killers of u, and noted
killers,(u). We assume that a value written at clock cycle ¢ in a register is available one step
later. That is to say, if operation u reads from a register at clock cycle ¢ while operation v is
writing in it at the same clock cycle, u does not get v’s result but gets the value previously
stored in that register. Then, the lifetime interval LJ of the value u according to o is
lo(u) + by (u), killy(u)].

Having all value’s lifetime intervals, the register need of ¢ is the maximum number of values
simultaneously alive , which is the minimum number of registers needed to avoid spill code for
that schedule.

Definition 2.1 (Register Need) Given a DDG G = (V, E, 6,6y, 6,) , the register need RN,(Q)
of G for a schedule o € ¥(G) is defined by

RN,(G) = max |vsay(7)|

0<i<o

where
vsay (1) = {u € Vg/i € L%} is the set of values alive at clock cycle i

Values simultaneously alive that define the register need are called excessive values.

RR n’° 4263



6 Sid-Ahmed-Ali TOUATI

Definition 2.2 (Excessive Values) Given a« DDG G = (V, E,6,64,6;) and a schedule o €
Y(G), a set of excessive values noted EV,(G) is a set which contains a mazimal number of
values simultaneously alive

EVo(G) = vsas(i) /RN, (G) = |vsaq(i)|

where i is a cycle where the mazimum number of values simultaneously alive (register pressure)
1S achieved.

We call an excessive clock cycle a time when there is a maximum number of values simulta-
neously alive .

Definition 2.3 (Excessive Clock Cycle) Given a DDG G = (V, E, 6, 64,6,) and a schedule
o € X(G), an excessive clock cycle is an instant when there is a mazimum number of values
stmultaneously alive :

t is an excessive clock cycle <= RN,(G) = |vsa,(t)|

As an example, a set of excessive values in the schedule described in Fig. 2.2.(1) of page 7 is
{a,b,d} since they are the maximum number of values simultaneously alive . 9 is an excessive
clock cycle since at this time there are 3 values simultaneously alive . Note that we can have
more than one set of excessive values, since the register need can be defined with many sets of
values simultaneously alive .

2.2.2 Register Allocation

A register allocation is a function that for a given schedule associates to each value a physical
register to be stored in. Let R be the set of available registers.

Definition 2.4 (Register Allocation) Let G = (V, E,6,6,,6,) be a DDG and 0 € X(G) a
schedule. A walid register allocation (noted alloc) is a function that associates to each value
u € Vi a physical register in alloc(u) € R such that :

u# v, LI N L # ¢ = alloc(u) # alloc(v)

We say that a register allocation alloc is possible according to o if there are enough physical
registers in R such that alloc is valid.

Given a schedule that needs no more than R registers, its is easy to prove that a valid
register allocation with R available registers is possible. For this aim, we define the following
DAG that models precedence relations between value’s lifetimes intervals.

Definition 2.5 (Value Lifetimes Precedence DAG) Given a DDG G = (V, E, 6,6y, 6,)
and a schedule o € X(G), a value’s lifetime precedence DAG noted VLP,(G) = (Vg, EX)
is defined by :

Ei=A{(uw,v)/Ly < L7}

Lemma 2.1 Given a DDG G = (V, E, 6, 6y,6,) and a schedule o € X(G) with RN,(G) = R,
then there exists a possible register allocation according to o with |R| = R available registers.

lsee < notation on page 2

INRIA
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fR1 fR2 fR3

L a 0 @
Ly ® O
[ .
time y 29: 1 LIl
(1) RNo(G) =3 (2) VLPo(G) (3) minimal chain decomposition of V LPo(G)

with corresponding allocation

Figure 2.2: Example of Register Allocation

Proof:

This lemma is trivial. To find a possible register allocation with R available regis-
ters, we apply the following algorithm :

1. build VLP,(G) the value lifetime precedence DAG that reflects the precedence
order between value’s interval lifetimes;

2. find a minimal chain decomposition of V L P,(G) using Dilworth decomposition
|CD73|: each chain is a list of successive and disjoint value’s interval lifetimes.
Since RN,(G) = R, we are sure that there are exactly R chains.

3. for each chain in the minimal decomposition, allocate a physical register from
R to each value in this chain. In each chain, interval lifetimes do not interfere,
thereby this allocation is valid. Also, we are sure that there are exactly R
chains, so we need exactly R available registers.

Example 2.2.1 Part (1) of Fig. 2.2 shows a valid schedule of the DDG previously presented
in Fig. 2.1 with a register need of 8 floating point registers. Part (2) is the value lifetimes
precedence DAG after removing transitive arcs for clarity. A minimal chain decomposition and
a possible register allocation with 8 floating point registers is given in Part (3).

2.2.3 Register Saturation Problem

The register saturation is the maximal register need for all valid schedules o € %(G).

RR n’° 4263



8 Sid-Ahmed-Ali TOUATI

Definition 2.6 (Register Saturation of a DDG) Given DDGG = (V, E, 6, 64,06,) , the reg-
ister saturation RS(G) of G is defined as

RS(G) = max RN,(Q)

o€X(Q)

We call o a saturating schedule if RN,(G) = RS(G), and we note 3(G) the set of all satu-
rating schedules. Also, a value is called saturating if it contributes to the register saturation,
i.e. the clock cycle where the register need is saturated belongs to its lifetime interval :

Vo € S(G) uis a saturating value <= 3i € LY, |vsa, ()] = RS(G)

In other words, a set of saturating values is only a set of excessive values in the case of a
saturating schedule. Similarly, we call saturated clock cycle an excessive clock cycle in the
case of saturating schedule.

In this section, we study how to compute RS(G). We will see that this problem comes
down to answering the question “which operation must kill this value 2 When looking for
saturating schedules, we do not worry about the total schedule time. Our aim is only to prove
that the register need can reach the register saturation but cannot exceed it. Minimizing the
total schedule time is considered in Sect. 3 when we reduce the register saturation. Also for the
purpose of building saturating schedules (to maximize the register need), looking for only one
suitable killer of a value is sufficient rather than looking for a group of killers: for any schedule
that assigns more than one killer for a value, we can build another schedule with at least the
same register need such that this value is killed by only one consumer. We prove this assertion
below. Let us begin by some definitions.

Since we do not assume any schedule for G, lifetime intervals are not defined so we cannot
know at which date a value is killed. However, we can deduce which consumers in Cons(u) are
impossible killers for the value u. If v1, vy € Cons(u) and 3(vy, v9) € E, v is always scheduled
before v, with at least lat(v;) processor cycles. Then v; can never be the last read of u. For
example, the consumer d in Fig. 2.1 can never kill the value b since it is always scheduled
before f with at least 5 processor clock cycles. We consequently deduce which consumer can
“potentially” kill a value (potential killers). We note pkillg(u) the set of operations which can
kill a value u € Vg2%:

pkillg(u) = {v € Cons(u)/ | v N Cons(u) = {v}}

One can check that all operations in pkillg(u) are parallel in G. We proved in [TT00] that any
operation that does not belong to pkillg(u) can never kill the value u3.

Theorem 2.1 Let G = (V,E,6,64,6,) be a DDG and a schedule o € ¥(G). If there is at
least one excessive value that has more than one killer according to o, then there exists another
schedule o' € 3(Q) such that :

RNy (G) = RN, (G)

and each excessive value is killed by a unique killer according to o’.

2see page 2 for definition of |
3in that proof, our assumption of strictly postive latencies is important

INRIA
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Proof:

We suppose that there exists a schedule o € ¥(G) with at least one excessive value
that has more than one killer:

Jdo € ¥(G) Ju € EV,(G) |killersy(u)| > 1

We show in this proof how to build a new schedule ¢’ € 3(G) such that v is killed
by a unique killer and ¢’ needs at least as many registers as o does.

Suppose that v has j killers according to o, and we note them :
killers,(u) = {ki1, ..., k;}
with kill,(u) = o(k1) + 6,(k1) = -+ = o(k;) + 6,(k;). We choose one killer within

this set to be the only one killer of u according to o', say k;. We build ¢’ by
“shifting” down k; and all its descendants with a strictly positive factor, say 1:

ocw)+1 ifvelk

Ywev o) = { o(v) otherwise

Now we prove that o' is valid, needs at least as many registers as o does, and k; is
the only killer of u according to o’.

o' is valid: we can easily check that any dependence Ve = (v, v3) € F is verified
by o':

1. if both vy, v9 €] kq, then
0'(v2) = 0'(v1) = o(v2) — (1) = 6(e)
2. in the case when vy €] k1 A vy €] ky
d'(vy) — o' (v1) = o(v2) + 1 — o(v1) > 6(e)

3. the case of v; €| k1 A vy €| k; is impossible because the arc e = (v, v9)
exists ;

4. in case when both vy, vy €] ky, then

o'(vg) —0'(v1) =0(va) +1 —0o(vy) — 1> 6(e)

RN, > RN, : let t be an excessive clock cycle according to o, then all excessive
values are simultaneously alive during ¢:

Yv € EV,(G) telL;
= Yv € EV,(G) o(v) + 6y (v) < t < kill, (v)
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Here, we want to prove that these excessive values according to o are still alive
during ¢ according to ¢'. Any value v € EV,(G) has the same definition date in o’
as in o, this is because only | k1 nodes have been shifted down and :

Vo € EV,(G) —{u} v &l ki
otherwise L7 < L7 which is in contradiction with u,v € EV,(G). Then
Vv € EV,(G) o'(v) =0o(v)

However, the killing date of any excessive value v € EV,(G) could be increased by
the translation factor 1:

Vv € EV,(G)  killy(v) < killy (v)

which gives
Yo € EV,(G) o'(v) <t < killy(v)

= RN, > |EV,(G)| = RN,(G)
ki, is the only one killer of u: since k; € pkillg(u), there is no other potential
killer k € pkill(u) A k # ki such that k €| k. Otherwise, k; cannot kill » (pkill

operations property). In this case o’(k) = o(k) while o’ (k1) = o(k)+1. We conclude

Vk € pkillg(u) — {k1} o'(k1) + 6:.(k1) > o'(k) + 6.(k) = killers, (u) = {k1}

Finally, generalizing to arbitrary number of excessive values like u (those that have
more than one killer and are simultaneously alive with u) is obviously done by
iteratively building new ¢’ schedule for each of these values.

Example 2.2.2 The excessive value b in the schedule presented in Fig.2.2 in page 7 has two

killers {e, f}. Let us choose f to be the only killer of b. A new schedule for this aim is presented

i Fig. 2.3 where f and all its descendants are shifted down by one. The register need of this
schedule is still equal to 3. One can remark that the definition date of each excessive value does
not change, while the killing date of some excessive values (b and d) is shifted down by one.
The new schedule ensures that each excessive values has a unique killer.

Corollary 2.1 Given a« DDG G = (V, E, 6,6y, 6,) , there is always a saturating schedule for G

such that each saturating value has a unique killer.

INRIA
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Figure 2.3: Example for Theorem. 2.1 proof

Proof:

It is a direct consequence of Theorem. 2.1. For any saturating schedule o € £(G)
such that there exists some saturating values which have more than one killer, we
can build a new schedule ¢’ where all saturating values are killed by a unique killer
such that:

RS(G) > RN, /(G) > RN, (G) = RS(G) = RN,:(G) = RS(G) = o' € 5(G)

At this point, we have proven that to find a saturating schedule we can look for only one killer
for each value. There may be more than one operation candidate for killing a value. Let us
start by assuming a function that enforces an operation v € pkillg(u) to be the unique killer
of u € Vy.

Definition 2.7 (Killing Function) Given a DDG G = (V, E,§,6y,6,) , a killing function k
1s defined by :

k: Vi — pkillg(u)
u o+ k(u)

If we assume that k(u) is the unique killer of v € Vg, we must always verify the following

assertion :
Yo € pkillg(u) — {k(u)}

o(v) + 6 (v) < o(k(u)) + 6 (k(u)) (2.1)

There is a family of schedules that ensure this assertion. To define them, we extend G
by new serial arcs that enforce all potential killing operations of each value u to be scheduled
before k(). This leads us to the following definition.

RR n’° 4263



12 Sid-Ahmed-Ali TOUATI

(1) PK(G) with k (2) G (3) DVi(G)
Figure 2.4: Valid Killing Function

Definition 2.8 (DAG Associated to k) Given a DDG G = (V,E,6,6y4,6,) and a killing
function k, the extended DAG associated to k noted G_j = G\"* is defined by :

B, = { e = (v,k(u)/u€ Vi v e phille(u) — {k(u)}

with 8(e) = 6,(v) — &, (k(u)) + 1}
(2.2)
Then, any schedule o € ¥(G_,) ensures that Yu € Vg
Vo € pkillg(u) — {k(u)} o(k(uw)) + 6, (k(w)) > o(v) + 6,(v)
The condition for the existence of such schedule gives the condition of a valid killing function:
k is a valid killing function <= G_ is acyclic
Figure 2.4 gives an example of a valid killing function k. This function is shown by bold arcs
in part (1), where each target kills its sources. Part (2) is the DAG associated to k.
Having a valid killing function k, we can deduce the values which can never be simultaneously
alive for any o € X(G_y). Let |g (u) =] un Vg be the set of descendant values for u € V,

then any descendant value of k(u) can never be simultaneously alive with u, as stated in the
following lemma.

Lemma 2.2 Given a DDG G = (V, E, 6, 6y,6.) and a valid killing function, then Yu € Vg :
1. the descendant values of k(u) cannot be simultaneously alive with u :

Vo€ ¥(G_g) Vv €|lr k(u) L% < LY (2.3)

2. other descendant values can be simultaneously alive with u, i.e. 30 € X(G_y) :

Vo € U ev|—lekw) LENL#6 (2.4)

v Epkillg(u)
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Proof:

Complete proof is given in [TT00], page 23.
|

We define a DAG that models values which can never be simultaneously alive according to
a killing function k.

Definition 2.9 (Disjoint Value DAG) Given a DDG G = (V, E, 6, 64,6,) and a valid killing
function k, the disjoint value DAG of G associated to k, noted DVi,(G) = (Vr, Epy) is defined
by :

Epy = {(u,v)/u,v € Vg A v €lrk(u)}

Any arc (u,v) in DVj(G) means that u’s lifetime interval is always before v’s lifetime interval
according to any schedule of G_, see part (3) of Fig. 2.4*. This definition permits us writing
the following theorem.

Theorem 2.2 Given a DDG G = (V, E, 6, 6y,6,) and a valid killing function k then :
o Vo € X(G_y) : RN,(G) < |AM;|
e do € X(G_y) : RN,(G) = |AM;|

where AMy, is a mazimal antichain in DVi(G)

Proof:

Complete proof is given in [TT00], page 18.

Theorem 2.2 allows us to rewrite the register saturation formula as

RS(G) = max | A M|
k a valid killing function
with AM) a maximal antichain in DV, (G). We refer to the problem of finding such a killing
function as the mazimizing mazimal antichain problem (MMA).

Definition 2.10 (MMA Problem) Given a DDG G = (V, E, 6,6y,6;) , find a valid killing
function k such that :

Vk' a valid killing function of G : |AMy| > |AMy |
with AMy, and AMy two mazimal antichains in DV (G) and DVi(G) respectively.

We call each solution for the MMA problem a saturating killing function, and AMj are
saturating values. Note that there may be more than one maximal antichain, and then we
can have more than one set of saturating values. We search for only one such set, which is
sufficient for our purpose. Unfortunately, finding a saturating killing function is NP-complete
|TT00].

“We can simplify this DAG by taking only its transitive reduction
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PK(G)

Figure 2.5: Potential Killing DAG

2.2.4 A Heuristic for Computing RS

Since finding a saturating killing function is NP-complete, this section presents our heuristics
to approximate an optimal £ by another valid killing function k£*. We have to choose a killing

operation for each value such that we maximize the parallel values in DVj(G). For this aim,
we build a potential killing DAG of G, noted PK(G) = (V, Epk), to model potential killing
relations between operations, (see Fig. 2.5), where:

Eprx = {(u,v)/ u € Vg Av € pkillg(u)}

We have to choose such a killing operation from the value’s potential killing set since we have
proven that only potential killers can kill that value °. Our heuristics focus on the potential
killing DAG PK(G), starting from source nodes to sinks. Our aim is to select a group of killing
operations for a group of parents to keep as many descendant values alive as possible. The
main steps of our heuristics are:

1. decompose the potential killing DAG PK(G) into connected bipartite components ;
2. for each bipartite component, search for the best saturating killing set (defined below) ;
3. choose a killing operation within the saturating killing set (defined below).

We decompose the potential killing DAG into connected bipartite components (CBC) in order
to choose a common saturating killing set for a group of parents. Our purpose is to have
a maximum number of children and their descendants values simultaneously alive with their
parents values.

Definition 2.11 (Connected Bipartite Component) Given a« DDG G = (V, E, 6, 6y, 6:) ,
a connected bipartite component cb = (S, Tep, Ecp) of its potential killing DAG PK(G) =
(V, Epk) is defined by :

o F., C Epk arcs are potential killing relations ;
o cb= (S, Tep, Ev) is connected: Vey,e, € Ey

J alist (e1,...,€e,) €; and e;yq1 are adjacent

e any arc e € Epy adjacent to an arc €' € Ey also belongs to Ey :

Ve € Epg 3¢’ € Eg/ e, ¢ are adjacent => e € Ey

Shere, our assumption that operation latencies must be strictly positive is important to prove this assertion

INRIA



Optimal Register Saturation in Acyclic Superscalar and VLIW Codes 15

56 o OF

B(G

Figure 2.6: Bipartite Decomposition

o Spp={s € Vg/ Je € Ep N s= source(e)} parent values;
o Tyy={t€V/ Je€ E4As=target(e)} children nodes (potential killing operations) ;
o cb = (Sw, Tep, Ewv) is bipartite :

fe, e € By target(e) = source(e’)

A bipartite decomposition of the potential killing graph PK(G) is the set
B(G) = {Cb = (Scb;ch; Ecb)/ Ve € Epg dcb € B(G) ec Ecb}

According to Def. 2.11, there exists only one bipartite decomposition® B(G) for G (see Fig. 2.6)
and

Veb € B(G) Vs, s' € Sy Vi, t' € Ty, s||s' At||t' in PK(Q)

A saturating killing set SKS(cb) of a bipartite component ¢b = (Sg, Tep, Ep) is a subset
T!, C T, such that if we choose a killing operation from this subset, then we get a maximal
number of descendant values of children in 7, simultaneously alive with parent values in Sg.

Definition 2.12 (Saturating Killing Set) Given « DDG G = (V, E, 6, 6y,6,) , a saturating
killing set SKS(cb) of a connected bipartite component cb € B(G) is a subset Tty C Ty, such
that :

1. killing constraints : all parents in Sg must be potentially killed by at least one child in T,

U F;)(t) = Scb

!
teT!,

2. minimizing the number of descendant values of Ty,

min | U lrt|

!
teT!,

However, given a DDG G = (V, E, 6, 6,,,6,) and a connected bipartite component cb € B(G),
computing SKS(cb) is NP-complete [TT00].

6A proof of this assertion is given in [TT00], page 29.
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Algorithm 1 Greedy-k: a Heuristic for MMA Problem
Require: a DDG G = (V, E, 6, 6y, 6;)
for all values v € Vi do
k*(u) = L {all values are initially non killed}
end for
build B(G) the bipartite decomposition of PK(G).
for all bipartite component ¢b = (Sep, Tep, Eep) € B(G) do
X := S, {all parents are initially uncovered}
Y := ¢ {initially, no cumulated descendant values}
SKS*(ch) := ¢
while X # ¢ do {build the SKS for cb}
select the child ¢ € T, with the maximal cost px y (%)
SKS*(cb) := SKS*(cb) U {t}
X := X —I'(t){remove covered parents}
Y :=YU [g t {update the cumulated descendent values}
end while
for all t € SKS*(cb) do {in decreasing cost order}
for all parent s € I'(t) do
if k*(s) = L then {kill non killed parents of ¢}
k*(s) =t
end if
end for
end for
end for

A Heuristic for Finding a SKS Intuitively, we should choose a subset of children in bipar-
tite component that would kill the greatest number of parents while minimizing the number of
descendant values. For this aim, we define a cost function p that permits us to choose the best
candidate child. Given a bipartite component cb = (S, Tep, Eep) and a set Y of (cumulated)
descendant values and a set X of non (yet) killed parents, the cost of a child ¢ € T, is :

Top®NX]

o] it [ptUY #¢

pxy (1) =
T ,(t) N X| otherwise

The first case enables us to select the child that covers the most non killed parents with the
minimum descendant values. If there is no descendant value, then we choose the child which
covers the most non killed parents.

Algorithm 1 is a modified greedy heuristic that searches for an approximation SKS* and
computes a killing function £* in polynomial complexity. Our heuristic has the following prop-
erties (proven in [TT00]):.

1. Greedy-k always produces a valid killing function £*;
2. PK(G) is an inverted tree => Greedy-k gives an optimal solution for the MMA problem.

To summarize this section, here are our steps to compute the register saturation:
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Figure 2.7: Example of Register Saturation Computing

1. apply Greedy-k on G. The result is a valid killing function k*;
2. construct the disjoint value DAG DVj+(G);

3. find a maximal antichain AMj« of DVj+(G) using Dilworth decomposition (minimal chain
decomposition |[CD73|); saturating values are then AM;- and RS*(G) = |AM;-| <
RSy(@Q) T

Example 2.2.3 Figure 2.7 gives an example to summarize how we compute the register satu-
ration. Part (1) gives a saturating killing function k* computed by Greedy-k : bold arcs denotes
that each target kills its sources. Fach killer is labeled by its cost p. Part (2) gives the disjoint
value DAG associated to k*. Saturating values are {a,b, f,i}, so RS*(G) = 4 floating point
registers. Part (3) shows an extended DAG of G_y~ to build saturating schedules : we must en-
force saturating values to be simultaneously alive®. Any schedule of this DAG needs j registers :
a saturating schedule is given in part (4).

2.3 Optimal Register Saturation Computation

In this section, we formalize the problem of computing the optimal register saturation using
linear algebra. We build integer linear programming models to find saturating schedules o €
Y(@), and then we deduce RS = RN3(G). Modeling scheduling problem using integer linear
programming has been studied in [Saw97, GAG94, WKE95, Alt95, NG93]. We adapt their
models to take into account register saturation and values simultaneously alive with delayed
read /write from and into registers. We begin by recalling what is integer linear programming.

“emperical introduced error by our heuristics is studied in Sect. 5
8A proven correct algorithm is provided for this purpose in [TT00], page 20.
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2.3.1 Integer Linear Programming

It is mainly used to formalize combinatory problems [Bea96, BT97, CCPS98|. An integer linear
programming problem (Pyy) consists in finding the maximum of a certain linear function under
linear constraints. Formally, it is solving the following problem® (standard formulation) :

Maximize (or Minimize)z = ¢-z objective function
(Prp)s A-z=b integer constraints
r e N integer variables

where A is an (m x n) integer matrix, and b an m—vector. In general, finding an exact solution
of IL problems is NP-complete [Bea96|. For resolution techniques, we invite readers to refer to

[CCPS98].

2.3.2 Exact Register Saturation Problem Modeling

In this section, we consider a DAG G = (V, E, 6, 64, 6,) and write an integer linear programming
model to compute the optimal RS. Operation latencies are integers®, and the arcs can be either
flow dependencies or any other serial constraints''. We keep the notation of V; and Ex which
are the set of values and the set of flow arcs resp. Let us start by writing and defining some
linear programming techniques.

Some Linear Programming Techniques

In this section, we define how to express some logical expression with linear programming
techniques.

Expressing Boolean Operators with Linear Constraints Intrinsically, an integer LP

problem defines the two boolean operators A and —:

e having two constraints matrix A and A’ with dimensions (m x n) and (m' x n), saying
that 2 must be a solution for both of them is modeled by defining an aggregated matrix
A of dimension (m + m') x n where:

A A
= (%)

e having a linear constraint f(z) > b, saying that = must not verify the condition f(z) > b
is modeled by setting f(z) < b.

e having a constraints matrix A with m lines (m linear constraints fi, fo, -, fm), saying
that x must not verify Ax > b is modeled by :

fl(ac) < b1 V fz(l‘) < b2 V -V fm(CU) < bm

In [GNT72], the authors show how to model the disjunctive operator V. Consider the problem:

9This formulation can be written using inequality constraints (>, <,>, <).
10we release the constraint that assume strictly positive latencies.
with possibly negative specified latencies.
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1. maximize f(z), z € D (D is the domain set of z)

2. subject to

g2(z) >0 hy(z) >0
gm(f) >0 hm/(ac)

By introducing a binary variable « € {0, 1}, this disjunction is equivalent to:

(

91(z) > agy
92(z) > ags

Im(x) > agm

hi(z) > (1 - a)hy
ha(z) > (1 — a)hy

hm/(x) > (1 — a)hy

| € {0,1}

where g; # 0 and h; # 0 are two known non null finite lower bounds for g; and h; resp.
In our integer LP model, we will need to express the disjunctive formula with three linear
constraints :

filz) >0V fa(@) >0 V f3(x) 20 ~ (fi(z) >0 V fo(z) 20) V f3(z) >0

We introduce a boolean binary variable h € {0,1} to express the first dichotomy :

fi(@) = hfi >0
fol@) = (1 —=R)fa >0 >V f3(x)>0
h € {0,1}

where fi and f, are two non null finite lower bounds of f; and f, resp. To express the last
dichotomy, we introduce a second boolean binary variable b’ € {0,1}:

filg) —hfi > W' x f
fo(@) = (A =h)fs 2 h' X f}
fa(x) > (L—h)fs

h,h’ € {0,1}

where (fi, f3, f3) are finite non null lower bounds for (f; — A fi, f» — (1 —h) f, f3) resp. We can
chose (f] = min(—1, f1)) as a finite non null lower bound for f; — hf; because:

)2 4 fi@) = hfs = fi(e) 2 fiifh=0

RR n° 4263



20 Sid-Ahmed-Ali TOUATI
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Figure 2.8: Expressing an n-Disjunction with Linear Constraints

Since (f] # 0), this leads to:
fi(z) = hfi > min(-1, f1)

As the same manner, we set a lower bound (f; = min(—1, fy)) for fo — hfs.

We can also generalize to arbitrary number of constraints in a disjunctive formula V,, :

Vo(fi, -5 o) = (fil2) 20V fo(z) 20V ---V fu(z) 2 0)

Since the dichotomy operator V is associative, we group the constraints two by two by using a
binary tree. We can either express V,, by grouping the constraints using a perfect binary tree as
shown in Fig. 2.8.(a), or using a left associative binary tree as shown in Fig. 2.8.(b). With both
techniques, there is (n — 1) internal V operators which need to define (n — 1) boolean variables
(hi,-++ ,hn_1). The final constraints system to express V,, has O(n) constraints (f1, -, fa)
and O(n — 1) boolean binary variables (hy, -, hy—1). The non null lower bounds of the linear
functions are always finite. They always can be computed statically and propagated up in the
binary tree, as explained in the following example.

Example 2.3.1 Let us ezpress fi(z) >0V fo(z) >0 V f3(z) >0 V fu(z) > 0. This system
is written by expressing the first two disjunctions (as explained above) :

fi(@) = hifi — ha x min(—1, f1) >
f2(x) = (1 = h1) f — ha X min(—1
f3(x) = (1= ha)fs >0

hi,hy € {0,1}

0
)20 o @) >0

where f1, fa are two known non null finite lower bounds for fi, fo resp. We introduce a third
binary variable hy € {0,1} to write the last disjunction in linear constraints :

( h1f1 — h2 X mm(—l,ﬁ) 2 ]’L3 X f{

) - 2
fg(.’l?) (1 — hl)& — hg X mm(—l,ﬁ) > h3 X f_é
fg(l‘) (1 — hg)é 2 h3 X f_é
fa(z) 2 (1= h3) x fa

hi, o, hs € {0,1}
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where (f1, f3, f3, f1) are the finite non null lower bounds for (fi(z)—h1 fi—haxmin(—1, f1), fo(z)—

(1 — hl)ﬁ — h2 X mzn(—l,é), fg(l') — (]. — h2)é, f4) resp.
We can chose (f] = min(—1, f1)) because:

. [ fi@) = hufy > min(—1, f1) if hy =0
fr(@) = hofy = he xmin(=1, 1) = { fi(z) - hii - mz’n(—l,f__ll) >0 hy = 1

Since min(—1, f1) is negative, we set (f; = min(—1, f1)) as suitable lower bound. We chose
the lower bounds for the other constraints as the same manner :

fQ = min(—1, f5)
[y =min(=1, f3)

Since we know how to model (-, A, V), we can easily deduce the linear constraints of any
other logical operator. Let g(z) > 0 and h(z) > 0 be two linear constraints on z :

1. g(x) > 0 = h(z) > 0 can be modeled by g(z) <0V h(z) >0
2. g(xz) > 0 <= h(z) > 0 can be modeled by

(9(z) > 0 A h(z) > 0) V (h(z) < 0 A g(z) < 0)

The problem g(z) > 0 = h(z) > 0 becomes ( — g(z) +1 > 0V h(z) > 0). Thereby, it can
be written using the dichotomy expression :

—g(x)+1>ag
h(z) > (1 —a)h
a € {0,1}

where g and h are two known non null finite lower bounds for (—g + 1) and h respectively.
The problem g(x) > 0 <= h(x) > 0 becomes
(9(z) >0AA(z)>0)V (—g(z)+1>0A—h(z)+1>0)

and can be written using the dichotomy expression :

9(x) > ag
h(z) > ag
—g(xz) +1> (1 -a)g
—h(z)+1>(1—a)k
a € {0,1}

where g and h are two known non null finite lower bounds for g and h respectively, and g’ and
b’ are two known non null finite lower bounds for (—g + 1) and (—h + 1) resp.
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Expressing the “maximum” with Linear Constraints

By using the linear constraints which describe the logical operators explained above, we can
express some non linear functions with linear constraints. For instance, the function z =
max(z,y) can be modeled by both the constraints:

{(m—y20)=>z=x
(y—xz>0)=z2=y

Note that z = x is equivalent to z —x > 0 Az — z > 0, and thereby max can be written as the
following problem using the dichotomy expression :

([ —z4+y+1> g
z—z>(1—a)h
z—2>(1—ai)h
0416{0,1}

((x—y20)2>(z—a:20/\x—220)) is written <

\

( —y+zx+12> a9
z—y>(1—a)hs
y—22>(1—a)hy
CUQE{O,l}

((y—x20)2>(z—y20/\y—z20)) is written ¢

\

where (g1, b1, ha, g2, hs, hs) are the finite non null lower bounds for (—z +y+ 1,2z — 2,2 —
z,—y+2x+1,2—1y,y— z) resp. So we need 6 linear inequalities and two boolean variables to
express max(z,y).

We can also express the max, function with arbitrary number of parameters

z = max, (1, T, - ,Z,). Since max is associative, we use a perfect binary tree (by grouping
parameters from left to right) to compute the maximum of n variables in logs(n) steps. The
binary tree is shown in Fig. 2.9.(a) : each parameter is a leaf and each couple (z, y) is connected
by a max(z,y) node. We connect also each two internal nodes by a max operator as explained
in the figure. We can also use a left associative binary tree as shown in Fig. 2.9.(b). With both
techniques, the number of internal nodes including the root is equal to » — 1, so we need to
define n — 2 intermediate variables (that hold intermediate maximums) and (n — 1) systems
to compute‘max” operators. Which leads to a complexity of O(n — 2) = O(n) intermediate
variables and O(6 x (n — 1)) = O(n) linear constraints (each “max” operator needs 6 linear
constraints to be defined) and O(2n—2) = O(n) booleans (each max operator needs 1 boolean).
The total complexity of expressing maz, with linear constraints is O(n) variables and O(n)
linear constraints. The general form of mazx, operator using a left associative binary tree
technique is:

( y1 = maz(xy, Ty)
Yo = maﬂ?(yh 353)

Yn—2 = max(yn,g, mnfl)
| 2 = maz (Y2, Tn)

where each max operator consists in 4 conjunctive linear constraints.
The non null lower bounds of the linear functions are always finite if the domain sets of the
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Figure 2.9: Expressing maz,, Operator with Linear Constraints

variables x; is bounded. They always can be computed statically and propagated up in the
binary tree, as explained in the following example.

Example 2.3.2 Let us write the following system (z = max(z1,xq,23)) with linear con-
straints;

y = max (1, Ts)
z = maz(y, r3)

By replacing the formulas of max operators and introducing 4 binary variables h; € {0,1}, we
get:

—x1+x9+ 1> higr with g1 a lower bound for —x1 + 9 + 1
y—x > (1— hl)gg_ with go a lower bound for y — x;

11—y >(1- h1)£ with 5 a lower bound for x1 —y

—To +x1 4+ 1> hygs with g4 a lower bound for —xy+ 21+ 1
y—1x9 > (1— hz)gg,_ with g5 a lower bound for y — xs

ze—y > (1-— hz)é with é a lower bound for xo — vy

hi, hy € {0,1}

—y+x3+ 1> hsfy with fi a lower bound for —y+ x3+1
z—y>(1- hg)fg_ with fo a lower bound for z — y
y—2z>(1—hs)fs with f3 a lower bound for y — z
—x5+y+1>hafs with f4 alower bound for — x5 +y+1
z—1x3> (1 —hy)fs with f5 a lower bound for z — x3
z3—2z>(1— h4)£ with E a lower bound for x3 — z

hy, ha € {0,1}

\

Computing the finite non null lower bounds g; and f; is obvious if the domain sets of x1,x2, T3
is bounded. If (21,2, 3) are the three lower bounds of (x1,72,73), then y = min(x1,z,) is a
lower bound for y and z = min(x1, xq, x3) is a lower bound for z. Deducing the lower bounds g;
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and f; is statically done by taking into account both the finite lower bounds x; and upper bounds
;. For instance:

< <7z
- _:L.l_ajl }:>—$2+IE1+1Z 1=21—T9+1

A direct and better linear formulation of z = maz(x,y) with only one binary variable «
and 4 linear constraints using upper bounds is:

Z2>T
z2
z<(1-a)r+af
z<ay+(1—a)z

where (Z, %) are two finite non null upper bounds for z,y resp. We can use this formulation to
express max, with less constraints and boolean variables, but we need to define upper bounds
rather than lower bounds. We can chose one of the two formulations of max depending if we
are able to define statically lower or upper bounds of the variables.

All logical operators defined above will be used in our optimal RS formulation. For the
aim of building this later, we will need further to express the problem consisting in finding the
maximal independent set in an undirected graph as explained below.

Maximal Independent Set

Given an undirected graph H = (N, &) where N is a set of nodes and £ is a set of undirected
edges, an independent set is a subset of N such that there is no two adjacent nodes. Finding
a maximal independent set can be formulated by[BT97] :

e we define a binary variable z; € {0,1} for each node 7. x; = 1 iff the node 7 belongs to
the maximal independent set.

e the objective function is to maximize number of non adjacent nodes

Maximize E T;
iEN

e subject to:
V(i,j) € € zi+z; <1

Optimal RS Integer LP Model

We recall that the purpose of our model is to find a valid schedule such that the register need is
maximal. In this section, we show how to generate an integer LP model with O(|V|?) variables
and O(|E| + |V|?) constraints to compute the optimal RS.
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Schedule Variables and Constraints In our model, we define for each operation u € V'
the integer schedule variable o, € N. The scheduling constraints are written :

Ve = (u,v) € E  0,—0, > 6(e)

There is O(|V]) schedule variables and O(|F|) scheduling constraints.

To make the domain of our scheduling variables bounded, we assume a worst total schedule
time L,,q, taken sufficiently large, where for instance L0z = D,y lat(u) is a suitable worst
case total schedule time. And then, we write the constraint o, < L,,4,. This constraint imply

necessarily that :
YueV Ouw < Loz

Values Simultaneously Alive The lifetime interval of a value u is

L =loy + 6y(u), Ueglo%)sc(u) oy + 6,(0)]

We define for each value the variable that computes its killing date k, = max,ccons(u) 0o +6,(v).
The number of such defined variables is O(|Vg|).

We use the maz,, linear modeling to compute k, : we need to define for each k, O(|Cons(u)|)
intermediate variables and O(|Cons(u)|) linear constraints to compute it (see maz, linear con-
straints). The total complexity to define all killing dates is bounded by O(|Vg|?) variables and
O(|Vg|?) constraints.

Now, we define for each couple of values (u,v) with v # v a binary variable s,, € {0,1}
such that s,, = 1 iff v and v are simultaneously alive. The number of such variables is the
number combinations of 2 values within |Vg|, i.e. (|[Va| x ([Va| —1))/2.

To express to fact that s,, = 1 iff v and v are simultaneously alive, we need to express the
following constraints:

Sypw =1<= (L < L7 v L) <L)
since sy, € {0,1}, this constraint is equivalent to
Sup > 1 <= (L7 < L) N (L <L)
We know that L < L7 iff k, < 0, + 6,,(v). Then, we have to write;

ky > 0y + 6y (v)

> 1 <
Sup 2 1 { k’u > 0, +(5w(u)
Which is equivalent to

ky — 0y — 6y(v) —1 >0

>
8“’”_1<:>{ ky — 0y — 6p(u) —1>0

We know that:
P < (QAT)isequivalent to (PAQ AT) V (=P AN -Q) V (-P A —T)

where P, and T are logical expressions. Our equivalence constraints become
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Suw > 1
e Sup < 1 Sunw < 1
— — — > ’ )
Z"_Z”_gwgzg_igg v{ ku — 0y = 6u(v) =1 <0 }V{ kv—au—éw(u)—1<0}

We rewrite this system to exhibit the > relation :

Sypw— 120

—Syp > 0 —Syp >0
— — _ > u,v — u,v
];E“_ﬁ”_g“’&;_i;g v{ —ku + 0y +6u(v) 20 }V{ —ky + 04+ 6u(u) > 0 }

We previously defined how to write the linear constraints of the disjunction of three con-
junctive constraints (P V @ V T'). We introduce the two boolean binary variables h, b’ € {0,1}
and we get:

[ Sup—1—hx(=1)>h xmin(-1,
ky — 0y — 6y(v) =1 — h X (—Lpaz)
Limag)

-1)
> h' x min(—1, —Lpaz)
ky — oy — 6p(u) =1 —h X (—Lpge) > h' %

min(—1, —Laz)

—Sup — (1 —h) x (=1) > b x min(-1,-1)
Q —ky + 0y + 6u(v) = (1 = h) X (=Limaz) > A X min(—1, — Lyaz)

—Suw 2 (1 - hl) X ( )
—ky + 0y + 6y (u) > (1 = B') X (—Limaz)

h,h' € {0,1}

\

This system is simplified to (with Ly,e, > 1):

( Suw+h+h —1>0
ky — 0y — 60u(v) + Lipaz b+ Lipae B —1 >0
kv_Uu_éw(u)+Lmawh+Lmth,_1ZO

_Su,v_h+h’+1 20
4 _ku+av+6w(v) _Lmaxh+Lmaw hl+Lmaw Z 0

—Suyw—h +12>0
_kv + Oy + 611)(“) - Lmam h', + Lmam Z O

| h, k' €{0,1}

The complexity of computing all the s, variables is O(|Vz| x (|Vz| — 1)) booleans (two
booleans for each couple of values (u,v)) and O(7/2 x [Vg| x (|Vg| — 1)) linear constraints (7
linear constraints for each couple of values (u,v)). The total complexity is bounded by O(|Vz/|?)
variables and O(|Vg|?) constraints.

At this step, we can define the indirected interference graph H = (Vg, &), such that
(u,v) € € iff u and v interfere i.e. s,, = 1. The maximum number of values simultaneously
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alive is the cardinal of the maximal clique'? in H. Rather than computing the maximal clique,
we prefer to consider the indirected graph H' the complementary graph of H: H' = (V, &),
such that (u,v) € £ iff u and v do not interfere i.e. s,, = 0. The maximal number of the
values simultaneously alive is then the maximal independent set of H'. The independent sets
are expressed by defining a binary variable z,, € {0, 1} for each value u € Vg such that z, =1
iff u belongs to an independent set of the indirected graph H'. The number of z, variables is
O(|Vg|). The independent sets are expressed by :

Ty +Ty <14 5,,=0
since s,, € {0,1}, this is equivalent to
Ty — Xy +12>20<= —8,, >0
By using the linear expressions of the equivalence (<=-) and by introducing a boolean
h € {0,1}, we get:
([ —z, —z, +1>hx(-1) ( —2, — 2, +h+1>0
—Sup > h x (—1) —Sup+h >0

{ Ty +2xy—22>(1—h)x(—2) which is simplified to ¢ =z, +z, —2h >0
Supw —1> (1 —h) x (—1) Suw —h >0

T, Ty, h € {0,1} T, Ty, h € {0,1}

\ \

The complexity of expressing the independent sets (maximum number of values simultane-
ously alive ) is O(|Vg| + 1/2 x |Vg| x (|Vg| — 1)) variables (one z, for each value u, and one
boolean h for each equivalence constraint). The total complexity of expressing the independent
sets in H' is bounded by O(|V'|?) variables and O(]V|?) constraints.

Objective Function In optimal RS computation, we need to maximize the maximum num-
ber of values simultaneously alive . This is done by maximizing the maximal independent set
of H' (the complementary graph of the interference graph) by setting the following objective
Function:

Maximize g Ty

u€EVR

Summary Our integer LP model has a total complexity bounded by O(|V|?) variables and
O(|E| + |V|?) constraints:

1. the total number of integer variables is bounded by O(|V|?) :

(a) O(]V]) scheduling variables: o, for each node u € V';

123 clique is a complete subgraph
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(b) O((|Vr| x (|[Vr| — 1))/2) interference binary variables: s,, € {0,1} for all couple
u,v € Vg

(¢) O(|Vg|) binary independent sets variables; x, € {0,1} for each value u € Vg;
(d) the total number of intermediate variables for max,, functions is bounded by O(|V|?);

(e) the total number of booleans defined to express mazx,, the equivalence relations
(<) and the disjunctive relations (V) is bounded by O(|V'|?);

2. the total number of linear constraints is bounded by O(|E| + [V |?) :

(a) O(|F|) scheduling constraints ;

(b) the total number of interval lifetimes interference constraints (used to compute s, ,
variables) is bounded by O(|Vz[?) ;

(c) the total number of independent sets constraints is bounded by O(|Vz|?) .

3. the objective function: maximize ) ... 7,

Optimizing the Model

We can reduce the length of our model by considering;

e a precedence constraints e = (u,v) is redundant and can be evicted from the model iff
Ip(u, v) > 6(e);

e two values (u,v) € Vg can never be simultaneously alive iff for all schedules one value is
always defined after the killing date of the other. Then, we do not need to define and
compute s, , for the interference graph. The condition for that is:

Vo' € Cons(v) Ip(v',u) > 6,(v") — 6, (u) V Vu' € Cons(u) Ip(u',v) > 6.(u') — 6, (v)
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Chapter 3

Optimal Register Saturation Reducing

We have shown in Sect.2.2.2 that if the register need of a schedule is less then or equal to the
number of available registers, then a possible register allocation can be found in polynomial
time. If not, spill code has to be introduced.

Reducing register saturation of a DDG G consists in adding extra serial arcs to build a new
DDG G = G\” such that the register saturation is limited by a strictly positive integer (the
number of available registers). Let R be this limit. Then :

Vo € ¥(G): RN,(G) < RS(G) < R

We presented in [TT00] a heuristic that adds serial arcs to prevent some saturating values
in AM,, from being simultaneously alive for any schedule o € (@), without increasing the
critical path if possible. We prove in this section that finding such an extended DDG is NP-
hard, and we give a method to build an optimal one. For the aim of the optimality, we release
the definition of the extended DDG which states that it must be acyclic, i.e. we accept non
acyclic extended DDGs that have negative or null cycles. In is easy to prove that valid acyclic

schedules of DDGs with negative or null cycles exist.

3.1 NP-hardness of Reducing Register Saturation

Definition 3.1 (ReduceRS problem) Let be G = (V, E, 6, 64,6;) a DDG and R a strictly
positive integer. Does there exist an extended DDG G = G\F of G such that :

RS(G) <R
Theorem 3.1 ReduceRS problem is NP-hard.

Proof:

First, ReduceRS does not belong to NP. Since computing register saturations is NP-
complete, we cannot check in polynomial time if a given solution G has RS(G) < R.
Now, we prove that ReduceRS reduces to the problem of scheduling under registers
constraints. Let us start by defining the latter problem.
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Definition 3.2 (SRC problem) Let be G = (V, E,6,6y,6,) a DDG and R a strictly
positive integer. Does it exists a valid schedule o € X(G) such that :

RN,(G) <R

SRC problem has been proven NP-complete in [Set75]. 1. ReduceRS — SRC
Let G a solution for ReduceRS problem. Then, any valid schedule o € ¥(G) of G
is a solution for SRC.

2. SRC — ReduceRS

Let o be a solution for SRC, i.e. RN,(G) < R. We build an extended DDG G by
serial arcs to impose value lifetimes of any schedule of G to have same precedence
relation as defined by o. Yu,v € Vx/L? < L? then we add following arcs:

e if v € pkillg(u) then add the serial arcs {e = (u',v)/
u' € pkillg(u) — {v} with §(e) = 6,(u') — 6,(v)}
e else add the serial arcs {e = (v, v)/
u' € pkillg(u) with 6(e) = 6,(u') — 6,(v)}
That is we force the following assertion :
L? <L =Vo' € %(G) LI < L7

Then, for all values non simultaneously alive according to o, there is no schedule o
of G that makes them simultaneously alive. Formally, it is written :

u,ve Vg AL <L/ 30’ €eX(G)/ LI NLS # ¢

In other words, we ensure that any schedule of G will guarantee the precedence
relations defined by V LPo(G) the value lifetimes precedence DAG of G according
to 0. Consequently any ¢’ cannot need more than the register need of o and

RS(G) = RN,(G) <R

We are sure that if any cycle is introduced in G, then it must be negative or null

because there exists at least the valid schedule o € X(G).

3.2 Heuristics for RS Reduction

This heuristic is intended for building strictly acyclic extended DAGs where the original DDG
has strictly positive latencies. Having a saturating killing function &, we presented our heuristics
in [TTO00] that add serial arcs to prevent some saturating values in AMj, from being simulta-

neously alive for any schedule o € ¥(G). Also, we must take care not to increase the critical
path if possible. In this section, we recall the techniques we used.

Serializing two values u,v € Vx means that the kill of v must always be carried out before

the definition of v, or vice-versa. The following definition presents the added arcs that enforce
u’s lifetime interval of u to be always before v’s lifetime interval.
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Definition 3.3 (Value Serialization) Given a DDG G = (V, E, 6, 6y,6,) , a value serializa-
tion u — v for two values u,v € Vg is defined by :

e if v € pkillg(u) then add the serial arcs {e = (v',v)/

v' € pkillg(u) — {v} with §(e) = 6,(v") — 6,(v)}

o clse add the serial arcs {e = (v, v)/

u' € pkillg(u) A —(v <o) with §(e) = 6,(u') — 6u(v)}

According to this definition, a value serialization v — v cannot introduce cycles but may not be
possible. To ensure that any schedule of the extended DAG by a value serialization v — v makes
L7 < LZ, we call a value serialization u — v as admissible iff: Vo' € pkillg(u): (v <').

We use this information to build in a subsequent algorithm the set of all admissible value
serializations in order to choose the best candidate. For this aim, we use a define function
w(u — v) = (w1, ws) that selects the best candidate, such that :

® w; = iy — o is the prediction of the reduction obtained within the saturating values if
we do this value serialization, where

— 1 is the number of saturating values serialized after u if we carry out the serializa-
tion ;

— o is the predicted number of u’s descendant values that can become simultaneously
alive with w;

® W, is the increase in the critical path.

Our heuristics are presented in Algorithm 2. It iterates value serializations between sat-
urating values until we get the limit R or until no more possible serializations are possible
(either no more admissible value serializations or none is expected to reduce RS). One can
check that if any value serialization is possible in the original DDG, our algorithm stops at the
first iteration of the outer while loop. If it succeeds, then any schedule of G does not need more
than R registers. If not, it still decreases the original register saturation, and thus limits the
register need. Introducing and minimizing spill code is another NP-complete problem studied
in [CK91, BGG'89, BDEO97, Cha82] and not addressed in this work.

At the end of the algorithm, we apply a general verification step to ensure that an operation
that does not belong to the potential killing set of a value cannot kill it (proven for the original
DDG), as explained below.

Ensure Potential Killing Operations Property We have proven in [TT00]| that opera-
tions which do not belong to pkillg(u) cannot kill the value . This property is verified in the
initial DDG because its arcs represent true data dependencies with strictly positive latencies.
But, after adding serial arcs to build G, we might violate this assertion, i.e. we can construct for
some v & pkill(u) a schedule that leads to u being killed by v. An example is given in Fig. 3.1.
In the initial DDG, pkill(c) = {e, f}. Parts (2) shows the computed G where e & pkillz(c).
But, the longest path from e to f which has a -4 latency does not ensure that e can never kill c.

The computed register saturation RS(G) would not be correct because our register saturation
problem assumes that e cannot kill c.
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Algorithm 2 Reducing register saturation
Require: a DDG G = (V, E, 6, 6,,6,) and a strictly positive integer R
G:=G
compute AM,, saturating values of G ;
while |[AM;| > R do
construct the set Uy of all admissible serializations between saturating values in AMj with
their costs (w1, ws);
if #(u — v) € U/wi(u — v) > 0 then {no more possible reduction}
exit ;
end if
X = {(u — v) € U/wa(u — v) = 0} {the set of value serializations that do not increase
the critical path}
if X # ¢ then
choose a value serialization (v — v) in X with the minimum cost R — wy ;
else
choose a value serialization (v — v) in X with the minimum cost ws ;
end if
do the serialization (v — v) in G;
compute the new saturating values AM,; of G ;
end while
ensure potential killing operations property {check longest paths between pkill operations}

3@ 3@3 ®@ ® O 66 O O @ ©O® O
0T LETLET &
( o _

initial DDG 1) b—d
(2)a—f (3) ensure pkill property for e and f

Figure 3.1: Ensure pkill operations property

To overcome this problem, we must guarantee the following assertion :
Vu € Vg, Yo' € Cons(u) — pkillg(w)

v € pkillg(u) /v <vin G = Ipg(v',v) > 6.(v') — 6.(v) (3.1)

where Ipg(v', v) is the longest path from v’ to v in G. In fact, this problem occurs if we create
a path in G from v’ to v where v,v" € pkillg(u). If assertion (3.1) is not verified, we add a
serial arc e = (v',v) with §(e) = 6,(v") — 6,.(v) + 1. Figure 3.1.(3) shows an example of such

added arcs.

Value Serialization Costs We explain here how to compute the parameters pq, po, wy. We
note G; the extended DAG of step 4, k; its saturating function, and AMj, its saturating values.
We note | g, u the descendant values of u in G;. The purpose of the cost function is to predict
the reduction in register saturation introduced when we extend G; to G;;; with an admissible
value serialization (v — v):
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1. (u — v) ensures that k;1(u) < v in G;;1. According to Lemma 2.2:

pr = lr, v NAMy,|
is the number of saturating values in G; that cannot be simultaneously alive with u in

Gi—|—1 5

2. new saturating values could be introduced into G;;; because we could force its killing
function k; :

e if v € pkillgz(u), we force ki;1(u) = v. According to Lemma 2.2:

po = U IR V" | =gy v

v’ Epkillg—(u)

is the number of values in G; that could be simultaneously alive with u in Gj 1.

e else py = 0.

3. if we carry out an admissible value serialization (u — v) in Gj, the introduced serial arcs
could enlarge the critical path. Let Ip;(v',v) be the longest longest path going from v’ to
v in G;'. The new longest path in G;,; going through serialized nodes is equal to:

max Ipi(T,0") + Ipi(v, L) + 6(e)
introduced e=(v',v)
b(e)>1pi(v',v)

If this path is greater than the critical path in G;, ws is the difference between them. 0
otherwise.

Example 3.2.1 Figure 3.2 gives an example for reducing register saturation of our DDG from
4 to 8 registers. We recall that the saturating values of G are {a,b, f,i}. Part (1) shows all
admissible value serializations within these saturating values. Labels are the costs (w1, ws). Our
heuristic select a — f as candidate, since it is expected to eliminate two saturating values
without increasing the critical path. The extended DAG G is presented in part (2) where the
value serialization a — f is introduced. The critical path increases by 1 : since e & pkillg(b), we
introduce the serial arc (e, f) with a unit latency to ensure the pkill(b) property. Part (3) gives
a saturating killing function for G, described with bold arcs in PK(G). DVi(G) is presented in
part (4) to show that the new register saturation becomes 3 floating point registers.

3.3 Optimal Register Saturation Reducing Modeling

Combining the proof of Theo. 3.1 with optimal RS computation previously studied in Sect. 2.3
is sufficient to build integer linear programming models to build a schedule that does not need

more than R registers with a minimum total schedule time. If this schedule exists, then we
can build an extended DDG G of G with RS(G) = RN,(G) < R as defined in the proof of

Ts such path does not exist, we assume —oo
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® © @
@, ®©
0 )4 @o © O
O
(1) admissible value serializations (3) PK(G) with k (4) DVi(G) with saturating values

Figure 3.2: Reducing register saturation

Theo. 3.1. We define an optimal RS reduction as finding an extended DAG with a minimum
critical path such that the register saturation is below a strictly positive integer limit R. If no
solution is possible, then we increment the limit iteratively or in dichotomic manner until we
find a solution. The worst solution is R = |Vg|.

As we shown in the proof of Theo. 3.1, building an extended DDG from a schedule may
introduce negative or null cycles. Theoretically, the negative or null cycles still guarantee the
existence of an acyclic schedule. However, the next section reveals that this is in fact a problem
and how we must solve it.

3.3.1 Exact Formulation

We use the variables and constraints defined in the model of the Section. 2.3 in page 17. The
total complexity is bounded by O(|V'|?) variables and O(|E| + |V|?) constraints :2

1. O(|V]?) integer variables:

(a) O(|V]) scheduling variables: o, for each node u € V';

(b) O((|V| % (|[Vg| — 1))/2) interference binary variables: s,, € {0,1} for all couple
u,v € Vg;

(¢) O(|Vg|) binary independent sets variables; x,, € {0,1} for each value u € Vi;

(d) the total number of intermediate variables for maz, functions and booleans de-
fined to express the equivalence relations (<=) and disjunctions (V) is bounded by

O([VI*);
2. O(|V|?) linear constraints:

a) O(|E|) scheduling constraints;

(2)

(b) the number of interval lifetimes interference constraints is bounded by O(|V[?);

(c) the total number of independent sets constraints is bounded by O(|V|?);

(d) to express that the maximal number of values simultaneously alive must not exceed
R, we write that the maximal independent set of H' (the complementary graph of

the interference graph H) must not exceed R :

qugR

uEVR
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Figure 3.3: Optimal RS Reducing with Possibly Negative or Null Cycles
3. the objective function is to minimize the total schedule time: minimize o

3.3.2 Building Extended DDGs

At this point, we try to solve the linear problem P defined in previous section. If no solution
is possible, then there is no extended DDG G such that RS(G) < R. In this case, we increment
iteratively the limit R until a solution is found. We can also use a dichotomic search strategy
by setting the first search interval as R = R and Riuee = |Vr|- When we find o a solution
for Prj, 2, we build the extended DAG G by the following steps :

1. build VLP,(G) the value life time interval DAG and remove transitive arcs (i.e. compute
the transitive reduction) ;

2. extend G to enforce lifetimes precedence relations defined by VLFP,(G).
VYu,v € V/ u < v in VLP,(G), we carry out a value serialization v — v [TT00] in G:

e if v € pkillg(u) then add the serial arcs {e = (v, v)/
u' € pkillg(u) — {v} with 6(e) = 6,(u') — 6,(v)}
e else add the serial arcs {e = (v, v)/

u' € pkillg(u) with 6(e) = 6,(u') — 6,(v)}

e the new DDG G may contain negative or null cycles; the new register saturation is

RS(G) = RN,(G)

Example 3.3.1 The schedule o previously presented in Fig. 2.2.(1) page 7 has an optimal total
schedule time with a limit of 8 floating point registers. We build G by extending G to guaran-
tee precedence relations among value’s lifetime intervals defined by VLP,(G), see Fig. 2.2.(2).
Figure. 3.3 shows the extended DDG resulted after removing obsolete arcs such that value se-
rializations as a — e (since it is guaranteed in the initial DDG), redundant arcs or arcs with

Zthere is always a solution since the worst limit which we could get is R = |Vg|
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obsolete delays (those that impose redundant scheduling constraints). We note that we have
introduced two negative cycles: for instance the introduced cycle between e and f is caused by
the fact that both of them belongs to pkillg(b). These negative cycles ensure that both of them
cannot be simultaneously alive with b. We note also that the critical path has not increased and
the register saturation of this new DAG is 3.

3.3.3 Problem of Negative or Null Cycles

We must remind that the purpose of the register saturation analysis is to proceed by ensuring
in the first steps of the compilation that any schedule of a given DDG would not require more
registers than the ones available. The scheduling phase is mainly constrained by the resources
(functional units) of the target architecture. If the extended DDG produced by the register
saturation reduction contains a negative or null cycle, we cannot guarantee that there could be
a schedule under the resources constraints. This is because the negative or null cycles intro-
duces scheduling constraints of types “not later than” which may not be verified in the presence
of resources constraints.

As example, let assume a null cycle between the two operations v and v. Theoretically, any
schedule such that o(u) = o(v) verifies this null cycle. However, if we introduce the resources
constraints such that the two operations conflicts if they are scheduled at the same issue time,
then there is no valid schedule which meets all the constraints. When we reduce the register
saturation, we must ensure than there is always a schedule for any resources constraints and
for any target processor characteristics.

The negative or null cycle are introduced in the case where the lifetime interval of a given
value is before the ones of more than one consumer. For instance, in Fig. 3.3, the negative cycle
introduced between the operations e and f is due to the fact that they consume the same value
b while both of the two are not simultaneosuly alive with b according to the considered schedule.
To overcome the problem of negative cycles in the extended DDG, we have to prohibit this case,
i.e. to build a schedule such that there is only one consumer of a value u non simultaneosuly
alive with u:

Vu € Vg 3 at most v € Cons(u) N Vg L < L7

We add the following variables constraints to the integer programming model to guarantee
the non existence of negative or null cycles:

Vu € Vg Z Sup > |Cons(u)N Ve[ —1

veCons(u)NVp

such that s, , is the interfence variable defined the model and set to 1 iff the two values v and v
interfer. These constraints ensure that there is only one consumer of v which does not interfer
with u. The complexity of these constraints are bounded by O(|Vg|?).
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Chapter 4

Register Saturation with Multiple
Registers Types

In this section, we give a integer programming model (intLP) to compute and reduce the register
saturation with multiple registers types into the same DDG. We have only to rewrite the DDG
model and modify some definitions.

4.1 DDG Model

A DAG G = (V,E,6,6u4,6,+) in case of multiple registers types consists in a set of operations
V and a set of arcs E, where:

1. the set of registers types in the target architecture is 7. For instance, the target archi-
tecture of the code in Fig. 4.1 has 7 = {int, float};

2. Vg is the set of values of type ¢t € 7. In Fig. 4.1, Vg fioat = {a,b,¢,d, g, f, h,j,k}. We
consider that each operation v € V' writes into at most one register of a type ¢t € 7. The
operations that define multiple values with different types are accepted in our model iff
they do not define more than one value of a certain type. For instance, operations that
write into a floating point register and set a condition flag are taken into account in our
model. We denotes by u! the value of type t defined by the operation .

3. Eg, is the set of flow dependency arcs through a value of type ¢ € 7. For instance
Erint = {(g,17), (4, f)}. If there is some values not read in the DDG, or are still alive after
leaving this DDG!, these values have to be kept in registers. We consider then that there
is a flow arc from these values to L (like the flow arc (k, L) € Eg fioat)-

Finally, we consider that reading from and writing into a register may be delayed from the
beginning of the schedule time (VLIW case). We define the two delay functions 6,; and 6y,
such that :

LAn inter BB data dependence analysis can reveal that a value is still used after the treated DDG.
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(a) fload [i1], fR,

(b) fload [i2], fRy

(c) fload [i3], fR.

(d) fmult fR,, fRp, fRq

(e) imultadd fR,, fRp, fRc, iRe
(g) ftoint fR., iRy

(i) iadd iRy, 4, iR;

(f) fmultadd fRy, tR;, fRc, fRf
(h) fdiv fRg, iRe, fRp

(j) fadd fRj, 1, fR;

(k) fsub fRp, 1 , fRg

(2) code before scheduling and register alocation

Figure 4.1: DDG Model with Multiple Registers Types

0w, : VR,t — N

U Sug(1)] 0 < Sy () < lat(u)

the write cycle of u' into a register of type t is o(u) + 6y 1(u)
bp: V—N

Wi bra(w)] 0 < 6,4(u) < Bua(u) < lat(u)

the read cycle of u’ from a register of type ¢ is o(u) + 6, :(u)

4.2 Computing Register Saturation

In the case where more than one register type is present in the same DDG model, we have to give
a new definition of register need and saturation. Given a DDG G = (V, E, §, 6+, 6ry) , a value
u' € Vg, is alive at the first step after the writing of * until its last reading (consumption).
The set of consumers of a value u* € Vg, is the set of operations that read it :

Cons(u') = {v/ 3e = (u,v) € Egy}

For instance, Cons(b/°%) = {d, e, f} and Cons(k7%?) = { | } in Fig. 4.1. The last consumption
of a value is called the killing date and noted ;

Vu' € Vry  kill,(u') = max (0(v) + 6,4(v))
veCons(ut)

We assume that a value written at a clock cycle ¢ in a register is available one step later. That
is to say, if operation u reads from a register at a clock cycle ¢ while operation v is writing in it
at the same clock cycle, u does not get v’s result but gets the value that was previously stored
in that register. Then, the lifetime interval LT7, of the value u' is Jo(u) + 6, 4(u), kill,(u")].
Having all value’s lifetime intervals, the number of registers of type ¢ needed to store all defined
values is the maximum number of values of type ¢ that are simultaneously alive. We call this
number the register need and we note it:

RN?(G) = ax [vsa(7)
where

vsaf (c) = {u’ € Vpy/c € LTS} is the set of values of type ¢ alive at clock cycle ¢
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To compute the register need of type ¢, we build the indirected interference graph HY = (Vg €),
such that u' and v* are adjacent iff they are simultaneously alive. The register need RNY (G)
is then the cardinality of the maximal clique (complete subgraph) of H.

The register saturation of a type t is simply the maximal register need of this type for all
valid schedules:

RS;(G) = max RN/ (G)

4.3 Integer Programming Formulation

In this section, we write an integer programming model that compute a saturating schedule of
a register type t € 7.

4.3.1 Scheduling Variables

For all operations u € V, we define the integer variable o, that computes the schedule time.
The first linear constraints are those which describe the precedence relations, so we write in
the model:

Ve = (u,v) € E 0, — 0y, > 6(e)

There is O(|V]) scheduling variables and O(|E|) linear constraints. To make the domains set of
our variables bounded, we assume 7" as the worst possible schedule time. We chose T sufficiently
large, where for instance T = Y lat(u) is a suitable worst total schedule time®. Then, we
write the following constraint :

o] S T

As consequence, we deduce for any u € V :
e 0, > 0, = LonguestPathTo(u) is the “as soon as possible” schedule time;

e 0, <7, = T—LonguestPathFrom(u) is the “as later as possible” schedule time according
to the worst total schedule time 7';

4.3.2 Registers Constraints
Interference Graph

The lifetime interval of a value ! of the type ¢ is

LTyt =|oy + by 1(u), veérolgg%ut) (av + 6T,t(v))]
We define for each value u' the variable k,: that computes its killing date. The number of such
defined variables is O(|Vg,|). Since the domain of our variables is bounded, we know that k,
is bounded by the two following finite schedule times:
Vte T Vu' € VR,t ky < ky < k'_ut

where

2The case where no ILP is exploited.
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o kyt = 0y + 0y (u) is the first possible definition date of u’;

o Ly = MAXye Cons(ut) (0_1, + 6T,t(v)) is the latest possible killing date of u’.

We use the max, linear constraints to compute k,: like explained in Sect. 2.3: we need to
define for each k,« O(|Cons(u')|) variables and O(4 x |Cons(u')|) linear constraints to compute
it. The total complexity to define all killing dates for all registers types is bounded by O(|V|?)
variables and O(|V|?) constraints.

Now, we can consider H, the indirected interference graph of GG for the register type t. For
any couple of values u,v* € Vg, we define a binary variable sfw € {0,1} such that it is set to
1 if the two values lifetimes intervals interfere: V¢ € 7, V couple u', v € Vi,

: 1 if LT, N LT # ¢
0 otherwise

The number of variables s/, ,, is the number of combinations of 2 values among [Vg,| i.e. (|Va.|x
([Visl —1))/2.

LT, N LT, = ¢ means that one of the two lifetime intervals is “before” the other, i.e.
LT, < LT, VvV LT, < LT,:. Then, we have to express:

Sz,v =1« ﬁ(LTut < LTy vV LT, < LTut)
Since s!, , € {0, 1}, these constraints are equivalent to :

kyt — 0y — b y(v) =1 >0

to>
S“’”_1<:>{ kyt — oy — bpa(u) —1>0

Given three logical expressions (P, @, S), (P <= (Q A S)) is equivalent to (PAQAS)V (=P A
—Q) V (=P A =S). We write these two disjunctions with linear constraints by introducing two
binary variables h, b’ € {0, 1} (see Sect. 2.3) and computing the finite non null lower bounds of
the linear functions. This leads to write in the model: V couple u’, v € Vg,

((sL,+h+h—=1>0
kyt — 0y — by 1 (v) — min(—1,

1, kyt — 0y — 6pe(v) — 1) x (h+H)—12>0
kyt — 0y — 6y 1 (u) — min(—1,

vt — Ta — Spa(t) —1) x (h+h)—1>0

??“??‘

s, —h+h+1>0

Y~k 0y + 6u(0) + min(—1, T + 7y + Sua(0)) X (h— B —1) >0
—st, —h +1>0
—kyt + 0y + Oy () + min(=1, —kyt + gy + 6 (u)) x (B —=1) >0

L h,h' € {0,1}

The complexity of computing all the s, | variables is O (|Vg,| x (|Va:|—1)) binary variables (two
booleans for each couple of values (u,v")) and O(7/2|Vr;| % (Vg —1)|) linear constraints (7
linear constraints for each couple of values). The total complexity of considering the interference
graphs H; is then bounded by O(|Vg.|?) variables and O(|Vg.|*) constraints.
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Maximal Clique in the Interference Graph

The maximum number of values of the type ¢ simultaneously alive corresponds to a maximal
clique in Hy; = (Vgy, &), where (u',v") € & iff their lifetime intervals interfere (s}, , = 1). For
simplicity, rather to to handle the interference graph itself, we prefer considering its comple-
mentary graph H; = (Vg &) where (u’,v') € & iff their lifetime intervals do not interfere
(sfm] = 0). Then, the maximum number of values of the type ¢ which are simultaneously alive
corresponds to a maximal independent set in Hj.

To write the constraints which describe the independent sets (IS), we define a binary variable
zy € {0,1} for each value x,: € Vg, such that 2, = 1 iff u’ belongs to an IS of H]. We must

express in the model the following linear constraints:
V couple zyt, Tt € Vi, Tyt + Tyt < 1 <= s’;,v =0

Since s}, € {0,1} and by using the linear expressions of the equivalence (<=>), we introduce
a boolean h € {0,1} (see Sect. 2.3). The IS are defined in the intLP model by considering:

— Tyt — Tyt +h+1>0
-5, +h>0

Tyt + Tyt — 20 >0
Sy —h>0

h € {0,1}

The number of the variables z,: is O(|Vg:|). The number of introduced binary variables to
express the equivalences is O(2 x |Vg:| X (|[Vgt| —1)). The number of linear constraints to
defined the IS is O(2 x |Vg| x (|Vry| — 1)).

4.3.3 Objective Function

The register saturations of the type t is the maximal register need. A maximal IS in Hj is the
maximal ) vy, Tut- Thereby, we write in the model the following objective function, ;

Maximize Z Tyt
ut€VRy¢
4.4 Reducing Register Saturation

In case where a register saturation RS;(G) of a register type ¢ is greater than R; the number
of available registers, we need to add serial arcs into the DDG G to reduce it. This problem
is equivalent to finding a minimal total schedule time under register constraints like explained
in Sect. 3. We rewrite the integer programming formulation of the last section as explained
above :

1. the objective function: minimize o
2. the total number of integer variables is bounded by O(|V|?) :

(a) O(]V]) scheduling variables: o, for each node u € V'
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(b) O((|Vrs| % (|[Vrel — 1))/2) interference binary variables for each registers type ¢:
st.» € {0,1} for all couples u’,v" € Vi, ;

(¢) O(|VR4|) binary independent sets variables for the complementary interference graph
Hj of the register type t: x,+ € {0,1} for each value u' € Vg, ;

(d) the total number of intermediate and binary variables to write maz,,, n-disjunctions
and equivalence with linear constraints is bounded by O(|V|?);

3. the total number of linear constraints is bounded by O(|E|+ |V ]?) :

(a) O(|E]) scheduling constraints:

Ve = (u,v) € E Oy — 0y > 6(€)

(b) the total number of interval lifetimes interference constraints is bounded O(|Vg|?)
for each register type t¢:

st =1 ﬁ(LTut < Lyt V Lyt < Lut)

u,

(c) the total number of independent sets constraints for the complementary interference
graph H| is bounded by O(|Vg.|?) for the register type ¢:

Tyt + Tyt < 1(:)82,1):0

(d) the number of values of type ¢ which are simultaneously alive must not exceed the
number of available registers R;:

Z Tyt S Rt

utEVR,t
(e) we prohibits the existence of negative cycles (see Sect. 3.3.3 page 36):

Vu € Vigy Y. sty > |Cons(u') N Vigy| — 1

vECons(ut)NVg

(f) the total number of linear constraints to express maz,, n-disjunctions and equiva-
lence is bounded by O(|V]?);
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Chapter 5

Experimentation

We implemented four tools to carry out RS analysis. Two heuristics tools and two optimal
tools:

1. the heuristics consist in computing and reducing register saturation;

2. two optimal tools generate integer linear programming models and solve them to compute
exact register saturation and reduce it optimally.

Experimented codes are extracted from various loops used in [ES96, GAG94|. Their cyclic
DDGs are presented in the appendix of [TT00] where the number of nodes in the loop bodies
goes from 2 to 20. In our experimentation, we focus on floating point registers and assume that
reading from and writing to registers are done at cycle 0.

5.1 Optimal RS Computation

We implemented a tool that generates integer linear programming models to compute the
optimal register saturation for a given DDG. The problem resolution is done by cplex [CPL93].
We check experimentally the error introduced by Greedy-k heuristic. Experimental results show
that Greedy-k is very efficient: in almost all cases, it computes the exact register saturation.
Maximal experimental error is 1, i.e. the optimal register saturation is greater by one than the
computed by Greedy-k.

Right side of Tab. 5.1 gives optimal (with integer linear programming model) and computed
(with Greedy-k heuristic) RS for loop bodies. We have unrolled these loops to increase register
pressure in order to study Greedy-k efficiency in case of larger DAGs. As computing optimal
solution has an exponential complexity, we cannot unroll these loops with big factors, otherwise
the computation time would be extremely long. We unrolled these loops from 2 to 6. Table 5.1,
Tab. 5.2 and Tab. 5.3 give detailed results with different unrolling degree (number of nodes in
all these unrolled loops goes from 4 to 120, and number of values goes from 1 to 114). Greedy-k
clearly computes nearly optimal solutions in polynomial time complexity. Our worst empirical
error is 1, i.e. RS* < RS < RS* 4+ 1. Appendix A gives an example where the optimal RS
is greater by one then the one computed by Greedy-k and explains why our heuristic fails to
reach it.
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| loop body || optimal RS | RS* | Error | | loop (x2) || optimal RS | RS* | Error |
Lin-ddot 2 0 lin-ddot 4 4 0
liv-loopl liv-loopl 5 )
liv-loop23 liv-loop23 6 6
liv-loopb liv-loop5

spec-dod-loopl
spec-dod-loop2
spec-dod-loop3
spec-dod-loop7

spec-dod-loop1l
spec-dod-loop2
spec-dod-loop3
spec-dod-loop7

spec-fppp-loopl

spec-fppp-loopl

spec-spice-loop10
spec-spice-loopl
spec-spice-loop2
spec-spice-loop3
spec-spice-loop4
spec-spice-loopd
spec-spice-loop6
spec-spice-loop7
spec-spice-loop8
spec-spice-loop9

spec-spice-loop10
spec-spice-loopl
spec-spice-loop2
spec-spice-loop3
spec-spice-loop4
spec-spice-loopb
spec-spice-loop6
spec-spice-loop7
spec-spice-loop8
spec-spice-loop9

[\V]

(V)

spec-tom-loop1

spec-tom-loop1

—_

—

whet-cycle4 1
whet-cycled 2
whet-cycle4 4
whet-cycle4 8
whet-loopl
whet-loop2
whet-loop3

BN WRHRFHRFERFEIOERDNWWRFESINWRNNDF RO 00 W

BN QO O RN WW DN W NN RO o W

O OO OO OO ODCOOODODOHHOOOOoOI0COODOCD OO0 O

whet-cycled 1
whet-cycled 2
whet-cycle4 4
whet-cycled 8
whet-loopl
whet-loop2
whet-loop3

B RO NNRFRFEOBRDIDONEFENONW RN GO Ok =

BRI NN OO R DIOAN NN W RN OO Ok =

O OO OO OO0 OO OOOO O OO0 OO oo oo

Table 5.1: Greedy-k Efficiency in Loop Bodies and Loops Unrolled 2 Times
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| loop (x3) | optimal RS | RS* | Error | | loop (x4) | optimal RS | RS* | Error |
lin-ddot 6 6 0 lin-ddot 8 8 0
liv-loop1 7 7 0 liv-loop1 9 9 0
liv-loop23 24 24 0 liv-loop23 32 32 0
liv-loopb 6 6 0 liv-loop5 8 8 0
spec-dod-loopl 13 13 0 spec-dod-loopl 17 17 0
spec-dod-loop2 12 12 0 spec-dod-loop2 16 16 0
spec-dod-loop3 12 12 0 spec-dod-loop3 16 16 0
spec-dod-loop7 3 3 0 spec-dod-loop7 4 4 0
spec-fp-loopl 5 5 0 spec-fp-loopl 6 6 0
spec-spice-loop10 || 4 4 0 spec-spice-loop10 || 5 5 0
spec-spice-loopl 3 3 0 spec-spice-loop1 4 4 0
spec-spice-loop2 9 9 0 spec-spice-loop2 12 12 0
spec-spice-loop3 2 2 0 spec-spice-loop3 2 2 0
spec-spice-loop4 16 16 0 spec-spice-loop4 20 20 0
spec-spice-loopd 3 2 1 spec-spice-loopb 4 3 1
spec-spice-loop6 9 9 0 spec-spice-loop6 12 12 0
spec-spice-loop7 9 9 0 spec-spice-loop7 12 12 0
spec-spice-loop8 6 6 0 spec-spice-loop8 8 8 0
spec-spice-loop9 13 12 1 spec-spice-loop9 17 16 1
spec-tom-loop1 15 15 0 spec-tom-loop1 19 19 0
whet-cycle4 1 1 1 0 whet-cycled 1 1 1 0
whet-cycled 2 2 2 0 whet-cycled 2 2 2 0
whet-cycle4 4 3 3 0 whet-cycle4 4 4 4 0
whet-cycle4 8 3 3 0 whet-cycled 8 4 4 0
whet-loop1 6 6 0 whet-loopl 6 6 0
whet-loop2 6 6 0 whet-loop2 8 8 0
whet-loop3 4 4 0 whet-loop3 4 4 0

Table 5.2: Greedy-k Efficiency in Loops Unrolled 3 and 4 Times
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| loop (x5) | optimal RS | RS* | Error |

Lin-ddot 10 10 0

liv-loopl 11 11 0

liv-loop23 40 40 0

liv-loopb 10 10 0

spec-dod-loopl 21 21 0

spec-dod-loop2 20 20 0

spec-dod-loop3 20 20 0 | loop (x6) | optimal RS | RS* | Error |
spec-dod-loop7 5 5 0 lin-ddot 12 12 0
spec-fppp-loopl 7 7 0 liv-loopl 13 13 0
spec-spice-loop10 || 6 6 0 liv-loop) 12 12 0
spec-spice-loopl 5 5 0 spec-dod-loop3 24 24 0
spec-spice-loop2 15 15 0 spec-dod-loop7 6 6 0
spec-spice-loop3 2 2 0 spec-spice-loopl || 6 6 0
spec-spice-loop4 24 24 0 spec-spice-loop3 || 2 2 0
spec-spice-loopb 5 5 0 spec-spice-loopb || 6 6 0
spec-spice-loop6 15 15 0 spec-spice-loop6 || 18 18 0
spec-spice-loop7 15 15 0 whet-cycled 1 1 1 0
spec-spice-loop8 10 10 0 whet-cycled 2 2 2 0
spec-spice-loop9 21 20 1 whet-cycled 4 4 4 0
spec-tom-loop1 23 23 0 whet-loop3 4 4 0
whet-cycled 1 1 1 0

whet-cycled 2 2 2 0

whet-cycled 4 4 4 0

whet-cycled 8 5 ) 0

whet-loopl 6 6 0

whet-loop2 10 10 0

whet-loop3 4 4 0

Table 5.3: Greedy-k Efficiency in Loops Unrolled 5 and 6 Times
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5.2 Optimal Reducing of Register Saturation

In this section, we study experimentally our techniques used for reducing register saturation
while minimizing the critical path. We implemented our heuristics and optimal solution tools
using LEDA [MN99| and cplex [CPL93|. At first, we take the DDGs of loop bodies and we try
to reduce the register saturation as low as possible, which is equivalent to register sufficiency
[AKR91]. This is done by setting R = 1 as a target limit. Table 5.4 shows optimal vs.
approximated solutions: the two first numerical column shows numbers of nodes and values
in each DDG. Optimal RS of loop bodies are shown in next column. Optimal RS reduction
with its corresponding ILP loss are shown in next colmn. Results of our heuristics are in same
column between brackets. The last column shows ILP loss in both optimal and heuristics cases.
Optimal reduced RS was in worst cases less by one register than our heristics results. We must
note that since RS computation in value serialization heuristics is done by Greedy-k, we add
its worst experimental error (1 register) which leads to a total maximal error of two registers.

In a second experience, we unroll these loops twice and try to reduce their RS under a
limit computed as the first power of 2 lower than RS, i.e. if RS is 12 then we reduce it to 8,
etc. Detailed results are written in Table 5.5. The first two columns shows numbers of nodes
and values in each DDGs. Then, we give ptimal RS of these loops unrolled twice. The next
column shows the targetted limit of RS reduction. Optimal RS reduction with its corresponding
ILP loss are given in the two last columns. Results between brackets are those computed by
our heuristics. Here, we see also that maximal experimental error is 1 (remember also that
Greedy-k introduces an maximal experimental error of 1). The same experiment was done on
loops unrolled 3 times (Table 5.6) and 4 times (Table 5.7). We didn’t check for larger unrolling
degrees because computing optimal RS reduction of large DAGs is computational untractable
(on Intel PIIT 800 Mhz, from hours to weeks depending on DAGs size and targeted limit). We
believe that the experimentations that we have carried out are sufficient to study our strategies
efficiency (the number of nodes in all these unrolled loops goes from 4 to 80, and the number
of values goes from 1 to 76).

5.3 RS Behavior in Unrolled Loops

In this experience, we study the RS evolution in function of unrolling degree in each loop.
Figure. 5.1 shows the plots of RS (computed by Greedy-k) in function of the unrolling degree
(from 1 to 20 in each loop, producing a number of nodes going from 4 to 400 which sufficient
to study RS behavior in real applications). As we expect, the RS is an increasing function :
since unrolling a loop produces more values because of loop bodies duplication, the RS could
not decrease. This is not necessary for any code, i.e. RS is neither linear nor strictly increas-
ing function according to the unrolling degree: this is because unrolling a loop produces new
arcs because of cyclic and inter-iteration dependencies. The only cases where the RS is linear
according to unrolling degree is the case of acyclic loops with only loop-independent arcs. In
this case, unrolling a loop n-times multiplies the RS by a factor of n.

In a second experience, we study the limit of RS reduction in function of the unrolling
degree. Figure. 5.2 plots reduced RS to 32 using our heuristics on various unrolled loops with
factors going from 1 to 20. As we see, in practically all cases the RS is maintained under the
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| loop body | [V] | [Ve| | RS | min RS obtained | ILP Loss |
Tin-ddot P[4 2 209 0.00% (0.00%)
liv-loop1 9 |8 3 12(2) 0.11% (0.20%)
liv-loop5 5 |4 2 12(2) 0.00% (0.17%)
liv-loop23 20 [19 |8 |[3(4) 0.29% (0.25%)
spec-dod-loopl 13 (12 |5 |3 (4) 0.12% (0.12%)
spec-dod-loop2 10 |9 4 |2(3) 0.15% (0.00%)
spec-dod-loop3 11 |10 [4 |2(3) 0.14% (0.00%)
spec-dod-loop7 4 |3 1 1(1) 0.00% (0.00%)
spec-fp-loop1 5 |4 2 1(1) 0.00% (0.00%)
spec-spice-loop10 || 4 | 3 2 12(2) 0.00% (0.00%)
spec-spice-loopl || 2 |2 1 1(1) 0.00% (0.00%)
spec-spice-loop2 || 9 |9 3 13 0.00% (0.00%)
spec-spice-loop3 || 4 |3 2 12(2) 0.00% (0.00%)
spec-spice-loop4 || 12 | 8 7 15(6) 0.00% (0.00%)
spec-spice-loops || 2 |1 1 1(1) 0.00% (0.00%)
spec-spice-loop6 || 6 | 6 3 12(2) 0.00% (0.00%)
spec-spice-loop7 || 5 |4 3 12(2) 0.00% (0.00%)
spec-spice-loop8 || 4 |3 2 2(2) 0.00% (0.00%)
spec-spice-loop9 || 11 |9 4 3 (3) 0.33% (0.33%)
spec-tom-loop1 15 (12 |6 |3 (4) 0.11% (0.00%)
whet-cycled 1 4 |4 1 |1(1) 0.00% (0.00%)
whet-cycled 2 4 |4 1 |1(1) 0.00% (0.00%)
whet-cycled 4 4 |4 1 |1(1) 0.00% (0.00%)
whet-cycle4 8 4 |4 1 1(1) 0.00% (0.00%)
whet-loop1 16 [16 |3 |2(3) 0.00% (0.00%)
whet-loop2 7 |6 2 12(2 0.00% (0.00%)
whet-loop3 5 |5 4 | 4(4) 0.00% (0.00%)

Table 5.4: Optimal vs Approximated RS Reduction in Loop Bodies (R = 1)
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loop (x2) V| | |Vr| | RS S | ILP Loss

lin-ddot 8 8 3) | 0.00% (0.38%
liv-loopl 18 | 16 4) | 0.08% (0.08%
liv-loop23 40 | 38 6 0.00% (0.17%
liv-loop) 10 |9 0.22% (0.22%

0.00% (0.00%
0.00% (0.00%
0.00% (0.07%
0.00% (0.48%
0.37% (0.37%
0.00% (0.00%
0.00% (0.25%
0.18% (0.00%
0.00% (0.00%
0.00%

spec-dod-loopl 26 | 24
spec-dod-loop2 20 |18
spec-dod-loop3 22 | 20
spec-dod-loop7 8 6
spec-fp-loopl 10 |8
spec-spice-loop10 | 8 6
spec-spice-loopl | 4 4
spec-spice-loop2 18 | 18
spec-spice-loop3 | 8 6
spec-spice-loop4 | 24 | 16
spec-spice-loopb || 4 2
spec-spice-loop6 || 12 | 12
spec-spice-loop7 | 10 | 8
spec-spice-loop8 | 8 6
spec-spice-loop9 | 22 | 18
spec-tom-loopl 30 | 24
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(0.07%)
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(0.37%)
(0.00%)
(0.25%)
(0.00%)
(0.00%)
(0.00%)

0.25% (0.25%)
(0.00%)
(0.05%)
(0.50%)
(0.00%)
(0.00%)
(0.00%)
(0.50%)
(0.50%)
(0.50%)
(0.00%)
(0.00%)
(0.00%)

whet-cycle4 1 8 |8 1) | 0.00% (0.00%
whet-cycle4 2 8 |8 2) | 0.00% (0.50%
whet-cycled 4 8 |8 2) | 0.00% (0.50%
whet-cycle4 8 8 |8 2) | 0.00% (0.50%
whet-loop1 32 | 32 5) | 0.00% (0.00%
whet-loop2 14 |12 3) | 0.00% (0.00%
whet-loop3 10 | 10 4) | 0.00% (0.00%
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Table 5.5: Optimal vs Approximated RS Reduction in Loop Unrolled 2 Times
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loop (x3) VI | |Ve| | RS | R | RS ILP Loss

Tin-ddot 12 |12 |6 |4 |4(d) |0.00% (0.00%)
Tiv-loopl 57 |24 |7 |4 |4(5) |0.22% (0.26%)
liv-loop23 60 |57 |24 |16 16 (16) | 0.00% (0.00%)
liv-loop5 15 112 |6 |4 |4(4) |0.00% (0.00%)
spec-dod-loopl || 29 |26 |13 |8 |8 (8) | 0.00% (0.00%)
spec-dod-loop2 30 |27 |12 |8 |8(8) 0.00% (0.00%)
spec-dod-loop3 33 130 |12 |8 |8(8) 0.00% (0.00%)
spec-dod-loop7 12 |9 312 12(2 0.47% (0.47%)
spec-fp-loop1 15 |12 |5 |4 [4(4) 0.00% (0.00%)
spec-spice-loop10 || 12 | 9 4 12 [2(2 0.00% (0.00%)
spec-spice-loopl || 6 | 6 312 [2(2 0.20% (0.20%)
spec-spice-loop2 || 18 |18 |9 |8 |8 (8) 0.00% (0.00%)
spec-spice-loop3 || 12 | 9 2 |1 [2(2 0.00% (0.00%)
spec-spice-loop4 || 36 |24 |16 |8 |8 (8) 0.00% (0.00%)
spec-spice-loop5 || 6 | 3 312 [2(2 0.00% (0.00%)
spec-spice-loop6 || 18 |18 |9 |8 |8 (8) 0.00% (0.00%)
spec-spice-loop7 || 15 |12 |9 |8 |8(8) 0.00% (0.00%)
spec-spice-loop8 || 12 | 9 6 |4 |4(4) 0.50% (0.50%)
spec-spice-loop9 || 33 |24 |13 |8 |8 (8) 0.00% (0.29%)
spec-tom-loopl 45 |36 |15 |8 |8(8) 0.00% (0.00%)
whet-cycle4 1 12 [12 |1 |1 [1(1) 0.00% (0.00%)
whet-cycle4 2 12 |12 |2 |1 |[2(2 0.00% (0.30%)
whet-cycle4 4 12 12 [3 |2 |3(3) 0.00% (0.50%)
whet-cycle4 8 12 12 [3 |2 |3(3) 0.00% (0.50%)
whet-loop1 48 |48 [6 |4 |5(5) |0.00% (0.00%)
whet-loop2 21 |18 |6 |4 |4(4) |0.00% (0.00%)
whet-loop3 15 |15 |4 |2 |4(4) |0.00% (0.00%)

Table 5.6: Optimal vs Approximated RS Reduction in Loop Unrolled 3 Times
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loop (x4) VI | |Vrl | RS | R | RS ILP Loss

lin-ddot 16 |16 |8 |4 |4(d) |0.22% (0.22%)
Tiv-loopl 33 (32 |9 |8 |8(8) |0.00% (0.00%)
liv-loop23 80 |76 |32 |16 16 (16) | 0.00% (0.10%)
liv-loop5 20 |16 |8 |4 |4(4) |0.00% (0.00%)
spec-dod-loop1 52 |48 |17 |16 | 16 (16) | 0.00% (0.00%)
spec-dod-loop2 40 |36 |16 |8 |8(8) 0.00% (0.00%)
spec-dod-loop3 44 |40 |16 |8 |8(8) 0.00% (0.00%)
spec-dod-loop7 16 |12 |4 |3 |3(3) |0.46% (0.46%)
spec-fp-loop1 20 (16 |6 [4 [4(4) ]0.20% (0.20%)
spec-spice-loop10 || 16 |12 |5 |4 |4 (4) 0.00% (0.00%)
spec-spice-loopl || 8 |8 4 12 |2(2 0.29% (0.29%)
spec-spice-loop2 || 36 |36 |12 |8 |8 (8) | 0.00% (0.15%)
spec-spice-loop3 || 16 |12 |2 |1 |2(2) 0.00% (0.00%)
spec-spice-loop4 || 48 |32 |20 |16 | 16 (16) | 0.00% (0.00%)
spec-spice-loop5 || 8 |4 4 12 [2(2 0.00% (0.00%)
spec-spice-loop6 || 24 |24 |12 |8 |8 (8) | 0.00% (0.00%)
spec-spice-loop7 || 20 |16 |12 |8 |[8(8) | 0.10% (0.10%)
spec-spice-loop8 || 16 |12 |8 |4 |4 (4) 0.50% (0.62%)
spec-spice-loop9 || 44 |36 |17 |16 | 16 (16) | 0.00% (0.00%)
spec-tom-loopl 60 |48 |19 |16 |16 (16) | 0.00% (0.00%)
whet-cycled 1 16 (16 |1 |1 [1(1) |0.00% (0.00%)
whet-cycle4 2 16 (16 [2 |1 [2(2 0.00% (0.50%)
whet-cycle4 4 16 |16 |4 |2 |4(4) 0.00% (0.50%)
whet-cycle4 8 16 |16 |4 |2 |4(4) 0.00% (0.50%)
whet-loopl 64 |64 |6 |4 |5(5) 0.00% (0.00%)
whet-loop2 28 |24 (8 |4 |4(4) 0.17% (0.17%)
whet-loop3 20 |20 |4 |2 |4(4) |0.00% (0.00%)

Table 5.7: Optimal vs Approximated RS Reduction in Loop Unrolled 4 Times
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limit 32, except for livermore-loop23. In that case, the RS is maintained under 32 until the
unrolling degree 12. After that, the register pressure is sufficiently high to always keep the
register need above 32. The reason of the failure is shared by both intrinsic data dependencies
properties (intrinsic register pressure, i.e. register sufficiency) and our heuristics limitations. A
special remark is that reduced RS in unrolled loops is not an increasing function. That is if we
reduce the RS to Ry > R in the loop unrolled n-times, and to Ry > R in the loop unrolled
(n + 1)-times, this does not mean necessary that Ry < R, (see livermore-loop23 in Fig. 5.2).
The explanation is that more parallel values are available in a DDG, more value serializations
are possible by consequence, giving more freedom and choice to reducing RS heuristics.

5.4 1ILP Loss in Unrolled Loops after RS Reduction

In this last section, we study the ILP loss evolution resulted from RS reduction under 32 in
function of the unrolling degree. We compute the maximal ILP of a DDG G = (V, E, 6, 64, ;)
as

V]
ILP =
(@) Critical Path(G)

The ratio used for expressing the ILP loss is

original ILP — new ILP
original ILP

Figure. 5.3 plots ILP loss according to unrolling degree. In most cases, the ILP loss is main-
tained to null by our heuristic, i.e. critical paths do not increase. However, in other case the
ILP can exceed 60% (case of spec-spice-loop8) to maintain the register pressure under 32.

As in the experiment of RS reduction, the ILP loss is not an increasing function. The
explanation is that more values are available in the DD, more value serializations are possible.
Our heuristics have more freedom to choose the best value serialization that minimize the critical
path growth. We note that in these experiments, some operations have long specified latencies
(up to 17) : this can produce dramatical increase in critical path if we introduce new serial arcs.

Remark The purpose of unrolling is to enlarge DAGs and increase register pressure, and not
to study the ILP loss in loops. That is, the ILP loss produced after unrolling is only for DAGs
not for loops. To compute the ILP in case of loops, we must divide the ILP of unrolled DAGs
by the unrolling factor to obtain the ILP of one iteration.
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Chapter 6

Conclusion

In this work, we have studied optimal RS computation and reduction to prove our heuristics
efficiency. Our DDG model is sufficiently general to meet all current architecture properties
(VLIW and superscalar), except for some architectures that support issuing dependent instruc-
tions at the same clock cycle, which would require representation using null latency. For this
special case, we should specify at least a unit latency to meet our model restriction. We think
that this drawback should not be a major performance degradation factor, since null latency
operations do not generally contribute to critical execution paths.

Experimental study shows that our Greedy-k heuristic is nearly optimal. Practically, the
maximal error is one register. Using our heuristic on various codes shows that register con-
straints can be obsolete, so we can ignore them to simplify operation scheduling. If RS is greater
than available registers, we give a heuristic that try to reduce it under a certain limit. Also,
optimal solutions of this problem can at worst case reduce RS better than our proposed heuris-
tic with a difference of one register. This worst case unit errors are very acceptable since RS
computation is NP-complete, and RS reduction is NP-hard. We note that computing optimal
solutions for both problems are very time consuming (few days in some cases ! on a 800 M-Hz
Pentium IIT), so we cannot make experimentations on any large codes.

In the future, we will extend our work to loops. We will study how to compute and reduce the
register saturation in case of cyclic schedules like software pipelining (SWP). A first approach
has been studied in [TT00]. Experimentation on the loops analyzed in this work shows that, in
the most cases, we do not need register constraints for building a SWP motif independently of
any functional unit constraints. Also, this pertmit for instance to use the extra registers (those
who are not exploited by the loop) to keep some global variables and arrays in registers.
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Appendix A

Example of Optimal RS Computation

In this section, we give an example to show why Greedy-k fails to find optimal solution. We
choose the case of “spec-spice-loop4” loop body (see Fig. A.2) where the optimal register satura-
tion is 7 rather than 6 computed by our heuristic. For simplicity, we assume unit latencies with
null read and write delays. Saturating values computed by Greedy-k appears in red colors!,
other values in green and non value nodes appears in grey. Flow arcs are red while serial ones are
black (in this example, all arcs are flow). To understand how saturating values have been com-
puted, we present the potential killing DAG PKG(G) in Fig. A.1, and the disjoint value DAG
DV, (G) in Fig. A.3. Our heuritic chooses node 8 as the best candidate to kill all parent values
in the bipartite component cb = ({4,5,6,7},{8,9,10,11,12}). Node 8 is chosen by Greedy-k
because it kills all the four parents. So, the approximated killing function gives £*(7) = 8, then
nodes 7 and 8 cannot be simultaneously alive which leads to get RS*(G) = 6. Unfortunately,
the optimal killing function £ computed by the integer linear programming model assign node
12 as a killer to node 7 in order to keep node 8 simultaneously alive with {1,2,4,5,6,7}. Then
RS(G) = 7. Our heuristic cannot chose this killer because it proceeds by grouping parents to
get the same killer. This leads to have an approximated register saturation of six, i.e. less by
one than the optimal solution.

'We apologize for the readers who have a black-and-white version of the paper, since the colors don’t come
out properly for them; we suggest that they have a look at the postcript file available on the www from the
following address: http://www.inria.fr/RRRT /publications-eng.html
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z, 0 z,0n @,0

Figure A.1: spec-spice : loop4 body
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Figure A.2: spec-spice loopd : PK(G)
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Figure A.3: spec-spice loop4 : DV« (G)
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Index

<, 2 parallel, 2

DVi(G), 13 predecessor, 2

EV,(G), 6 ) _

G\¥, 2 register allocation, 6

Gy, 12 register need, 5

Ly, 5 saturating killing set, 15

RN, (G), 5 serial arcs, 4

VJFLP"(G)’ 6 source, 2

PC_?(U‘)’ 2 successor, 2

PG(u)v 2

lu, 2 target, 2

g (u), 12 i

B(@), 15 Value Lifetimes Precedence DAG, 6
I, 2 values, 4

=<, 2

Tu, 2

killersy(u), 5

adjacent, 2
antichain, 2

bipartite decomposition, 15

connected bipartite component, 14

consumers, 9

DAG Associated to k, 12
descendant values, 12
Disjoint Value DAG, 13

excessive values, 5
excessive clock cycle, 6
extended DAG, 2

flow arcs, 4

killers, 5

killing function, 11
lifetime interval, 5

maximal antichain, 2
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