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Approximations discrétes de I’équation de
Hamilton-Jacobi pour un probléme de commande
optimale d’un systéme algébrico-différentiel

Résumé : Cet article discute la résolution numérique de ’équation de Hamilton-Jacobi-
Bellman assocée & un probléme de commande optimale, quand 1’équation est de type algébrico-
differentiel. Nous discutons deux schémas numeériques. Le premier se réduit au cadre stan-
dard, alors que le second ne suppose aucune connaissance des dérivées des données. Nous
obtenons des estimations d’erreur, et produisons des résultats numériques sur un probléme
test simple.

Mots-clés : Commande optimale, systéme algébrico-differentiel, équation de Hamilton-
Jacobi-Bellman, programmation dynamique, schémas d’approximation, différences finies,
solutions de viscosité
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1 Introduction

This paper is devoted to the discussion of numerical methods for solving an optimal control
problem of a differential-algebraic dynamic system. Specifically, we discuss the methods
for computing the value function, based on the discretization of the associated Hamilton-
Jacobi-Bellman equation (see e.g. Bellman [3], Barles [2]). Such methods, in the case
of optimal control problem of a differential dynamic system, are discussed in Bardi and
Capuzzo-Dolcetta [1, Appendix by M. Falcone|, Camilli and Falcone [4], Falcone [7], and
Rouy and Tourin [9].

In principle, such problems can be reduced to the standard framework of optimal control
of an ordinary differential equation. The idea is to extract the algebraic variable from
the time derivatives of the algebraic constraint, i.e., to express the algebraic variable as a
function of state and control, and of some of their derivatives.

However, this cannot always be done. The main reason is that, often, the dynamics is
available, but not its derivatives. This is indeed the main reason for the design of specific
numerical schemes for integration of differential-algebraic dynamic system, see e.g. Hairer
et al. [8].

In that case, it may be effective to discretize the problem in a way that is coherent with
the spirit of these specialized numerical schemes, except of course for the fact that one aims
not to have high order accuracy, since the value function is in general not differentiable.

In this paper we introduce such a method, obtain error estimates, compare with the idea
of reduction to the standard situation, and discuss numerical results for both methods on a
simple example.

The paper is organized as follows. Section 2 presents the problem and the main hy-
potheses. The continuous problem is presented in section 3, while section 4 is devoted to
the numerical analysis of the state equation. We obtain error estimates, in section 5 for the
discrete time optimal control problem, and in section 6 for the fully discretized problem.
Numerical results are presented in section 7.

2 Setting of the problem. Preliminary results

Consider the following differential-algebraic dynamic system,

U (t) = f(ya(t),2:(t),u(t)) t>0,
Ay = g(yw(t)) t>0, (1)
yz(0) = .

Here x stands for the initial condition for the state variable (or differential variable) y,(t) €
R™, while 2,(¢) € R? is called the algebraic variable; we have denoted a, := g(z). Observe

RR n° 4265



4 J-F. BONNANS, P. CHARTIER, H. ZIDANI

that we use the notation (y, z;;) for the solution of (1) in order to stress on the dependence
of y, and z, with respect to the initial condition x. The dependence of y, et z, with respect
to the control variable u(¢) € R™ is understood and must be clear following the setting of
the problem.

Consider the following infinite horizon optimal control problem:

V(z) = ugllffd | Uyz(t), 20 (1), u(z,t))e Mdt for z € R". (2)

Here U,4 denotes the set of all continuous and piecewise differentiable functions of [0, oo
with image in a nonempty compact subset U of R™, £ is a function from R™ x R? x R™ into
R, and A is a positive constant.

We assume that the functions ¢, f, and g satisfy the following hypotheses:

H1 - The function £ : R® x R? x R™ — R is continuous, and satisfies the following estimate:
|€(y7 Z,U) - e(yl7zl,u)| S AZ(|y - yl| + |Z - ZI|)7 |€(y7z7u)| S Mh
for some Ay, My > 0, and for all y,3' € R®, 2,2’ € R?, w € U.

H2 - The function f : R* x R? x R™ — R" is of class C!, and satisfies the following
estimate:

|f(y,z,u) - f(ylazlau)| S Af(|y - y,| + |Z - zl|)’ |f(y’z’u)| S Mf’
for some Ay, My >0, and for all y,y' € R*, 2,2’ € R?, uw € U.
H3 - The function g : R* — R? is Lipschitz continuous, with constant A, > 0.

H4 The ¢ x ¢ matrix ¢'(y)f.(y, z,u) is invertible for all (y,z,u4) € R x R? x U, and we
have:

IA

9" () f(y, 2,w)] M,
V(Ay1, Ayz) € R xR, [¢"(y)(Ay1, Ayz)| < MY |Ayi||Ays,
VAz € RY, |foo(y,2,u)(Az,Az)| < ML |AzP

for some positive constants M, MJ, and M 7. and for every (y,z,u) € R* x R? x U.

Hypotheses H1 to H3 are natural extensions of those classically used when studying
the Hamilton-Jacobi-Bellman (HJB) equation for the value function of an optimal control
problem. Computing the time derivative of the algebraic constraint along a trajectory, we
obtain what is called the hidden constraint

d

0= 29(y(t) = 9 (Yo () f(y2(2), 20 (2), u(t)).
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Thanks to hypothesis H4, the implicit function theorem implies that (at least locally) we can
extract the algebraic variable z;(¢) from this equation or, equivalently, that we can obtain
2. (t) by differentiating a second time. This kind of algebraic-differential system is said to
be of index 2. For the sake of simplicity, we shall suppose in this paper that there exists a
continuously differentiable and Lipschitz continuous function Z from R™ x R™ into R? such
that for all (y,u) € R® x R™, z = Z(y,u) is the unique solution of the hidden constraint:

0=4g')f(y,2z,u). (3)

If the function Z(y,w) can be computed numerically, then we can eliminate the algebraic
variable and reduce the problem to the optimal control of an ordinary differential equation.
However, it often occurs that f and g are available, but not their derivatives. It is still
possible then to integrate numerically the state equation. The main contribution of this
paper is to state a numerical scheme for solving the HJB equation associated with the
optimal control problem.

3 Study of the continuous problem

Since our hypotheses allow to express the algebraic variable z(t) as a Lipschitz function
Z(y(t),u(t)), it is convenient to denote the “reduced” dynamics and running cost as

F(y,u) = f(y, Z(y,u),u);  L(y,u) =y, Z(y,u),u). (4)

We can formulate the continuous optimal control problem as follows:

Viz) = é%f / L(y,(t),u(t))e M dt for z € R", (5)
u ad J(

where y,(t) is solution of the ordinary differential equation

Y (1) = F(ys(t),u(t) t>0,
yz(0) = x.

Since the dynamics and running cost functions are Lipschitz and bounded, it is well known

that the state equation has a unique solution in the space of absolutely continuous functions,

and that the value function is finite and Holder continuous as tells the next lemma. Let Ay
be defined by

(6)

F(z',u) — F(z,u
LCEYC TR

Ag :=sup {
Lemma 3.1 The value function is bounded. In addition, let v be such that

y=1 if A> Ay
'y:ﬁ if A < A,
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Then there ezists A, > 0, and €, > 0 such that, for oll z and x' satisfying |z’ — x| < e, the
following holds:

[V(z) = V(') < Alz — 2. ©)
In other words, the function V is Holder with constant ~y.

Consider the Hamilton-Jacobi-Bellman (HJB) equation

max {A\W(z) — F(z,u) - D,W(z) — L(z,u)} =0 Vz €R", 9)
0 0 . .
Here D, = | —, -+ ,=—— | and “-” denotes the inner product in R”.
83:1 63&'n

For convenience, we recall here the definition of viscosity solution, see Crandall and Lions
[5]-

Definition 3.1 A continuous function W on R" is called a viscosity solution of (9) if, for
every ¢ € C*(R™), the following holds:

(i) If z1 is a local maximum point of W — ¢, then

rileagc{)\W(wl) — F(z1,u) - Dyp(z1) — L(z1,u)} < 0.

(ii) If 2 is a local minimum point of W — ¢, then

meagc{)\W(wz) — F(x2,u) - Dg(x2) — L(z2,u)} > 0.

Remark 3.1 In fact, the boundedness and Lipschitz continuity of F' and L imply (see,
e.g., Barles [2]) that the value function V is the unique bounded and uniformly continuous
viscosity solution of the HJB equation.

4 Numerical analysis

Let us briefly discuss two standard first-order schemes for solving the state equation. In each
of these schemes, the control variable is supposed to be constant during the time step h > 0.
Since we consider one step methods, it is sufficient to state the formula for computing the
state after the first step. So, let us fix ug € U,q and an initial condition € R®. The two
schemes are

yh = x4 hf(z, 2", up)
{0 = g'()f(x, 2k uo) (10)

on the one hand, and

= o+ b )
{o = M) - 9@ an
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on the other hand. The first scheme is of explicit type while the second one is of implicit
type.

In each of these schemes, one has to solve a system of nonlinear equations. In practice,
this will mean using a variant of Newton’s method, in which the Jacobian may be approxi-
mated using finites differences. The functions defining the equations to be solved, however,
have to be computed with a good accuracy. This makes an essential difference between the
two schemes: the first needs a precise evaluation of f and ¢', whereas the second needs only
to evaluate f and g. In other words, if only g is available and not its derivative, then the
second scheme can be implemented, whereas the first cannot.

First scheme In the first scheme we have that
vy =+ hf(@, Z(x,u0),u0). (12)
Theorem 4.1 Let ugp € R™,z, € R" be given and consider w = Z(x,ug) be the solution of
9'(z)f(z, w,u0) = 0.

For all h > 0, there exists a unique solution of (10). Moreover, the functions x — (y?, 21),
that map x to the unique solution of (10) are Lipschitz continuous functions.

Proof - The proof is classical and therefore omitted. ]

Second scheme We now turn to the study of the second scheme.

Theorem 4.2 (Existence and uniqueness of the solution) Let ug € R™ and z € R
be given and consider w = Z(x,up) the solution of

gl(.’L')f(.’E,’lU,uo) =0.

There exist hg > 0, € > 0 and n > 0, all independent of © such that for all 0 < h < hy the
system (11) has a unique solution (y%,z") in the set B(z,5) x B(w, 1).

Proof - The proof follows closely the ideas of Hairer et al. [§8]. Consider the system

y(T) = ar—|—hf(w,z(7'),u)—}—h(T—l)f(w,'w,u)
{o R N v (13)

For 7 =1, (13) is equivalent to (11), while for 7 = 0, it has the obvious solution y = z and
z = w. Differentiating with respect to 7, we get

{ y = hfz(.Z',Z,UQ)Z'+hf(.Z'7’lU,UO) (14)
0 = gl(y)fz(il?, z7u0)'é + gl(y)f($7w7’u'0)
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£

Now, due to H4, it is easily seen that g'(y)f.(z, z,uo) is invertible for y in B(z, §) with
e =(M.Mg,)~" and that

Vy € B(,2), Vz € R, |(g/(0)fa(w,2,u0)) | < 2M.
Within B(z, 5), (14) is equivalent to the differential system

{ y = hP(xayaz)f(xanUO)
po= —(gWf(22,0)) " g')f(@,w,u)

where P(z,y, z) is the projection I — f.(z, z,u0) (¢'(¥)f-(2, z,u0)) " ¢'(y) and with initial
conditions y(0) = z and 2(0) = w. This system has a unique solution which satisfies

y(r) —a| = \ / y'(@dc\sm(HZAfMAg)Mf,

lo(r) —w| < 2M|g'(z)f (2, w,u) +
—_———

=0

1
/0 g"(z + ty(r) — 2)(f (2w, u0), y(r) — 2)d]
< 2MMI,Mly(r) — 2],

and thus remains in B(z, §) x B(z, 5) for 7 < 1 provided h < hy where

o € n
o = min (2(1 +2A; MA,) M, AM Mg, M;(1 + 2AfMAg)Mf> ‘

In order to prove uniqueness, we consider another solution (7, %) in B(z,§) x B(w, 3) of
(11). Writing Ay =g —y, Az =% —z and Af = f(z,%,u) — f(z, z,up), we then have

0 = g(@ —9y)
g'(y)Ay + B?(y, §)(Ay, Ay)
= hg'(y)f.(x,2,u0) Az + hy'(y) B (z, 2, 2)(Az, Az) + B(y,§)(Ay, Ay),

where
1
BY(y,5)(Ay, Ay) = / (1— t)g"(y + tAy)( Ay, Ay)dt
0
and

Bf(z,2,5)(Az,Az) = /1(1 —t)f22(z, 2 + tAZ,u0)(Az, Az)dt.
0
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It follows that
Az =(—g'(Y)f-(2,2,u0)) " (' W)B! (x,2,2)(Az,A2) + hBI(y, §)(Af, Af))
We consequently get the estimate
M(AgMJ, + hoA7 M )| Az|?
M(AgMI, + hoAFMS, )n|Az|.

Now, provided 7 is sufficiently small, the constant M (A, M7, + H A?ng)n is smaller than
1 and we necessarily have Az = 0. The fact that Ay = 0 follows straightforwardly.
|

Theorem 4.3 For any ug € R™ fized and for 0 < h < hy/2 the functions

z -yt and z— 2P (15)

£

that map = to the unique solution of (11) lying in B(x, ) X B(Z(x,u0),]) are Lipschitz
continuous function.

Proof - Given z and Z in R, let I'(7) = 72 + (1 — 7)Z and consider the system
D(r) + hf(D(r), z,u0) )

{y
0 9(y) — g(T'(7) ’

whose solution is (y%,2") for 7 = 1 and (y%,2") for 7 = 0. As in previous theorem,
differentiation with respect to 7 leads to

{ 9 =(z—2z)+hfy(T, z,u0)(x — &)+ hf.(T, z,u0)2
0 =4(9'W — g @ +hg' )y (T, z,u0)) (x — &) + ¢'(y) (T, 2,u0)2

with initial conditions y(0) = y; and z(0) = 2. Within the set

13

&= UTE[O,I]B(F(T)7 2)7

previous system is equivalent to the differential equation

{ g = (z—2)+hfy(T,z, uo)( —2)+hf. (T, z,u0)?
i = —(gWf(T,2,u0)7" (1 (9'(y) — ¢'(T) + hg' (¥) £ (T, 2, u0)) (z — &))

with the same initial conditions as before. It has a unique solution for 7 < 7* which satisfies

ly(r) = T(r)| < hM; < <
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and thus can be extended up to 7 = 1. Now, it comes

2(1) — 23| = /01 :%(C)dc‘ < 2M (%Mﬁy%ﬁfu ly =T+ AgAf) |z — 2],
< 2M(Mj, My + AgAg)|z — 2.
From this estimate, we then get
|2(1) = Z(z,u0)| = |2(0) — 2P + 28 — Z(&,u0) + Z(%,u0) — Z(x, uo)|

< |2M(M, My + A Ap) 2 — 3|+ 1 + Lz — 3

K
<(K+DM—ﬂ+%

It follows that for |z — 2| < 72875, [2(1) — Z(@, )| <  so that 2(1) = 2" and
|2t — 28| < K|z — 2.

Now, if |z — &| > m, we have

|Z;L - Z(‘Z';uﬂ) + Z(m7u0) - Z(.i’7’lj,0) + Z(.Ci',’lL()) - zc’ill

n+ L|z — &|

4K + L)|z — &| + L|z — &

(4K +5L)|z — 3.

|Z£ -z

ININIA A

h

xz

The function z — 2z
manner.

is consequently Lipschitz continuous and so is  — y* in an obvious

5 Analysis of the discrete-time optimal control problem

5.1 Case of reduction to the standard framework
Let h be a positive number, and consider the value function:

Vi(z) = inf Ju(yh, 28, up); z € R”, an
ueU?,

where U u’fd denotes the subset of U,q consisting of all controls up which take constant values
u® on each interval [kh, (k + 1)h[, k € N, (y%, 2*) denotes the sequence determined by the
recursion

= P (18)
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and the cost function .Jj is given by:

o

Tn(y,u) = h Y (14 Ah)"FHIL(H, k).

i=0
Then we have that the following dynamic principle holds:

max {(1+ X0V, (z) — Vi (z + hF(z,u)) — h L(z,u)} = 0. (19)

As in Capuzzo Dolcetta and Ishii [6], we prove that that if h < 1/A then (19) has a
unique bounded continuous solution V;! and that {V;!} converges locally uniformly in R", as
h tends to 0, to the unique bounded uniformly continuous viscosity solution of (9). Equation
(19) stands for an approximate problem of (9), and the following theorem follows from [6].

Theorem 5.1 Assume that HI-HS hold. Let V and V;! be the solutions of (9) and (19),
respectively. Let v €]0,1[ be a Holder exponent of V. Then

sup [V (z) — Vj (z)| < Ch7?, (20)
TER™

for all h small enough, where C > 0 is independent of h.

5.2 Second scheme

In this section we discuss a discrete time optimal control problem associated with the second
scheme (11).
Let h be a positive number, and consider the value function:

Vi(z) = ugllff Jh(ym,zw,uh) z €R", (21)

where U, lfd denotes the subset of U,4 consisting of all controls u;, which take constant values
u® on each interval [kh, (k+1)h], for all k € N, and (y”, 2) denotes the sequence determined
by the recursion

yk+1 :yk+hf(ykazkauk) k:0’1’2""’
yO =T I (22)
g(yFt) —g(y*) =0 k=0,1,2,..,

Here z* can be expressed, as we have seen, as a function of y* and u*, that we denote

#(y*,u*). and the cost function Jj, is given by:

Jn(yl, 28 up) hz + M) kD gk ok k).
k=0
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Observe that for every (z,u) € R* x R™, z = Z(x,u) is the solution of the nonlinear system

g(.’L’ + hf(l', zau)) - g(l") =0,

then
#(z,y) = Z(z,u) + O(h), (23)
and consequently
f(.’L',é(.’E,’lL),U) —f(m,Z(:c,u),u) = O(h’)a (24)
@(m,i(m,u),u) —ﬁ(m,Z(m,u),u) = O(h’) (25)

So it is convenient to consider the following abstract framework: consider two functions
F'" :R* x R™® — R” and L" : R* x R™ — R and satisfying

FMz,u) = F(z,u) = O(h); (26)
LMz,u) = L(z,u) = O(h); (27)
The state equation and cost function are, respectively

yk+1 = yk + hFh‘(yk’uk) k = 07 1’27 b

y =z )

Vi(z) = inf h) (1+ M)~ FFILA(yE uh). (29)
uEU:d k=0

The corresponding dynamic principle is

max {(1 + A Vh(2) — Vi@ + hF"(z,u)) — hLh(z, u)} - 0. (30)

Lemma 5.1 The solution of (30) satisfies
Va(@)] < Mo, |Va(2) = Va(a')| < Aolz — 2|7 (31)

for all z,2' € R™, h €]0,1/)\[, for some M, > 0 independent of h, and where v and A, >0
are as in Lemma 3.1.

The following theorem holds.

Theorem 5.2 Assume that H1-H3 hold. Let V and Vi, be the solutions of (9) and (30),
respectively. Let v €]0,1[ be a Holder exponent of V.. Then

sup |V(z) — Vh(a:)| < Ch/?, (32)
T€ER™

for all h €]0,1/)\[, where C > 0 is independent of h.
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Proof - We adapt to our case the proof of [6]. Given 0 < & < 1, set
B:(x) := —e7%|z|* for z € R". (33)

Define 3
p(x,y) = Vp(z) = V(y) + Be(z —y) for (z,y) € R* x R".

Let a € (0,1). Since V and V}, are bounded on R", there exists (21,%;) in R?* such that
o(T1,y1) > supyp — .
Choose ¢ € C§°(R?") so that
£(z1,51) =1, 0<¢<1, |DE<1,

and set
P(z,y) = o(z,y) + ak(z,y) for (z,y) € R*".

Clearly, 9 attains its maximum value at some point (z,,¥,) in the support of £. That is,

U(2o,Y0) > P(z,y) for all (z,y) € R". (34)

In particular, y — —1)(z,,y) attains its minimum at y,. Therefore, by the definition of a
viscosity solution of (9), there exists u* € U such that

AV (Yo) + F(yo,u™). (DB:(x0 — Yo) — aDyé(wanO)) — L(y,,u"™) > 0. (35)
Using (34) with x = zg + hF"(z,u*) and y = y,, we obtain

Vi(zo + hF"(g,u*)) — Va(wo) < B:(z0 — yo) + (w0, 7o)
—Be(xo + hF"(zo,u*) — yo) — aé(xo + hF"(z0,u*)).

Adding (30) to the previous inequality and using the definitions and properties of 8. and ¢,
it comes

)\hf/h (.Z'o)

IA

hL"(zo,u*) + Be(z0 — o) + (20, 0)

—B.(wo + hF"(zo,u*) — yo) — ab(xo + hF"(z0,u*))
hLM(zg,u*) — hBL(xo — yo)F™ (xo,u*) — e 2h%| F" (20, u*)|?
+ah|Fh(zy,u")|.

IA

Dividing by h and subtracting (35), we get

Vi(wo) = V(yo) < L"(wo,u*) — L(yo,u*) (36)
+BL(x0 — o) (F(yo, u*) — F*(,,u*)) (37)

+C [8% + a] . (38)
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Combining this inequality with the estimates

Lh(xOJU*) _L(y07U*) = Lh($07u*)—L($07u*)+ (39)
L($05U*) _L(y07u*) (40)
= O(h) + O(|zo — yol), (41)
FMzo,u*) = F(yo,u*)) = O(h)+ O(|zo — yol), (42)
we obtain, whenever ¢ < 1,
2
7 o~ Yo o~ Yo h
Vo) = V(o) < C [[ro o] 4 200l plPo vl 1y ] (43)
Using ab < 1(a® + b?), we get
1
h|$o - yo| S §(h2 + |$0 - y0|2)
as well as | B | 2
Zo — Yo 2 ZTo — Yo
— | = e < = Po Jol )y,
7 — w0l = e 722 Y0 < (e 4 oS HoL
Then by (43), and for ¢ < 1 and h < 1, and taking a = O(h), we obtain
~ C 9
Ta(eo) = Vo) < = (ko = gol? +1) . (44)

Observe that if we choose z = y = z, in (34), we obtain first that |zo — yo| — 0; using
the fact that V has Holder constant v, we get, using a < 1,

1
E_2|$o - yol2 < Klwo - yo|’y + O‘"Z'o - yo| < Klmo - yolry'

Equivalently,
|Zo — Yol SKsﬁ, (45)

with K independent on &£ and h. Thus, from (36) and 1(45)

X7 y h 2 h
Vh(.’L‘o) - V(yo) <K |:522—_‘Y + 6_2] =K [Eﬁ + 5—2:| .
Choosing £ = h(2~7)/4, we lead to:
Vi(@o) = V(yo) < K(R/?). (46)

From (34), we finally obtain:

Vi(z) —V(z) < Kh'/?  for all z € R™. (47)
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It remains to prove the opposite inequality. This can be done in a similar manner, by setting

¢(z,y) = V(z) = Va(y) + B:(z — y).
Again, given a € (0,1), there exists (z2,y2) such that @(z2,y2) > supy — a, and hence,
given £ € C§°(R*™) such that £(x3,y2) =1, 0 < € <1, and |DE| < 1, and setting P(z,y) =
o(z,y) + af(z,y) for (z,y) € R?", we have that ¢ attains its maximum value at some
point (Z,,%,) in the support of &:
¥(Zo, §o) > P(w,y) for all (z,y) € R". (48)
Since x — 9(z,¥,) attains its maximum at Z,, we have that, for each u € U,
AV (Zo) + F(Zo,u). (BL(Zo — Fo) + aDy&(Zo,§o)) — L(Zo,u) < 0. (49)
On the other hand, (19) implies that, for some @ € U,
(L4 AR)Va(Go) — Vil(@o + hF"(Z0,@)) — hL"(§o, @) = 0. (50)
Using (34) with = Z, and y = ¥, + hF"(%,,%), we obtain
f/vh.(y_o + hFh(f'joa ﬁ)) - f/h(go) > _ﬁs(i'o - go) - ag('i'07:’jo)
+B:(To + hE" (T, 1) — Fo) + a€(To + hE" (T, ), o)-
Adding equality (50), dividing by h and then subtracting (49), we obtain
- To— o> h
Tl@) = V(i) 2 C 12, — ol + TS PoE 4 o] G1)

The end of the proof parallels the one for proving (47). ]

6 Convergence of finite difference schemes

Consider the following finite difference scheme. Let 61, ... , 8, be the (positive) space steps.
With j € Z" is associated the point z; € R® with coordinates j;6;. Denote by ey,... e,
the natural basis of R”. With ¢ € R", whose each coordinate is either 0 or 1, we associate
the spatial finite difference which, for the ith component, is on the right if ¢; = 1, and on
the left elsewhere:

(Dcvj)i _ Vjtsiei _;).j—l—(gi—l)e,- ) (52)
i

With this vector ¢ is also associated a subset of U:

Uc(z) :={u € U; Fi(z,u) > 0if ; =1, Fj(z,u) < 0 otherwise}.
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A standard finite differences numerical scheme for computing the value function is

A0j + max sup (—L(zj,u) — D0; - F(zj,u)) =0, JjEL™ (53)
¢ u€U ()

Consider now the case when the available data are the functions F* and L" satisfying
(26)-(27). Introducing the “fictive” time step h, we can approximate (53) in the following
way:

ADj + max sup (—Lh(xj,u) — D%%; -Fh(wj,u)) =0, JEL™ (54)
¢ u€Us ()

Note that, in the case of the second scheme (11), h can be interpreted as a time step.
In our abstract framework, however, the parameter h is just a measure of the quality of
approximation of F' and L. In particular, there is no stability condition linking A with the
space steps.

Theorem 6.1 Assume that HI-H3 hold. Let V' be the solution of (9), let (v;) be the solution
of the finite difference scheme (54), and let Vis be the piecewise linear function on R™ such
that V(z;) = vj.

Let v €]0,1[ be a Holder exponent of V.. Then

v/2
sup |V () — Vis(z)| < C (h + 5,-) : (55)

TER™
for all (h,6) € R x (R})", where C > 0 is independent of (h,6).

Proof - Denote by R} the spatial grid, i.e. points of the form (é1ki,...,0nk,), with
ki,...,kpin Z™ Given 0 < € < 1, set

Be(z) := —e7%|z|* for x € R". (56)
Define
o(x,y) == Vas(x) = V(y) + Be(xz —y) for (z,y) € Rf x R".

Let o € (0,1). Since V' and Vjs are bounded on R™ and R}, resp., there exists (z1,y1) in
Ry x R™ such that
e(z1,91) > supy — a.

Choose ¢ € C§°(R?") so that
§(x17y1):17 0S£S17 |D£|S17

and set
P(z,y) = p(z,y) + aé(z,y) for (z,y) € Rf x R".
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Clearly, ¢ attains its maximum value over RY x R" at some point (z,,y,) in the support of
£. That is,

¢(m07yo) > ¢($,y) for all (x,y) € Rg x R™. (57)

In particular, y — —1)(z,,y) attains its minimum at y,. Therefore, by the definition of a
viscosity solution of (9), there exists u* € U such that

AV (Yo) + F(yo, u™). (DBe(z0 — Yo) — aDy&(T0,9o0)) — L(yo,u*) 2 0. (58)
Since z, belongs to R}, there exists j € Z" such that =, = z;. Let ¢ € R® be such that
G =1 if F*(xq,u*); >0, 0 otherwise.
Then

Moy < Lhaju)+ Y A @0+ Y LI F ). (59)
(] K]

36,=1 136, =0

Using (57) with x = z¢ + é;¢; and y = y,, we obtain

Vjite; =V < PBe(®o — o) + €(xo, o)
—B:(zo £ 6ie; — yo) — aé(xo £ bie;)
< —Blmo — yo)(£bie;) — 7267 + ab;.

If F(z;,u*) > 0, multiply this inequality (for + = +)) by F}*(z;,u*)/é;; otherwise multiply
this inequality (for + = —)) by —F*(z;,u*)/é;; adding these inequalities to (59), we obtain

Avj < LMaj,u) — BL(zo — yo) F' (zj,u) —e ™2 Z 6; +na. (60)
i=1

Subtracting (58) to the previous inequality, we obtain
Mv; =V(yo)) < (L*(wo,u*) = L(yo,u*))
65
80 — 30)(Flyo,u) — F*(zo, ) + 252 4 0(a).

Combining this inequality with the estimates

L"(zo,u*) — L(yo,u*) = L"(zo,u*) — L(zo,u*) +
L(zo,u") — L(yo,u")

= O(h) + O(|zo — 9ol),

F"(zo,u*) = F(yo,u*)) = O(h)+ O(|lzo — yol)

TN TN N N
A O O O
= W N =
S N N NS

’
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and taking o = O(h), we obtain,

Vh&(xO) - V(yo) <C |xo - yo| +

|-73o_?/o|2 |To = Yo| . D 0i
3 +h =2 + ;2 +hl. (65)

From ab < 1(a® + b?) we deduce that

1
h’|mo - yo| < §(h2 + |mo - yo|2)

as well as
|-'L'o - :Uo|2

|5Uo _yol 1
o ™ Jol 2 —

€ -2
Then by (43), and for ¢ <1 and h < 1, we obtain
|xo _y0|2 h+>:6

= + = '— +a

(e2 + ).

|$0 _yo| =€

Vhﬁ(xo) - V(yo) < C (66)

Choosing z = y = z, in (57), get |zo — yo| — 0; using the fact that V' has Holder constant
v, and using a < 1, obtain

3120 = 4ol? < Ko = o]" + aleo = | < Kz, ~ ol
This is equivalent to
[0 — ol < Ke#=7, (67)
where K is independent of €, h, and (8;). Thus, from (66) and (67)

no h ; 0 2 h -6
Vas(@0) = V(go) < K [em n %] K [E ; L] |

2

Choosing e = (h+ ), §) 2/ we lead to:

7/2
Vh&(xo) - V(yo) S K ((h + Z&) ) . (68)

From (34), we finally obtain:

v/2
Vis(z) —V(z) < K ((h+ Z‘S’> ) for all z € R} .

Since a €0, 1] is arbitrary, we thus have

v/2
Vis(z) = V(z) < K (h + Z‘S’> for all z € R}.
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From the definition of V}s and the Holder continuity of V', we conclude that

v/2
Vis(z) = V(z) < K (h +y 5i> for all z € R”. (69)

K2

It remains to prove the converse inequality. This can be done in a similar manner, by
setting @ : R* x R} — R defined by

P(z,y) :=V(z) = Vas(y) + Be(z — y).

Again, given a € (0,1), there exists (z2,y2) such that @(x2,y2) > sup® — «, and hence,
given £ € C§°(R?™) such that £(Z2,%2) = 1,0 < € < 1, and |DE| < 1, and setting ¥(z,y) =
@(z,y) +al(z,y) for (z,y) € R* x R?, we have that 1 attains its maximum value at some
point (Z,,7,) in the support of &:

$(Zo,50) 2 ¥(z,y) for all (v,y) € R" x Ry. (70)
Since x — 9(z, 7o) attains its maximum at %o, we have that, for each u € U,
AV (Z,) + F(Zo,u). (/6::(3_70 — o) + aDyg(i'o; o)) — L(Zo,u) < 0. (71)

On the other hand, let j € Z™ such that y, = z; € R. Then the equality (54) implies
that, for some u € U,

Viven — ; i v — v e ]
MWis(yo) = LMwjow) + Y L FMapm) + ) =2 w,0). (72)

di¢i=1 61 =0
The end of the proof parallels the one for proving (69). ]

Remark 6.1 If we choose a “fictive” time step h = O(3_, 6;), then the error estimate (55)
18

sup |V(z) — Vas(z)| < C(Z &)t (73)

TER™

7 Numerical test
Consider a system described by the following differential-algebraic equation
T (t) = Yog + sin(2s¢), Tse(s) = &,

Yse(t) = —ge + cOs(25e) +u, Yse(s) = &, (74)
g(xs§7ys£) = 6% + 537
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Figure 1: Level curves for s =0 (61 = 0.2,62 = 0.13, h = 0.05).

Computed optimal control for s = 0, = (0.3, —0.2) Computed optimal trajectory for s = 0,¢ = (0.3, —0.2)
Figure 2: Scheme 1 (6; = 0.2,682 = 0.13,h = 0.05).

where (z,¢,ys¢,25¢) denotes the state variable, and u is the control variable. For every
s €[0,1] and every & = (£1,&2) € R?, we define a control problem (Py¢) by:

1
. 1 .
Min J($S§7ysfazsﬁ7u) :/ 5(.%'?6 +Uz)dt
S

(se,Yse, 2s¢,w) satisfies (74), and
u(t) € [0,1] a.et€[0,1]

By this simple test, we remark that the value functions computed by the first scheme
and the second one are very close to each other. However, it is important to note that the
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Computed optimal control for s = 0,¢ = (0.3, —0.2) Computed optimal trajectory for s = 0,¢ = (0.3, —0.2)

Figure 3: Scheme 2 (6; = 0.2,62 = 0.13, h = 0.05).

second scheme has the advantage not to need the explicit knowledge of the derivative of the
function g.
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