N

N

Reachability Analysis of Term Rewriting Systems with
Timbuk
Thomas Genet, Valérie Viet Triem Tong

» To cite this version:

Thomas Genet, Valérie Viet Triem Tong. Reachability Analysis of Term Rewriting Systems with
Timbuk. [Research Report] RR-4266, INRIA. 2001. inria-00072321

HAL 1d: inria-00072321
https://inria.hal.science/inria-00072321
Submitted on 23 May 2006

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00072321
https://hal.archives-ouvertes.fr

ISRN INRIA/RR--4266--FR+ENG

N 0249-6399

ZIINRIA

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE

Reachability Analysis of Term Rewriting
Systemswith Timbuk

extended version
Thomas Genet , Valérie Viet Triem Tong

N°4266
Septembre 2001

THEME 2

apport

derecherche







INRIA

RENNES

Reachability Analysis of Term Rewriting Systems with
Timbuk

- extended version -

Thomas Genet , Valérie Viet Triem Tong

Théme 2 — Génie logiciel
et calcul symbolique
Projet Lande

Rapport de recherche n° 4266 — Septembre 2001 — 16 pages

Abstract: We present Timbuk — a tree automata library — which implements usual op-
erations on tree automata as well as a completion algorithm used to compute an over-
approximation of the set of descendants R*(E) for a regular set E and a term rewriting
system R, possibly non linear and non terminating. On several examples of term rewrit-
ing systems representing programs and systems to verify, we show how to use Timbuk to
construct their approximations and then prove unreachability properties of these systems.

Key-words: Timbuk, Term Rewriting, Reachability, Tree Automata, Descendants, Pro-
gram Verification

(Résumé : tsup)

Unité de recherche INRIA Rennes
IRISA, Campus universitaire de Beaulieu, 35042 RENNES Cedex (France)
Téléphone : 02 99 84 71 00 - International ;: +33 2 99 84 71 00
Télécopie : 0299 84 71 71 - International : +3329984 71 71



Analyse d’atteignabilité dans les systémes de réécriture
avec Timbuk

Résumé : Nous présentons Timbuk— une librairie d’automates d’arbres — qui implémente
les opérations classiques sur les automates d’arbres ainsi qu’un algorithme de complétion
utilisé pour calculer une sur-approximation de ’ensemble des descendants R*(E) pour un
ensemble régulier de termes E et un systéme de réécriture R (éventuellement non linéaire et
non terminant). Sur des exemples de systémes de réécriture représentant des programmes
ou des systémes a vérifier, nous montrons ensuite comment utiliser Timbuk pour construire
leurs approximations et prouver la non-atteignabilité d’ensembles de termes proscrits.

Mots-clé : Timbuk, Réécriture, atteignabilité, automates d’arbres, descendants, vérifica-
tion de programmes
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4 Thomas Genet & Valérie Viet Triem Tong

Introduction

Term Rewriting Systems (TRSs for short) are a very simple way to describe functions as well
as parallel processes or state transition systems where rewriting models respectively evalua-
tion, progression or transitions. Rewriting specifications can generally be executed using a
rewriting tool [2, 3] and verified by proving some properties like termination, confluence and
some inductive theorems, where confluence and inductive theorems proofs generally require
the termination property.

In [7], we proposed a technique for approximating the set of descendants: given a TRS R
and two regular sets of terms E and F' both recognized by tree automata, approximation of
the set of descendants R*(E) permits, in particular, to show the non R-reachability of terms
of F' from terms of E. One of the main difference with other existing proof techniques on
TRSs is that approximations can be computed on TRSs even if they are non terminating (and
non confluent). With regards to regular approximations used in abstract interpretation, our
method does not focus on automation, but instead, it lets the user adapt its approximation
rules to the TRS and the property he wants to verify. Thus, regular approximations can
be more precise at the price of requiring user interaction. These aspects turns out to be
of interest and have some practical applications like for the verification of cryptographic
protocols [8].

The approximation technique, initially prototyped with ELAN [2], is now implemented
in the Timbuk library [9], written in Ocaml [T4], a programming language of the ML family.
This library provides basic primitives on non deterministic tree automata like intersection,
union, complement of languages, determinisation of tree automata, as well as a completion
algorithm for computing approximations. This library can be called from some other Ocaml
code, interfaced with C, or used as a simple calculator on tree automata at the top-level of
Ocaml. The library also contains a simple executable approximation front end (parsing a
specification file and starting an approximation computation) that we used to work on the
examples contained in this paper.

In this paper, we briefly recall the basic definitions of TRSs and tree automata in sec-
tion [[I Then, in section @, we recall what approximations are. The construction of approx-
imation in practice with Timbuk is detailed in section BL And finally, we conclude on some
comparisons with other works and systems in section Hl

1 Preliminaries

Comprehensive surveys can be found in [6, [[] for term rewriting systems, in [4, [I0] for tree
automata and tree language theory.

Let F be a finite set of symbols, each associated with an arity function, and let X’ be
a countable set of variables. T (F,X) denotes the set of terms, and 7 (F) denotes the set
of ground terms (terms without variables). The set of variables of a term ¢ is denoted by
Var(t). A substitution is a mapping o from X into 7 (F, X), which can uniquely be extended
to an endomorphism of 7(F, X). Its domain Dom(o) is {z € X | zo # z}.

INRIA
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A term rewriting system R is a set of rewrite rules | — r, where I,r € T(F,X),l ¢ X,
and Var(l) 2 Var(r). A rewrite rule | — r is left-linear (resp. right-linear) if each variable
of [ (resp. r) occurs only once. A rule is linear if it is both left and right-linear. A TRS R
is linear (resp. left-linear, right-linear) if every rewrite rule I — r of R is linear (resp. left-
linear, right-linear). The TRS R induce a rewriting relation —% on terms whose reflexive
transitive closure is denoted by —J,. The set of R-descendants of a set of ground terms E
is R(E) ={t € T(F) | 3s € E s.t. s =} t}.

Let Q be a finite set of symbols, with arity 0, called states. T(F U Q) is called the set
of configurations. A transition is a rewrite rule ¢ — ¢, where c € T(FUQ) and g € Q. A
normalized transition is a transition ¢ — ¢ where c = ¢’ € Q or ¢ = f(q1,... ,qn), f € F,
ar(f) =n, and q1,... ,qn € Q. A bottom-up non-deterministic finite tree automaton (tree
automaton for short) is a quadruple A = (F, Q,Q¢, A), where Qy C Q and A is a set of
normalized transitions. A tree automaton is deterministic if there are no two rules with
the same left-hand side. The rewriting relation induced by the transitions of A4 (the set
A) is denoted by — 4. The tree language recognized by A is L(A) = {t € T(F) | 3¢ €
Qy s.t. t =% q}.

2 Approximations

Starting from a tree automaton Ag = (F, Qo, Qf,Ao) and a left-linearf] TRS R, the aim
of the approximation algorithm is to compute a tree automaton A such that L(Ax) 2
R*(L(Ap)). Approximations are used to show that terms recognized by a tree automaton
Apad are not reachable by rewriting terms of £(Ag) with R. For this, it is enough to show
that £(Axr) N L(Apad) = 0 i.e., compute the automaton recognizing the intersection and
show that the recognized language is empty.

The technique consists in successively computing tree automata A;, As, ... such that
Vi > 0: L(A;) C L(Aig1) and if s € L(A;), such that s =g t then t € L(A;4+1), until

we get an automaton Ay with k € N such that £(Ay) = L(Ak+1). Thus, Ai also verifies
L(Ar) D R*(L(Ao))- More precisely, to construct A;y1 from A;, we achieve a completion
step which consists in finding critical pairs between —% and — 4,. For a substitution ¢ and
arulel — r € R, a critical pair is an instance lo of [ such that there exists ¢ € Q satisfying
lo =%, q and ro A7%. q. For ro to be recognized as the same state, it is enough to join the
critical pair:

1 Approximations can also be computed for non left-linear systems with some restrictions on the automa-
ton we consider, see section
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6 Thomas Genet & Valérie Viet Triem Tong

and add the new transition ro — ¢ to A;+1. However, the transition r¢ — ¢ is not
necessarily of the form f(q1,...,¢,) = ¢’ and so has to be normalized first. For example, to
normalize a transition of the form f(g(a),h(q¢')) — g, we need to find some states g1, q2, g3
and replace the previous transition by a set of normalized transitions: {a — ¢1,9(q1) —
g2, h(q") — a3, f(g2,43) — q}-

Assume that ¢, ¢o, g3 are new states, then adding the transition itself or its normalized
form does not make any difference. Now, assume that ¢; = ga, the normalized form becomes
{a = q1,9(q1) = q1,h(d") — g3, f(q1,93) = q}. This set of normalized transitions repre-
sents the regular set of non normalized transitions of the form f(g*(a),h(q")) — ¢ which
contains the transition we wanted to add initially but also many others. Hence, this is an
approximation. We could have made an even more drastic approximation by identifying
a1, 92,43 with g, for instance.

Timbuk provides several techniques to automatise the normalization process. We detail
only two of them:

e One is a set of priority transitions: these are specific transitions of the automaton
which are systematically used to simplify the new transitions before any user normalization
is performed. For example, assume that a — ¢, and g(g,) — ¢o are priority transition-
s of the automaton, then the transition of the previous example would be simplified into
f(g0,h(¢")) — g before requiring new states to end the normalization. Note that the set of
priority transitions has to be defined by the user because using such ’deterministic’ transi-
tions (always normalizing the same configuration by the same state) leads to approximation
in generald.

e A second tool for normalizing automatically new transitions are approximation rules.
Approximation rules are strictly more expressiv£ than priority transitions since they are
not only tree automata transitions but rewrite rules with variables. The approximation rules
are applied on the new transitions to normalize. The general form for approximation rules
is the following: [s — z] = [l1 = z1,...,l, = z,] where [s — z] with s € T(FU Q, X)
and z € X U Q is a pattern to be matched over the transition to normalize and [l; —
Z1,...,ln = x,] are rules used to normalize the left hand side of the new transition. The
syntactical constraint for those rules is the following: I; € T(F U Q,X) and either z; € Q
or z; € Var(l;) UVar(s) U {z}. To normalize a transition of the form ¢ — ¢', we match s
on t and z on ¢, obtain a given substitution ¢ and then we normalize ¢ with the rewrite
rules lyo — r0,...,l,0 = r,0 where ri0,...,r,0 should be some states. For example,
normalizing a transition f(h(q1),9(g2)) — ¢3 with approximation rule [f(z,g(y)) — 2] —
[g(u) — z] will give a substitution ¢ = {z — h(q1),y — g2,z — g3}, an instanciated set of
rewrite rules [g(u) — g¢3]. Thus, f(h(q1),9(g2)) — ¢3 will be normalized into a normalized
transition g(g2) — ¢3 and a partially normalized transition f(h(q1),q3) — gs-

2For example, using the set of priority transitions {a — ¢’,b — ¢'} to normalize the transition f(a) — ¢
will give the transition f(q’) — ¢ which is an approximation of the initial transition since it represents the
set of non normalized transitions {f(a) — g, f(b) — q}.

30One may use approximation rules to simulate priority transitions but the interest of priority transitions
lies in the fact they can be added during completion, see section Bl
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Note that, whatever the normalization may be, a safety theorem of [[7] ensures that when
the completion terminates on a tree automaton Ay, it is such that £(Ax) D R*(L(Ao)).

3 Computing Approximations with Timbuk

A completion step 7 with Timbuk, constructing automaton 4; from automaton A;_1, can be
divided into 5 phases:

1. automatically find some new critical pairs between the TRS and A4;_;
2. automatically construct the corresponding new transitions,

3. automatically normalize the new transitions by priority transitions and approximation
rules,

4. ask the user to provide some rules and possibly new states to normalize what remains
to be normalized in the new transitions,

5. automatically construct A; by adding the normalized new transitions to A;_1.

After each completion step 4, the user can choose between several actions (in a menu)
like displaying the current automaton A;, checking the intersection between A; and some
other automata recognizing the terms which should be proven unreachable, and an undo
action to come back to the automaton A;_; corresponding to the previous completion step.

3.1 Interactive approximation

In the following introductory example, we compute an approximation of the reverse function
(symbol rev defined by TRS R1) on the regular language of terms recognized by automaton
A0 i.e., rev applied to any flat lists of a’s and b’s where all a’s are before b’s in the list.
The second automaton called Problems recognize a regular language of terms that should
be unreachable from AO by rewriting with R1: flat lists where there is at least one ’a’ before
a ’b’ in the list. Here is the complete specification file:

Ops nil:0 cons:2 app:2 rev:1 a:0 b:0
Vars x y z

TRS R1
app(x, nil) -> x
app(cons(x, y), z) -> cons(x, app(y, z))
rev(nil) -> nil
rev(cons(x, y)) -> app(rev(y), cons(x, nil))

Automaton A0

States qrev qlab qlb ga gb
Description qrev: "rev applied to lists where a are before b"

RR n° 4266



8 Thomas Genet & Valérie Viet Triem Tong

glab: "lists where a are before b (possibly empty)"
qlb : "lists of b (possibly empty)"

qa : "symbol a"
gb : "symbol b"
Final States qrev
Transitions
rev(qlab) -> qrev nil -> qlab
cons(qa, qlab) -> qlab cons(qa, qlb) -> glab
nil -> qlb cons(gb, qlb) -> glb
a -> qga b -> gb

Automaton Problems

States qlabl gqlbl ql ga gb

Final States qlabl

Transitions
cons(qa, qlabl) -> glabl cons(gb, glabl) -> glabl
cons(qa, qlbl) -> qlabl cons(gb, ql) -> qlbl

cons(qa, ql) -> ql cons(gb, ql) -> ql
a -> qga b -> gb
nil -> ql

The first completion step gives some new transitions and the following output:

Adding transition:
nil -> grev
. already normalized!

Adding transition:
app(rev(qlab),cons(qa,nil)) -> qrev
Do you want to give by hand some rules to normalize the transition? (y/n)?

The first transition is already normalized and automatically added, however the second
one has to be normalized. First, we have to find states to place configurations rev(qlab) and
nil. Since the state qlab recognizes a list of a’s followed by some b’s, we intend rev(qlab)
to be a list of b’s followed by some a’s, so let us normalize it by a new state called glba.
In fact, we define two new states, say qlba to normalize rev(qlab) and gnil to normalize
nil, by typing the following commands:

New States glba gnil.

* rev(qlab) -> qlba

* nil -> gnil.

where the * symbol preceding the transitions means that we want to install the following
transition in the set of priority transitions. Hence, in the next completion steps, if a new
configuration of the form rev(qlab) appears, it will be automatically normalized into the
state qlba. After giving these normalization rules, the transition is still not normalized.
Timbuk shows the result of the normalization process so far:

Normalization simplifies the transition into: app(qlba,cons(ga,qnil)) -> qrev
Adding transition:
app(qlba,cons(qa,qnil)) -> grev

Once more, we are asked to give some rules for normalizing this transition. Since
cons(qga, qnil) represents a list with one a, we can create a new state qla to normalize it,
and this terminates the normalization of the first transition. There remains a transition to
normalize:

INRIA



Reachability Analysis of Term Rewriting Systems with Timbuk 9

Adding transition:
app(rev(glb),qla) -> grev

Since we intend that the rev function applied to any list of b’s should give a list of b’s we
do not need to introduce any new state but simply normalize it by proposing the following
priority transition: * rev(qlb) -> qlb.

This terminates the first completion step. In the following six completion steps it is
enough to successively introduce the following priority transitions to normalize the new
transitions we are proposed and thus terminate the completion:

* app(qlb, qla) -> gqlba * cons(gb, gnil) -> qlb * app(qnil, qlb) -> qlb
* app(gnil, qla) -> qla * rev(gqnil) -> gnil * app(qla, gla) -> qla.

Finally, from the menu it is possible to see the completed automaton which now contains
30 transitions and to compute the intersection with the automaton Problems:

Intersection with Problems gives (the empty automaton):
States

Final States

Transitions

meaning that applying rev to a list of a’s followed by some b’s cannot result into any list
where there is an ’a’ before a b’.

3.2 Debugging Term Rewriting Systems with Timbuk

The second example describes the behavior of a system of two processes that is supposed
to count '+’and '—’ symbols in a list. Initially, the list is divided into two parts and each
part is given to a single process. One process, let us call it Py is supposed to count the
'+’ symbols and the other one, P_ is supposed to count the '—’ symbols. Each process
have an incoming message queue. The process P; counts '+’ symbol in its list, it sends
a message to process P_ each time that it finds a ’—’ symbol, and reads messages in its
message queue to take into account the 4’ symbols found by process P_. The behavior of
process ‘P_ is symmetrical. This behavior can be described by the following TRS, where a
term of the form S(p1, p2, sl1, s2) represent a state of the system where process Py is
in a configuration described by term p1, P_ is in a configuration described by term p2, and
the message queues for processes P, and P_ are respectively s1 and s2. A term of the form
Proc(1l, c) is a process configuration where its current list of symbols is 1 and its local
counter is c. The terms o, s(0), ... represent the naturals 0,1, .... Queues are represented
by lists where the add symbol adds a message in the queue i.e., at the end of the list.

TRS R1

add(x, nil) -> coms(x, nil) (* add in queue *)

add(x, cons(y, z)) -> cons(y, add(x, z))

S(Proc(cons(plus, y), c), z, m, n) -> S(Proc(y, s(c)), z, m, n) (* P+ counts + *)
S(Proc(cons(minus, y), c¢), u, m, n) -> S(Proc(y, c), u, m, add(minus, n))
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10 Thomas Genet & Valérie Viet Triem Tong

S(Proc(x, c), z, cons(plus,m), n) -> S(Proc(x, s(c)), z, m, n) (* P+ reads a mesg *)

S(x, Proc(cons(minus, y), c), m, n) -> S(x, Proc(y, s(c)), m, n) (* P- counts - *)
S(x, Proc(cons(plus, y), c), m, n) -> S(x, Proc(y, ¢), add(plus, m), n)
S(x, Proc(z, c), m, cons(minus,n)) -> S(x, Proc(z, s(c)), m, n) (x P- reads a mesg *)

The initial configuration of the system is described by the following tree automaton
recognizing every configuration where the two processes have a counter initialized to zero,
any non empty list of symbols to count and an empty message queue.

Automaton A1
States q0 qinit qzero qlist gsymb

Description
q0 : "the initial configuration"
gqinit : "a process in an initial state"
qzero : "zero"
gnil : "the empty list"
qlist : "any non empty list of plus and minus symbols"
gsymb : "any symbol"
Final States q0
Transitions
o -> gzero nil -> gnil
plus -> gsymb minus -> gsymb
cons(gsymb, gnil) ->qglist cons(qsymb, qlist) -> qglist
Proc(qlist, qzero) -> qinit S(qinit, qinit, qnil, gnil) -> qO0

Assume that we want to find the proper conditions for process Py (resp. P_) to ter-
minate without leaving any uncounted ’+’ symbol (resp. '—’ symbol). When the process
ends, it returns the value of its counter: the term Stop(c) represents a terminated process
returning the value c. An automaton Bad_state, representing the incorrect states of the
system, recognizes all the terms of the form S(Stop(i), p, full, m) and S(p, Stop(i),
m, full) where i is any natural, p is a process in any configuration (terminated or not),
full is a non empty message queue and m is any message queue (empty or not).

Assume that we naively choose to stop a process as soon as its list is empty. This
can be done by adding the following rewrite rule to the previous TRS: Proc(nil, c) ->
Stop(c). Since the whole TRS is linear, we can achieve some exact completion steps by
normalizing every new transition with new states. After the third completion step, if we
compute an intersection with the Bad_state automaton, we obtain a non empty intersection
meaning that such a bad configuration occurs in the reachable terms. To avoid this bad
behavior, it is necessary that each process additionally check that its message queue is empty
before terminating. This can be encoded by the following rules, replacing Proc(nil, ¢) ->
Stop(c):

S(Proc(nil, c¢), z, nil, n) -> S(Stop(c), =z, nil, n)
S(x, Proc(nil, ¢), m, nil) -> S(x, Stop(c), m, nil)

Similarly we can achieve some exact completion steps and check that the intersection is
empty. It is the case for the three first steps but the intersection is no longer empty after

INRIA
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the fourth exact completion step. This is due to the fact that a process Py, for example,
may have an empty list, an empty queue and then stops while process P_ has some + in
its list, and thus may send later some messages to P that is already stopped. A solution
consists in using a synchronizing message end sent by P_ to P, when P_ has reached the
end of its list. Then, P, stops only if its list is empty and the head of its queue contains the
end message sent by P_. The behavior of P_ is symmetrical. The set of rules controlling
the process termination becomes:

S(Proc(nil, c¢), z, m, n) -> S(Proc(nil, c), z, m, add(end,n)) (* P+ ends its list *)
S(x, Proc(nil, c¢), m, n) -> S(x, Proc(nil, c¢), add(end,m), n) (* P- ends its list *)

S(Proc(nil, c), z, cons(end,m), n) -> S(Stop(c), z, m, n) (* P+ stops *)
S(x, Proc(nil, c), m, cons(end, n)) -> S(x, Stop(c), m, n) (* P- stops *)

Note that that the two first rewrite rules are non terminating. We also have to modify the
tree automaton Bad_states such that it recognizes the states where a process is stopped
but its message queue contains at least one uncounted symbol '+’ or '—’ and possibly some
end messages. Then, starting from A0, we can perform some exact completion steps and
check that the intersection is empty. After the fourth exact completion step, the completed
automaton has more than 6000 states and more than 8000 transitions, and intersection with
Bad_state still results in an empty automaton. Thus, it is worth trying to approximate in
order to prove that this solution is finally a correct one. Here is a possible approximation to
add to the specification:

Approximation Procapp

States qlist qnil gsymb qzero gnat qrunproc gemptyproc qterminated
gend gnil_end qlist_end

Rules [x ->y] -> [

o -> gzero Proc(qlist, z) -> qrunproc
s(qzero) -> gnat Proc(qnil, z) -> gemptyproc
s(gqnat) -> gnat Stop(z) -> gterminated

plus -> gsymb cons(gend, qnil) -> qnil_end
minus -> gsymb cons(qgend, qgnil_end) -> qnil_end
end -> gend add(gend, gnil) -> gnil_end

nil -> gnil add(gend, qnil_end) -> gnil_end
cons(gsymb, gnil) ->qglist add(qend, qlist) -> qlist_end
cons(gsymb, qlist) -> qlist add(gend, qlist_end) -> qlist_end

add(gsymb, gqnil) -> glist
add(qsymb, qlist) -> qlist ]

In this approximation named Procapp we define a set of states (new or in common with
A0) and a set of approximation rules. Note that the left-hand side [x -> y] of the rule of
Procapp matches every new transition to normalize. In the right-hand side of the rule, we
simply give all configurations or all configuration patterns that should be normalized into
distinct states in order to be able to prove the property. For instance, it is important to
distinguish between empty lists (qnil), lists with at least a symbol (qlist), empty lists
with at least an end message (qnil_end) and lists with at least a symbol and at least
an end message (qlist_end). Similarly, it is important to distinguish between running
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12 Thomas Genet & Valérie Viet Triem Tong

processes (qrunproc), processes with an empty list (qemptyproc) and terminated processes
(qterminated). Thanks to this approximation, the completion process does not require any
other normalization from the user and terminate on a tree automaton with 13 states and
95 transitions. The intersection between this automaton and the automaton Bad_state
is empty and thus we have proved that all bad states are unreachable from the initial
configurations.

3.3 More expressiveness and more detailed approximations

In this section, we show how to design more precise approximations to verify more com-
plex rewrite specifications with Associative and Commutative (AC) symbols and non left-
linear TRSs. Such an extended specification formalism is useful, for instance, to model
and verify cryptographic protocols [8]. Those protocols are supposed to be secure in an
hostile environment where an intruder stores every message and every key he sees, decryp-
t some parts, forges new messages with the parts he has and send every possible mes-
sage in its store in order to attack some agents. We can model the intruder store using a
term built with an Associative Commutative (AC) symbol store, where for example the

term store(a, store(store(b, a), c)) represents the multiset {a,a,b,c}. The terms
pubkey(x), privkey(x), encr(k, c), and cons(x, y) represent respectively the public
and private key of an agent x, the encryption of ¢ using the key k and a message composed
of two parts x and y. We can model some of the message constructions that an intruder can
do on its store, like it is done for example in [T6]:

(* The intruder can encrypt any stored component with any stored key *)

store(z, pubkey(x)) -> store(encr(pubkey(x), z), store(z, pubkey(x)))

store(z, privkey(x)) -> store(encr(privkey(x), z), store(z, privkey(x)))

(* The intruder can decompose or compose any component he has *)
store(cons(x,y), m) -> store(store(cons(x,y), m),store(x, y))
store(x, y) -> store(cons(x, y), store(x,y))

The rules encoding the AC behavior of the store symbol are also necessary:

store(x, y) -> store(y, x)
store(store(x, y), z) -> store(x, store(y, z))
store(x, store(y, z)) -> store(store(x, y), z)

Note that those rules are highly non terminating, we thus have to define strong approx-
imation rules. When using AC symbols are simply used for representing sets of objects, a
quite natural approximation rule for the store symbol is the following:

[store(x, y) -> z] -> [x -> z y -> z]

This rule normalizes every new configuration of the form store(s, t) -> q (where s
and t are not states) into configurations s -> q, t -> q and store(q, q) -> q. The
intuition behind this rule is that every ’subset’ x and y of the store store(x, y) should be
recognized by the same state as store(x, y).

We have represented some of the intruder manipulations but our specification still lacks
decryption of encrypted components for which the intruder has the decryption key. To
describe this behavior, we need non left-linear rules in order to check the correspondence
between stored keys and the key that was used to encrypt the message:
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store(encr(privkey(x),z), pubkey(x)) -> store(encr(privkey(x),z), store(pubkey(x),z))
store(encr(pubkey(x),z), privkey(x)) -> store(encr(pubkey(x),z), store(privkey(x),z))

This encodes the fact that to decrypt a message encoded with the private key of an agent
z, the intruder should have in its store the public key of z, and vice versa. In [§], we have
defined a sufficient constraint on the automaton such that completion with non left-linear
rules still gives an over-approximation of reachable terms. Roughly, the constraint on the
automaton A; is the following: for every rule | — r whose left-hand side has a non linear
variable z, for every substitution o and every state ¢ such that lo —% ¢ there exists a
unique ¢’ such that zo —% ¢'. The state ¢’ is called a deterministic state. Going back to
the two rewrite rules of our example, this means that we have to ensure that terms matched
by the variable x are recognized by deterministic states. Since terms matched by x should
be agents, all we have to ensure is that during completion all terms representing agents
are recognized by deterministic states: this can be ensured by the choice of appropriate
approximation rules or priority transitions. For example assume, that we represent agents
by terms of the form agent (i) where i is a natural. Then the following approximation rules
should make the state qagt deterministidd:

[x -> y] -> [0 -> gnat s(gqnat) -> gnat agent(gnat) -> qagt]

The state qagt is deterministic but it contains all agents. However, using the same
technique it is possible to have any variety of regular categorization of agents, for example:
two distinct agents A and B, a server S, an unbounded number of other honest agents and
an unbounded number of dishonest agents:

[x -> y] -> [0 -> zero s(zero) -> omne s(one) -> two
s(two) -> godd s(qodd) -> geven s(qeven) -> godd
agent(zero) -> gA agent(one) -> gB agent (two) -> gS

agent (qodd) -> qHonnest  agent(qeven) -> gDishonnest ]

In the context of cryptographic protocols, deterministic states are also useful for a pre-
cise normalization of all the new transitions generated by the protocol specification. For in-
stance, assume that the intruder obtains a new piece of information: let encr (pubkey(q4),
cons(ml, cons(m2, m3))) -> gstore be the new transition to be added, where gA is the
deterministic state recognizing only the agent A and gstore the state recognizing all the
store of the intruder. If we use a too drastic normalization rule of the form:

[x -> y] -> [z -> gstore]

then messages components m1, m2, m3 are likely to be normalized into state qstore and thus
available to the intruder in spite of their encryption by pubkey(qA). A normalization rule
of the form:

[encr(x, y) -> z] -> [y -> gprotected]

4For safety, this can also be checked during completion by computing intersections between the states
matched by non linear variables. This is another action proposed by the user menu.

RR n~ 4266



14 Thomas Genet & Valérie Viet Triem Tong

avoids this problem but normalizes the content of every encrypted component by the same
state gprotected, and thus makes no difference between a secret known by A, B or any
other agent. A correct solution is for example:

[encr(pubkey(gA), y) -> z] -> [y -> qAsecret]

which produces the normalized transitions encr (pubkey(qA), gAsecret) -> gstore and
cons(ml, cons(m2, m3)) -> gAsecret. If order and number of messages m1, m2 and m3
are not important for the verification of the property, it is either possible to collapse the
structure of the message by adding the following approximation rule:

[x -> gAsecret] -> [y -> gAsecret]

which normalizes every subterm of the configuration matched by x with the unique state
gAsecret, for every new transition matching [x -> gAsecret]. Thus, every message com-
ponent remains secret but the message structure has been lost. More details about proving
cryptographic protocols properties with our approximation technique are given in [g].

4 Conclusion

In this article we presented the Timbuk tool and its completion algorithm to construct ap-
proximations of the sets of descendants. Whereas many tools prove some properties on TRS
under strong restrictions on the TRSs, approximations permit to prove some unreachability
properties on non linear TRSs that are non terminating and may contain some AC symbols.
Properties that can be proved are only 'regular’ properties but are of practical interest for
instance in the case of cryptographic protocols. Furthermore, we have presented here some
new tools — priority transitions and approximation rules — in order to make approximation
construction more intuitive and more automatic.

Although we focus on approximation, for some classes of TRSs and regular languages F,
R*(E) is regular and can be exactly recognized |10, [[T]. But those classes are very restrictive
if we intend to use TRS for specification in general. In spite of this, D. Monniaux [15]
has shown that even some simple decidable classes can be used to model some intruder
knowledge for cryptographic protocol verification. A more recent regular class was found by
P. Réty [I7] where restrictions are weaker on the TRS and stronger on the regular language
E which is restricted to data terms. Nevertheless, the restriction on the TRS is still strong
w.r.t. a specification language since it forbids, in particular, nested function symbols. As a
result, all the examples of this paper, are still out of the scope of an exact computation of
R*(E). However, we think that it is worth integrating results of [I7] in Timbuk for proving
reachability in addition to unreachability.

In |12, B], some approximations based on tree languages are proposed: for higher order
functional programs transformed into term rewriting systems in [12] and for imperative
and functional first order programs in [5]. In both, the aim is to achieve static analysis
and thus the priority is given to automation: for ensuring termination, the approximation
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methodology is fixed and there is no user control over the approximation rules. Moreover,
the approximation of [I2] and the widening of [5, section 6.1] could not be used in our
context since they loose relational information. In particular, if many new transitions with
left-hand side of the form encr (pubkey(A), ml), encr (pubkey(B), m2), ... are produced
by the same rewrite rule, they are all normalized using the same states. Then m1 will share
a common state with m2 and thus m1 will be no longer secret for B and vice versa.

As far as we know, two other distributed tools also implement tree automata: Mona &
Fido [13] and RX [I§]. In Mona & Fido, tree automata are essentially an internal data struc-
ture (deterministic binary tree automata optimized with BDDs) used to decide WS1S and
WS2S logics. In RXH like in Timbu k, the user can describe regular languages in the usual way
using deterministic or non-deterministic grammars, and then compute some intersections,
unions, differences between those languages. However, like Mona & Fido, RX was designed
for a purpose very different from Timbuk and thus does not implement approximations.
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