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#### Abstract

We encode the execution of Petri nets in Partially Commutative Linear Logic, an intuitionistic logic introduced by Ph. de Groote which contains both commutative and non commutative connectives. We are thus able to faithfully represent the concurrent firing of Petri nets as long as it can be depicted by a series-parallel order. This coding is inspired from the description of context-free languages by Lambek grammars.

This report is an extended version (with complete proofs) of an article to appear in the proceedings of the Logic Colloquium 1999 (Utrecht).
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## Exécution non séquentielle des réseaux de Petri et preuves en logique linéaire partiellement commutative

Résumé : Nous décrivons l'exécution d'un réseau de Petri dans la logique linéaire partiellement commutative, une logique intuitionniste introduite par Ph . de Groote qui contient et des connecteurs commutatifs et des connecteurs non commutatifs. Nous sommes ainsi capable de décrire fidèlement l'exécution en parallèle d'un réseau de Petri, du moins tant que celle-ci reste un ordre série-parallèle. Ce codage s'inspire de la description des langages algébriques par les grammaires de Lambek.

Ce rapport est la version complète (incluant toutes les démonstrations) d'un article à paraître dans les actes du Logic Colloquium 1999 (Utrecht).
Mots-clé : Logique linéaire; Réseaux de Petri; Grammaires Catégorielles; AMS: 03B47, 03B60, 03B70, 03F05, 03F52, 68Q85
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This report is the complete version of an article [25]; it is similar but it includes some extra material which is absent from the published version:

- the proof of cut-elimination (in the appendix (B),
- the counter example by Künzle to a previous attempt to logically describe the maximally concurrent firings of a Petri net (in the appendix $(\mathbf{C}$
- the proofs of several propositions.


## 1 Presentation

Since the early days of linear logic, various representations of Petri nets have been proposed - [28, 8, 12] include good surveys; nevertheless these codings are not fully satisfactory. On the logical side the use of proper axioms is not pleasant, and to avoid it the only solution is to include modalities while it is clearly a multiplicative phenomenon; in particular as Petri net accessibility is decidable, it should be encoded in a decidable fragment of linear logic, and it is not yet known whether linear logic with modalities is decidable. On the concurrency side the absence of any record of the execution in the sequent which is proved leaves out a number of interesting questions, like Petri net synthesis or the search of efficient executions. For instance, even the sophisticated treatment of Gehlot [9] only takes into account structural parallelism, and fails to find an efficient execution due to the presence of the marking as shown by Künzle [15, 22].

Here we propose a rather different representation which focuses on events and executions. This is made possible by using the partially commutative calculus, here denoted by PCLL, introduced by Philippe de Groote in 96 [14] - an extension of the published version, to be precise. In this intuitionistic calculus one both have non commutative connectives of the Lambek calculus [16, 24] and the usual commutative connectives of multiplicative linear logic [11]. This kind of calculus has then been extended to a classical setting by Paul Ruet [26], and further studied by Michele Abrusci and Paul Ruet [1], Akim Demaille [7].

Roughly speaking it is possible to combine the commutative and non commutative logical connectives by handling structured contexts. These contexts are seriesparallel partial orders, i.e. are generated by two kinds of commas: the commutative
comma, denoted by $\{\ldots, \ldots\}$ corresponding to the disjoint sum of two contexts, introducing no order between its components, and the non commutative comma $(\ldots ; \ldots)$ introducing order between its components: every formula in the first component is before every formula in its second component. This structure allows to take into account the relationship between the commutative and non commutative products, $\otimes$ and $\odot$ respectively corresponding to context operations $\{\ldots, \ldots\}$ and $(\ldots ; \ldots)$. This relationship is simply the inclusion of series-parallel orders axiomatized in [3]. It should be observed that this relation is more general than the possibility to replace a commutative product by a non commutative one. Indeed, inclusion of series-parallel orders is basically the distributive law of concurrency viewed as a reduction and not as an equality: $\left\{(a ; b),\left(a^{\prime} ; b^{\prime}\right)\right\} \rightarrow\left(\left\{a, a^{\prime}\right\} ;\left\{b, b^{\prime}\right\}\right)$ that is if one has to perform $a$ before $b$ and $a^{\prime}$ before $b^{\prime}$ without any further constraint, one can in particular perform $a$ and $a^{\prime}$ simultaneously and perform thereafter $b$ and $b^{\prime}$ simultaneously. This law cannot be derived by replacing commutative product(s) with non commutative product(s). From a logical perspective it is worth noticing that this relationship is only possible in an intuitionistic calculus as shown in [7, Chapter 6]. For instance the classical calculus considered by [26, 1] only allows for the replacement of commutative products with non commutative products but not for the distributive law. It is also worth noticing that the logical system allows for either relationship: a weaker order entails a stronger order, or the converse; of course for a concurrency interpretation only the first system is relevant.

As usual a marking with $n(P)$ tokens in the place $P$ will be denoted by the formula $\otimes_{P} P^{n(P)}$ where $\otimes$ is the commutative product and $P^{k}$ a short hand for $P \otimes \cdots \otimes P k$-times. An event $e$ consuming the marking Pre $[e]$ and producing the marking Post $[e]$ will be denoted by a formula Pre $[e] \backslash \operatorname{Post}[e]$ with $\backslash$ being a non commutative implication: so it is not that far from the usual translation Pre $[e] \multimap$ $\operatorname{Post}[e]$, except that one has $(\operatorname{Pre}[e] ; \operatorname{Pre}[e] \backslash \operatorname{Post}[e]) \vdash \operatorname{Post}[e]$, but not $(\operatorname{Pre}[e] \backslash$ $\operatorname{Post}[e] ; \operatorname{Pre}[e]) \vdash \operatorname{Post}[e]$.

We are given a partially ordered multiset of events $\phi$, and we can fire simultaneously any subset of minimal events, until all events in $\phi$ are fired. We will prove that such an execution is possible from an initial marking $M$ and yields the end marking $N$ if and only if the calculus PCLL proves $(M ; \phi) \vdash N$.

So in fact we are turning a universal statement into an existential one: every sequence of step transitions of $\phi$ is possible from $M$ and yields to $N$ is shown to be equivalent with there exists a proof of $(M ; \phi) \vdash N$. To be a bit more precise, our
coding and the proof of its correctness handle executive sequents $\Gamma \vdash C$ that are the meaningful sequents:

- $C$ is a marking
- formulae of $\Gamma$ are either markings ( $\otimes$-only formulae) or events ( $M \backslash N$ with $M$ and $N$ markings)
- the formulae of $\Gamma$ are endowed with a series-parallel partial order

The provability of an executive sequent means that the concurrent execution of the events in $\Gamma$ (endowed with the order induced by $\Gamma$ ) leads from the sum of the markings in $\Gamma$ to the marking $C$.

Provability corresponds to the possibility of executing the corresponding step transitions, but what do proofs correspond to? They allow to trace every produced or consumed token, which are distinguished in a given proof. Of course the ideal representation of proofs would be proof nets, which exactly identify all proofs depicting the same consumption/production, but up to now proof nets for this calculus do not exist (there is not a yet a sound and complete correctness criterion for recognizing proofs from incorrect proof structures).

But as far as provability is concerned, tokens are not distinguished. Therefore complete models as in [7] may be used instead of proofs to observe the behaviour of Petri nets, since making a distinction between tokens is an artifact - that is nevertheless useful as in [13, 4].

The kind of Petri net execution that we take into account is step transition, where the steps are lower-closed subsets of the partial order of events which expresses the causal constraints in the execution. Step transition are studied in [20] but they are just multisets of events: they are not assumed to be the lower closed subsets of an order on events. On the other hand, the occurrence nets of [13, 4] unfold the causality of a Petri net into a partial order (acyclic graph) where vertices are alternatively events and places. The partial orders of events we consider here are sub-orders of this general order, restricted to events. So our approach is mixed: we consider step transitions, but these steps are lower closed subsets of this general partial orders. We only can deal with series-parallel orders, and in this case we are able to replace a complicated statement into the existence of a proof in a multiplicative system. At first sight this work also share some ingredients with the algebraic approach of [18] which describe Petri nets by monoidal categories, for instance the distributive
law which for us is a reduction and for them an equality, or transitions between markings. This not so surprising, as models of multiplicative calculi are monoidal categories, but in fact the connection, if any, is far from obvious: we superimpose a commutative and a non commutative structure, our objects are not only markings but all executions, and our morphisms are proofs expressing that if an execution is possible, so is another, while their morphisms are executions leading from a marking to a marking.

We first recall basic definition and results regarding step transition for Petri nets, using the logical notation. The essential result we need is a substitution property for step transition: although not difficult, it is bit tedious, so the proof is postponed to an appendix. Next we introduce the PCLL calculus, and the properties needed for our coding. After a small example we establish the faithfulness of the encoding in both directions. We end with future prospects: indeed our logical description naturally leads to high order Petri nets (mobile nets, where events can produce and consume events, etc.), to Petri nets with credits (where one can assume that some tokens are present provided they are consumed afterwards) and also suggest a new approach to ordinary Petri net synthesis because of the connection between formal grammar and Lambek calculus.

## Set theoretic notation

$A-B=\{x \in A \mid x \notin B\}$ is only used when $A \supseteq B . A \uplus B$ denotes either multiset union or the union of two disjoint sets.
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## 2 Petri nets and their concurrent firing

### 2.1 Petri nets: definition and notation

A Petri net is defined by a set $\mathcal{P}$ of places and a set $\mathcal{E}^{\otimes \mid \otimes}$ of events. In our view the initial marking of a Petri net is not part of its definition.

### 2.1.1 Places and markings

Usually, a marking is defined as a function from $\mathcal{P}$ to $\mathbf{N}$ which expresses how many tokens there are in each place. In order to get as close as possible to our coding, let us define a marking as an element of the free commutative monoid over the places: it is clearly an equivalent definition. Composition will be denoted by $\otimes$, and the unit by $\mathbf{1}$ (the empty marking). As usual, $A^{n}$ with $n \in \mathbf{N}$ and $A \in \mathcal{P}$ is defined by: $A^{0}=1$ and $A^{n+1}=A \otimes A^{n}$. Due to the equations holding in the free commutative monoid over $\mathcal{P}$, there are many expressions denoting the same marking; for instance $\mathbf{1} \otimes((A \otimes B) \otimes A), A^{2} \otimes B, A \otimes(A \otimes B)$ and $(B \otimes A) \otimes A$ all stand for the marking containing two tokens in the place $A$ and one in the place $B$. Let us denote by $\Pi^{\otimes}$ such marking expressions:

$$
\Pi^{\otimes}::=\mathcal{P}|\mathbf{1}| \Pi^{\otimes} \otimes \Pi^{\otimes}
$$

Given an expression $M$ in $\Pi^{\otimes}$ and a place $A$ of $\mathcal{P}$ the expression $M_{A}$ denotes the number of occurrences of $A$ in $M$, that is the number of tokens of $M$ in $A$. This number only depends on the marking and not on the expression, so it is definable for a marking.

A marking $M^{\prime}$ is said to contain a marking $M$, whenever for each place $A$, $M_{A}^{\prime} \geq M_{A}$; in this case we write $M^{\prime} \sqsupseteq M$. If so, then there exists another unique marking $X$ such that $X \otimes M=M^{\prime}$; this marking $X$ will be denoted by $M^{\prime} \oslash M$.

### 2.1.2 Events

Each $e \in \mathcal{E}^{\otimes \backslash \otimes}$ is associated with a behavior, that is a pair of maps Pre[e] and Post $[e]$ from places to $\mathbf{N}$. These two maps may be viewed as a pair of markings, indicating how many tokens, for each place $A$ are taken off and put in $A$ by the event $e$; according to the previous notation, these two numbers will be denoted by
$\operatorname{Pre}[e]_{A}$ and Post $[e]_{A}$. The behavior of an event $e$ will be denoted by Pre $[e] \backslash \operatorname{Post}[e]$ where expressions of $\Pi^{\otimes}$ are allowed for $\operatorname{Pre}[e]$ and $\operatorname{Post}[e]$.

Let us mention a classical distinction among Petri nets. A Petri net is said to be unlabeled whenever no two events have the same behavior:

$$
\forall e_{1}, e_{2} \in \mathcal{E}^{\otimes \backslash \otimes}\left(\operatorname{Pre}\left[e_{1}\right]=\operatorname{Pre}\left[e_{2}\right] \wedge \operatorname{Post}\left[e_{1}\right]=\operatorname{Post}\left[e_{2}\right]\right) \Rightarrow e_{1}=e_{2}
$$

When a behavior makes use of expressions in $\Pi^{\otimes}$ equality is the equality of the underlying markings, for instance: $(A \otimes B) \backslash(1 \otimes A)=(B \otimes A) \backslash A$. As it stands, this work does not apply to labeled Petri nets, and this allows to identify an event with its behavior.

Another classical property of Petri nets is purity: for each event $e_{i}$ and for each place $A$ one has $\operatorname{Pre}\left[e_{i}\right]_{A} \cdot \operatorname{Post}\left[e_{i}\right]_{A}=0$; that is an event never puts any token in a place where he takes some. This distinction is not relevant to our study which works no matter whether Petri nets are pure or not.

### 2.2 Firing a Petri net according to a partially ordered multiset of events

Given a Petri net $\mathbf{R}$ which will remain implicit, we are to define a relation

$$
M \xrightarrow{\phi}
$$

where

- $\phi$ is a partially ordered multiset of events of $\mathbf{R}$ (the definition follows)
- $M$ is a marking $\mathbf{R}$

The meaning of this relation is that the Petri net $\mathbf{R}$, provided with the initial marking $M$ allows the execution of the partially ordered multiset of events $\phi$. Such an execution according to $\phi$ consists in firing simultaneously any set of minimal events until all events are fired. Let us define this precisely.

[^0]
### 2.2.1 Partially ordered multisets (pomsets) and substitution

An ordered enumeration of elements of $E$ is a triple $(X,<, f)$ where $X$ is a set, $<$ is a partial strict order on $X$ and $f$ a map from $X$ to $E$. A partially ordered multiset (pomset) of elements of $E$ is an equivalence class of ordered enumerations where the equivalence $(X,<, f) \sim\left(X^{\prime},<^{\prime}, f^{\prime}\right)$ is defined by: there exists an order isomorphism $h$ from $(X,<)$ to $\left(X^{\prime},<^{\prime}\right)$ such that $f^{\prime}(h(x))=f(x)$ for all $x \in X$. We only consider finite pomsets over $E$, i.e. $X$ is always finite. When $<$ is a linear order a pomset over $E$ is a finite sequence over $E$ and when $<$ is empty a pomset over $E$ is a multiset over $E$. We often say "let $(X,<, f)$ be a pomset over $E$ ", as our definitions or constructions do not depend on the ordered enumeration which represents the pomset.

Let $(X,<)$ and $(Y, \prec)$ be two partially ordered sets, with $a \in X$ and $X \cap Y=\emptyset$. The order $X[a:=Y]$ is the order $\triangleleft \operatorname{over}(X-\{a\}) \uplus Y$ defined by:

- $\left.\triangleleft\right|_{X-\{a\}}=<\left.\right|_{X-\{a\}}$,
- $\left.\triangleleft\right|_{Y}=\prec$,
- $\forall x \in X-\{a\} \forall y \in Y \quad x \triangleleft y \Leftrightarrow x<a$
- $\forall x \in X-\{a\} \forall y \in Y \quad y \triangleleft x \Leftrightarrow a<x$.

Let $\phi=(X,<, f)$ and $\psi=(Y, \prec, g)$ be two partially ordered enumerations with $a \in X, X \cap Y=\emptyset$. The substitution $\phi[a:=\psi]$ of $a$ by $\psi$ in $\phi$ is the ordered enumeration $((X-\{a\}) \uplus Y, \triangleleft, h)$ where $\triangleleft$ is defined as above and and where $h(x)=f(x)$ for $x$ in $(X-\{a\})$ and $h(y)=g(y)$ for $y \in Y$.

Given two ordered enumerations $(X,<, f) \sim\left(X^{\prime},<^{\prime}, f^{\prime}\right)$, the order isomorphism being $h: X \stackrel{\sim}{\mapsto} X^{\prime}$ and two ordered enumerations $(Y, \prec, g) \sim\left(Y^{\prime}, \prec^{\prime}, g^{\prime}\right)$ we have $(X,<, f)[a:=(Y, \prec, g)] \sim\left(X^{\prime},<^{\prime}, f^{\prime}\right)\left[h(a):=\left(Y^{\prime}, \prec^{\prime}, g^{\prime}\right)\right]$. Consequently when it is clear which occurrence of $e \in E$ is substituted we will write the abusive notation $\phi[e:=\psi]$. ${ }^{2}$

[^1]
### 2.2.2 Concurrent execution of a partially ordered multiset of events

Let $\phi=(X,<, f)$ be an ordered enumeration representing a partially ordered multiset of events of a Petri net $\mathbf{R}$.

Let $Y$ be a subset of $X$; let us extend Pre[] and Post [] to a set of events in the simplest way: $\operatorname{Pre}[Y]=\otimes_{y \in Y} \operatorname{Pre}[f(y)] \quad$ and $\quad \operatorname{Post}[Y]=\otimes_{y \in Y} \operatorname{Post}[f(y)]$

Definition 1 The relation $M \xrightarrow{\phi}$ holds whenever for all lower-closed ${ }^{3}$ subsets $Y$ of $(X,<)$ one has:

$$
(M \otimes \operatorname{Post}[Y]) \oslash \operatorname{Pre}[Y] \sqsupseteq \operatorname{Pre}\left[\mathcal{F}_{\phi}(Y)\right]
$$

where $\mathcal{F}_{\phi}(Y)$ is the frontier of $Y$ defined by

$$
\mathcal{F}_{\phi}(Y)=\{x \in X-Y \mid \forall z \in X z<x \Rightarrow z \in Y\}
$$

Let us explain the intuitive meaning of this definition. The partial order depicts time constraints on the firing of the occurrences of events in $X$. As the firing respects the time constraints, any set of events that have been fired is a lower-closed subset of $X$. The events in $\mathcal{F}_{\phi}(Y)$ are the minimal elements of the complement of $\bar{Y}$ in $X$ (the order on $\bar{Y}$ being $<\left.\right|_{\bar{Y}}$ ), hence the events in the frontier of $Y$ are the ones that can be fired next. Consequently the above definition simply says that whatever possible (i.e. lower-closed) part $Y$ of $X$ has been fired there are enough tokens left to fire simultaneously all the events that come next.

Firstly let us observe that this definition makes sense for pomsets of events:
Proposition 2 If $\phi$ and $\psi$ are two partially ordered enumerations describing the same partially ordered multiset of events i.e. $\phi \sim \psi$; then $M \xrightarrow{\phi}$ if and only if $M \xrightarrow{\psi}$ : so we can speak of the execution of a partially ordered multiset of events.

Here are some remarks on this definition:

- The notation $\oslash$ assumes that $(M \otimes \operatorname{Post}[Y]) \sqsupseteq \operatorname{Pre}[Y]$; if this did not hold, then there would exist a smaller $Y^{\prime}$ for which this expression would be meaningful, such that the $\sqsupseteq$ fails.

[^2]- One can also define $M \xrightarrow{\phi}$ by: for each anti-chain $U$ letting $T=\{x \mid \forall u \in$ $U \neg(x \geq u)\}$, one has: $M \otimes \operatorname{Post}[T] \oslash \operatorname{Pre}[T] \sqsupseteq \operatorname{Pre}[U]$
- Self concurrency is allowed: indeed the frontier of a lower-closed subset $Y$ may contain several occurrences of the same event.

Whenever $M \xrightarrow{\phi}$ the end-marking is uniquely determined:
Proposition 3 If $M \xrightarrow{\phi}$, then there is a unique marking $N$ such that the final marking obtained by firing $\phi$ from the initial marking $M$ is $N$. This marking is defined by $N=M \otimes \operatorname{Post}[X] \oslash \operatorname{Pre}[X]$ - the $\oslash$ makes sense: take $Y=X$ in the definition. In this case we write:

$$
M \xrightarrow{\phi} N
$$

Proposition 4 let $\phi=(X,<, f)$ be a partially ordered enumeration of events.

1. If $M \xrightarrow{\phi} M^{\prime}$ and if $\psi=(X, \prec, f)$ is an order extension of $\phi\left(\forall x, x^{\prime} \in\right.$ $X \quad x<x^{\prime} \Rightarrow x \prec x^{\prime}$ ) then $M \xrightarrow{\psi} M^{\prime}$.
2. In particular when $M \xrightarrow{\phi} M^{\prime}$ holds, so does $M \xrightarrow{\psi} M^{\prime}$ for each linearization $\psi$ of $\phi$.

Remark 5 The converse of this latter point fails, as can be observed from the Petri net $\mathbf{R}$ defined by:

- One place $A$
- Two events: $a=A \backslash A$ and $b=A \otimes A \backslash A \otimes A$

Consider the (multi)set with a single occurrence of each event $a$ and $b$, and let us consider the three possible pomsets of events on this (multi)set of events:

- $\{a, b\}$ (empty strict order)
- $(a ; b)$ (first linearization, $a<b)$
- $(b ; a)$ (second linearization, $b<a$ )

Since $A \otimes A \nsupseteq(A \otimes A) \otimes A$, one does not have $A \otimes A \xrightarrow{\{a, b\}}$ but both the two possible linearizations of this partially ordered set of events can be fired:
$A \otimes A \xrightarrow{(a ; b)} A \otimes A$ and $A \otimes A \xrightarrow{(b ; a)} A \otimes A$
Let us define the minimum marking $M^{\phi}$ of a partially ordered multiset of events $\phi$. Letting $L(\phi)$ be the set of the lower-closed subsets of $\phi$ it is defined by:

$$
M_{A}^{\phi}=\max _{Y \in L(\phi)} \operatorname{Pre}[\mathcal{F}(Y)]_{A}-\operatorname{Post}[Y]_{A}+\operatorname{Pre}[Y]_{A}
$$

Observe that $M^{\phi} A \geq 0$, because of the case $Y=\emptyset$. The name minimum marking is justified by the following fairly obvious proposition:

Proposition 6 One has $M^{\phi} \xrightarrow{\phi}$, and if $M \xrightarrow{\phi}$ then $M \sqsupseteq M^{\phi}$
Proof : For each lower closed subset $Y$ of $\phi$ and for each place $A$ one has:

$$
M_{A}^{\phi}+\operatorname{Post}[Y]_{A}-\operatorname{Pre}[Y]_{A} \geq \operatorname{Pre}[\mathcal{F}(Y)]_{A}
$$

and therefore $M^{\phi} \otimes \operatorname{Post}[Y] \oslash \operatorname{Pre}[Y] \sqsupseteq \operatorname{Pre}[\mathcal{F}(Y)]$
If $N \nsupseteq M^{\phi}$ then there exists a place $A$ such that $N_{A}<M_{A}^{\phi}-$ as $N_{A} \geq 0$ this yields $M_{A}^{\phi}>0$. Because $M_{A}^{\phi}>0$ and by definition of $M^{\phi}$ there exists a lower closed subset $Y_{0}$ of $\phi$ such that

$$
M_{A}^{\phi}=\operatorname{Pre}\left[\mathcal{F}\left(Y_{0}\right)\right]_{A}-\operatorname{Post}\left[Y_{0}\right]_{A}+\operatorname{Pre}\left[Y_{0}\right]_{A}
$$

and thus we would have

$$
N_{A}+\operatorname{Post}\left[Y_{0}\right]_{A}-\operatorname{Pre}\left[Y_{0}\right]_{A}<\operatorname{Pre}\left[\mathcal{F}\left(Y_{0}\right)\right]_{A}
$$

### 2.2.3 Substitution in an execution

Proposition 7 (substitution property) Let

- $\phi=(X,<, f)$ be a partially ordered enumeration of events containing an occurrence $x$ of $P \backslash Q$ (i.e. $f(x)=P \backslash Q$ )
- $\psi=(Y, \prec, g)$ be a partially ordered enumeration of events, such that $Y \cap X=$ $\emptyset$ and such that $P \xrightarrow{\psi} Q$
then one has:

1. 

$$
(a):\left(M_{0} \xrightarrow{\phi}\right) \Longrightarrow\left(M_{0} \xrightarrow{\phi[x:=\psi]}\right):(b)
$$

2. If moreover $P$ is the minimum marking for $\psi$, then the converse also holds:

$$
(b):\left(M_{0} \xrightarrow{\phi[x:=\psi]}\right) \Longrightarrow\left(M_{0} \xrightarrow{\phi}\right):(a)
$$

In both cases when (a) and (b) hold, the final markings are equal.
Proof : The equality of the final markings is obvious. The proof of the main part is rather tedious and postponed to the appendix A

Here is a rather obvious proposition which will allow for the logic to mix events and markings; indeed in the logical model, events are constructed out of markings, and this proposition will be needed for events to appear at the right places in the order on events.

Proposition 8 Let $\psi[\mathbf{1} \backslash M]=(X,<, f)$ be a pomset of events containing an occurrence $x$ of the event $\mathbf{1} \backslash M$ (i.e. $f(x)=\mathbf{1} \backslash M)$ and let $\psi[]=\left(X-\{x\},<^{\prime}, f^{\prime}\right)$ be the partially ordered multiset obtained by suppressing this occurrence of $\mathbf{1} \backslash M$, and taking the induced order on the remaining occurrences of events $\left(<^{\prime}=<\left.\right|_{X-\{x\}}\right.$ and $f^{\prime}=\left.f\right|_{X-\{x\}}$.

If $X \xrightarrow{\psi[1 \backslash M]} Y$ then $X \otimes M \xrightarrow{\psi \square} Y$
Proof : Let us use the alternative definition with antichains. Let $U$ be an antichain of $\phi[]$, and let $T$ be the subset of $\phi[]$ defined by

$$
T=\{x \in \phi[] \mid \forall u \in U \neg(x \geq u)\}
$$

As $U$ also is an antichain of $\phi[\mathbf{1} \backslash M]$ and letting $T^{\prime}$ be the lower closed subset of $\phi[\mathbf{1} \backslash M]$ defined by

$$
T^{\prime}=\{x \in \phi[\mathbf{1} \backslash M] \mid \forall u \in U \neg(x \geq u)\}
$$

we have:

$$
X \otimes \operatorname{Post}\left[T^{\prime}\right] \oslash \operatorname{Pre}\left[T^{\prime}\right] \sqsupseteq \operatorname{Pre}[U]
$$

Now observe that as a set $T^{\prime}$ is either $T$ or $T \cup\{\mathbf{1} \backslash M\}$. Indeed if $x$ is not the suppressed occurrence of $1 \backslash M$ then the statement $\forall u \in U \neg(x \geq u)$ is either true in $\phi[]$ and in $\phi[\mathbf{1} \backslash M]$ or false in both, because the order $\phi[]$ is the restriction of the order $\phi[\mathbf{1} \backslash M]$. In the first case, we immediately have

$$
X \otimes M \sqsupseteq X \otimes \operatorname{Post}[T] \oslash \operatorname{Post}[T] \sqsupseteq \operatorname{Pre}[U]
$$

and in the second case, since $\operatorname{Pre}[T]=\operatorname{Pre}\left[T^{\prime}\right]$ (because $\operatorname{Pre}[\mathbf{1} \backslash M]=\mathbf{1}$ ) and Post $[T]=\operatorname{Post}\left[T^{\prime}\right] \otimes M$, we have:

$$
X \otimes M \otimes \operatorname{Post}[T] \oslash \operatorname{Pre}[T] \sqsupseteq \operatorname{Pre}[U]
$$

### 2.2.4 Series or parallel composition of executions

Although we shall come back more precisely on these notions for the logical calculus (in paragraph 3.2) we need a few properties of these operations on partial orders.

Given two partially ordered enumerations $(X,<, f)$ and $(Y, \prec, g)$ with $X \cap Y=$ $\emptyset$ we define: 4

- their parallel-composition $(X \uplus Y,<\uplus \prec, f \uplus g)$
- their series-composition $(X \uplus Y,<\uplus \prec \uplus(X \times Y), f \uplus g)$

Observe that these operations are well defined for any two partially ordered multisets. Let us denote respectively by $\{\phi, \psi\}$ and $(\phi ; \psi)$ the parallel and series composition of two partially ordered multisets of events $\phi$ and $\psi$.

[^3]Proposition 9 The minimal marking $M^{\left\{\phi_{1}, \phi_{2}\right\}}$ of $\left\{\phi_{1}, \phi_{2}\right\}$ is the sum of the minimal markings for $\phi_{1}$ and $\phi_{2}$ that is $M^{\phi_{1}} \otimes M^{\phi_{2}}$.

Proof : $M^{\left\{\phi_{1}, \phi_{2}\right\}}{ }_{A}$ is defined by

$$
M^{\left\{\phi_{1}, \phi_{2}\right\}}{ }_{A}=\max _{Y \in L\left(\left\{\phi_{1}, \phi_{2}\right\}\right)} \operatorname{Pre}[\mathcal{F}(Y)]_{A}-\operatorname{Post}[Y]_{A}+\operatorname{Pre}[Y]_{A}
$$

where $L(X)$ stands for the lower-closed subsets of $X$.
Observe that $Y \in L\left(\left\{\phi_{1}, \phi_{2}\right\}\right)$ means that $Y=Y_{1} \cup Y_{2}$ with $Y_{1} \in L\left(\phi_{1}\right)$ and $Y_{2} \in L\left(\phi_{2}\right)$, and that $\mathcal{F}(Y)=\mathcal{F}_{\phi_{1}}\left(Y_{1}\right) \cup \mathcal{F}_{\phi_{2}}\left(Y_{2}\right)$ - where $\mathcal{F}_{\psi}(Z)$ denotes the frontier with respect to $\psi$ of the lower closed subset $Z$ of $\psi$.

$$
\begin{aligned}
& M^{\left\{\phi_{1}, \phi_{2}\right\}}{ }_{A} \\
& =\max _{Y \in L(\{\phi, \psi\})} \operatorname{Pre}[\mathcal{F}(Y)]_{A}-\operatorname{Post}[Y]_{A}+\operatorname{Pre}[Y]_{A} \\
& =\max _{Y_{1} \in L\left(\phi_{1}\right), Y_{2} \in L\left(\phi_{2}\right)}\left(\begin{array}{l}
\operatorname{Pre}\left[\mathcal{F}_{\phi_{1}}\left(Y_{1}\right) \cup \mathcal{F}_{\phi_{2}}\left(Y_{2}\right)\right]_{A} \\
-\operatorname{Post}\left[Y_{1} \cup Y_{2}\right]_{A} \\
+\operatorname{Pre}\left[Y_{1} \cup Y_{2}\right]_{A}
\end{array}\right) \\
& =\max _{Y_{1} \in L\left(\phi_{1}\right), Y_{2} \in L\left(\phi_{2}\right)}\binom{\operatorname{Pre}\left[\mathcal{F}_{\phi_{1}}\left(Y_{1}\right)\right]_{A}-\operatorname{Post}\left[Y_{1}\right]_{A}+\operatorname{Pre}\left[Y_{1}\right]_{A}}{+\operatorname{Pre}\left[\mathcal{F}_{\phi_{2}}\left(Y_{2}\right)\right]_{A}-\operatorname{Post}\left[Y_{2}\right]_{A}+\operatorname{Pre}\left[Y_{2}\right]_{A}} \\
& =\quad\left(\max _{Y_{1} \in L\left(\phi_{1}\right)} \operatorname{Pre}\left[\mathcal{F}_{\phi_{1}}\left(Y_{1}\right)\right]_{A}-\operatorname{Post}\left[Y_{1}\right]_{A}+\operatorname{Pre}\left[Y_{1}\right]_{A}\right) \\
& \quad+\left(\max _{Y_{2} \in L\left(\phi_{2}\right)} \operatorname{Pre}\left[\mathcal{F}_{\phi_{2}}\left(Y_{2}\right)\right]_{A}-\operatorname{Post}\left[Y_{2}\right]_{A}+\operatorname{Pre}\left[Y_{2}\right]_{A}\right) \\
& =M_{A}^{\phi_{1}}+M_{A}^{\phi_{2}}
\end{aligned}
$$

## Proposition 10 (step transitions and series or parallel composition )

1. If $M_{1} \xrightarrow{\phi_{1}} N_{1}$ and $M_{2} \xrightarrow{\phi_{2}} N_{2}$ then $M_{1} \otimes M_{2} \xrightarrow{\left\{\phi_{1}, \phi_{2}\right\}} N_{1} \otimes N_{2}$. In particular, letting $\phi_{2}$ be the empty partially ordered multiset of events (so $M_{2}=N_{2}$ ) which is the unit for parallel composition we have: if $M \xrightarrow{\phi} N$ then $M \otimes P \xrightarrow{\phi} N \otimes P$, for any marking $P$.
2. If $M \xrightarrow{\left\{\phi_{1}, \phi_{2}\right\}} N$ then there exists markings $M_{1}, M_{2}, N_{1}, N_{2}, P$ such that:
(a) $M=M_{1} \otimes M_{2} \otimes P$
(b) $N=N_{1} \otimes N_{2} \otimes P$
(c) $M_{1} \xrightarrow{\phi_{1}} N_{1}$
(d) $M_{2} \xrightarrow{\phi_{2}} N_{2}$
3. If $M \xrightarrow{\left(\phi_{1} ; \phi_{2}\right)} N$ then there exists a marking $Q$ such that:

- $M \xrightarrow{\phi_{1}} Q$
- $Q \xrightarrow{\phi_{2}} N$

Proof : 1 By proposition 6 we have $M_{i} \sqsupseteq M^{\phi_{i}}$, and therefore $M_{1} \otimes M_{2} \sqsupseteq$ $M^{\phi_{1}} \otimes M^{\phi_{2}}$. Because of the proposition 9 we have: $M_{1} \otimes M_{2} \sqsupseteq$ $M^{\left\{\phi_{1}, \phi_{2}\right\}}$, and therefore there exists $X$ such that $M_{1} \otimes M_{2} \xrightarrow{\left\{\phi_{1}, \phi_{2}\right\}} X$.

$$
\begin{aligned}
X & =M \otimes \operatorname{Post}[\phi] \oslash \operatorname{Pre}[\phi] \\
& =M_{1} \otimes M_{2} \otimes\left(\operatorname{Post}\left[\phi_{1}\right] \otimes \operatorname{Post}\left[\phi_{2}\right]\right) \oslash\left(\operatorname{Pre}\left[\phi_{1}\right] \otimes \operatorname{Pre}\left[\phi_{2}\right]\right) \\
& =M_{1} \otimes \operatorname{Post}\left[\phi_{1}\right] \oslash \operatorname{Pre}\left[\phi_{1}\right] \otimes M_{2} \otimes \operatorname{Post}\left[\phi_{2}\right] \oslash \operatorname{Pre}\left[\phi_{2}\right] \\
& =N_{1} \otimes N_{2}
\end{aligned}
$$

2 Let $i$ be either 1 or 2 . Because $\phi_{i}$ is a lower-closed subset of $\phi$, one has $M \xrightarrow{\phi}$.
(a) Let $M_{i}=M_{i}^{\phi}$; because of proposition 6 which express the minimality of minimal markings, and of the proposition 9 which says that the minimal marking of a parallel composition is the sums of the minimal markings of its components, we know that $M \sqsupseteq$ $M_{1} \otimes M_{2}$, so there exists $P$ such that $P=M \oslash\left(M_{1} \otimes M_{2}\right)$ - so the results holds.
(c) and (d) Now let $N_{i}$ be the final marking of the execution of $\phi_{i}$ from the initial marking $M_{i}$ : we have $M_{i} \xrightarrow{\phi_{i}} N_{i}$, so (c) and (d) hold.
(b) From $M_{1} \xrightarrow{\phi_{1}} N_{1}$ and $M_{2} \xrightarrow{\phi_{2}} N_{2}$ by the previous item 1 we have: $M_{1} \otimes M_{2} \xrightarrow{\left\{\phi_{1}, \phi_{2}\right\}} N_{1} \otimes N_{2}$. Still by the previous item 1 we deduce that: $M=M_{1} \otimes M_{2} \otimes P \xrightarrow{\left\{\phi_{1}, \phi_{2}\right\}} N_{1} \otimes N_{2} \otimes P$ Therefore by the unicity of the end marking, (b) holds.
3 The last point is an obvious computation.
Let $Q=M \otimes \operatorname{Post}\left[\phi_{1}\right] \oslash \operatorname{Pre}\left[\phi_{1}\right]$ - this expression is well defined because $\phi_{1}$ is a lower closed subset of $\phi$ and $M \xrightarrow{\phi}$. Then one has $M \xrightarrow{\phi_{1}} Q$.
Now let $Z$ be a lower closed subset of $\phi_{2}$, and let $Z^{\prime}=Z \cup \phi_{1} ; Z^{\prime}$ is a lower closed subset of $\phi$, and $\mathcal{F}_{\phi_{2}}(Z)=\mathcal{F}_{\phi}\left(Z^{\prime}\right)$. So one has
$M \otimes \operatorname{Post}[Z] \otimes \operatorname{Post}\left[\phi_{1}\right] \oslash\left(\operatorname{Pre}[Z] \otimes \operatorname{Pre}\left[\phi_{1}\right]\right) \sqsupseteq \operatorname{Pre}\left[\mathcal{F}_{\phi}\left(Z^{\prime}\right)\right]=\operatorname{Pre}\left[\mathcal{F}_{\phi_{2}}(Z)\right]$
that is:

$$
Q \otimes \operatorname{Pre}[Z] \oslash \operatorname{Post}[Z] \sqsupseteq \operatorname{Pre}\left[\mathcal{F}_{\phi_{2}}(Z)\right]
$$

## 3 The PCLL calculus: sequent calculus

In this section we present the calculus PCLL. Actually our version slightly extends the published version, [14] but clearly was the author's project. Indeed, when his paper was printed he did not yet know the rules axiomatizing the inclusion of seriesparallel partial orders [3] but this calculus was designed to incorporate such rules.

### 3.1 Formulae

Given a set of atomic formulae or propositional variables $\mathcal{P}$, that correspond to places from the Petri net viewpoint, formulae are defined by:

$$
\mathcal{F}::=\mathcal{P}|\mathbf{1}| \mathcal{F} \otimes \mathcal{F}|\mathcal{F} \odot \mathcal{F}| \mathcal{F} \multimap \mathcal{F}|\mathcal{F} \backslash \mathcal{F}| \mathcal{F} / \mathcal{F}
$$

So this calculus contains the following connectives:

- two multiplicative conjunctions:
$\odot$ the non commutative conjunction of the Lambek calculus.
$\otimes$ the commutative multiplicative conjunction of linear logic.
- the associated implications:
$\backslash$ associated with $\odot$ by: $A \odot(A \backslash B) \vdash B$.
/ associated with $\odot$ by $(B / A) \odot A \vdash B$.
$\multimap$ associated with $\otimes$ by $A \otimes(A \multimap B) \vdash B$ and $(A \multimap B) \otimes A \vdash B$.
As we are going to see, either one can chose that the commutative conjunction entails the non commutative conjunction or the converse: of course this is determined by the structural rules managing the context. Here we use the version according to which $A \odot B \vdash A \otimes B$.


### 3.2 Contexts

Contexts, that are usually multisets or sequences of formulae, are here structured by series-parallel (partial) orders: they are partially ordered multisets of formulae (in the sense of section 2.2). The need for structured contexts is easily explained: the comma on the left-hand side of a sequent is an implicit conjunction. If we wish to have two kinds of conjunctions then we also need two kinds of "commas".

### 3.2.1 Reminder on series-parallel partial orders (SP-orders)

Series-parallel orders, SP-orders for short are the smallest class of finite strict partial orders containing all (empty) orders over a single point, and closed under series and parallel compositions already used in paragraph 2.2.4.

These binary operations are defined for any two orders $\phi$ and $\psi$ with respective domains $X$ and $Y$ with $X \cap Y=\emptyset$, and both yield an order with domain $X \uplus Y$.

- series composition or ordinal sum

$$
(\phi ; \psi)=\phi \uplus \psi \uplus(X \times Y) \quad \subseteq(X \uplus Y) \times(X \uplus Y)
$$

- parallel composition or disjoint sum

$$
\{\phi, \psi\}=\phi \uplus \psi \quad \subseteq(X \uplus Y) \times(X \uplus Y)
$$

The reader interested in SP-orders will find much more details in [19]. Here we just recall the basic properties that we need:

Proposition 11 Two terms correspond to the same SP-order if and only if they are equal up to the algebraic properties of series and parallel compositions:
$\{\ldots, \ldots\}$ is associative and commutative
(...;...) is associative

Let us mention their famous characterization [29, 23]:
Proposition 12 A finite order is SP if and only if its restriction to four points $a, b, c$ and $d$ never is $\{(a, b),(c, b),(c, d)\}$.
which clearly entails:
Proposition 13 Let $\phi$ be an SP-order of domain $X$ and let $X^{\prime}$ be a subset of $X$. The restriction $\phi^{\prime}=\phi \cap\left(X^{\prime} \times X^{\prime}\right)$ is an SP -order as well. If t is an SP-term denoting $\phi$ one obtains a term denoting $\phi^{\prime}$ from $t$ by replacing each $x \in\left(X-X^{\prime}\right)$ by $\varepsilon$ and reducing the term by applying the following equalities: $(t ; \varepsilon)=(\varepsilon ; t)=\{t, \varepsilon\} \cdot \sqrt{5}$

Finally we have found in [3] a complete axiomatization for the inclusion of SP-orders as a rewriting system over SP-terms:

Proposition 14 Let $\phi$ and $\phi^{\prime}$ be two SP-orders with the same domain, and let $s$ and $s^{\prime}$ two SP-terms denoting them. One has $\phi \subseteq \phi^{\prime}$ if and only if $s \longrightarrow^{*} s^{\prime}$ where $\longrightarrow^{*}$ is the reflexive and transitive closure of the following rewriting rules, where $s[w]$

[^4]denotes an SP-term containing an occurrence of the subterm w:
SP-order inclusion
\[

$$
\begin{aligned}
s\left[\left\{(t ; u),\left(t^{\prime} ; u^{\prime}\right)\right\}\right] & \longrightarrow s\left[\left(\left\{t, t^{\prime}\right\} ;\left\{u, u^{\prime}\right\}\right)\right] \\
s\left[\left\{(t ; u), u^{\prime}\right\}\right] & \longrightarrow s\left[\left(t ;\left\{u, u^{\prime}\right\}\right)\right] \\
s\left[\left\{t,\left(t^{\prime} ; u^{\prime}\right)\right\}\right] & \longrightarrow s\left[\left(\left\{t, t^{\prime}\right\} ; u^{\prime}\right)\right] \\
s[\{t, u\}] & \longrightarrow s[(t ; u)]
\end{aligned}
$$
\]

SP-order equalities
(...;..) associativity

$$
s[(t ;(u ; v))] \longrightarrow s[((t ; u) ; v)]
$$

$$
s[((t ; u) ; v)] \longrightarrow s[(t ;(u ; v))]
$$

$\{\ldots, \ldots\}$ associativity
$s[\{t,\{u, v\}\}] \longrightarrow s[\{\{t, u\}, v\}]$
$s[\{\{t, u\}, v\}] \longrightarrow s[\{t,\{u, v\}\}]$
$\{\ldots, \ldots\}$ commutativity
$s[\{t, u\}] \longrightarrow s[\{u, t\}]$

### 3.2.2 Contexts: SP-terms or SP-pomsets of formulae

Series composition, denoted by $(\ldots ; \ldots)$ corresponds to the non commutative conjunction $\odot$, while parallel composition, denoted by $\{\ldots, \ldots\}$ corresponds to the commutative conjunction $\otimes$.

There are two ways to describe contexts depending on the precision we want, e.g. for proof search. Either they are viewed as SP-terms over formulae, or as SPpomsets of formulae. The first description is better suited for writing down them and for implementing proof search, while the second is more abstract and consists in working with equivalence classes of terms.

Contexts as terms are defined as the following set of expressions in which $\mathcal{F}$ is the set of formulae:

$$
\mathcal{C}::=\mathcal{F}|\{\mathcal{C}, \mathcal{C}\}|(\mathcal{C} ; \mathcal{C})
$$

Contexts as SP-orders on multisets of formulae are described by the SP-terms denoting them which are the easiest way to write them down, but because of proposition 11 they are considered as equal exactly when they only differ up to the commutativity of $\{\ldots, \ldots\}$ and to the associativity of $\{\ldots, \ldots\}$ and $(\ldots ; \ldots)$.

Denoting by $\uplus$ multiset union, the domain of a context is the multiset defined by:

$$
|F|=\{F\} \quad|\{\Gamma, \Delta\}|=|(\Gamma ; \Delta)|=|\Gamma| \uplus|\Delta|
$$

The SP partial order $\Gamma^{\mathrm{SP}}$ associated with a context $\Gamma$ is the subset of $|\Gamma| \times|\Gamma|$ defined by:

$$
F^{\mathrm{SP}}=\emptyset \quad\{\Gamma, \Delta\}^{\mathrm{SP}}=\Gamma^{\mathrm{SP}} \uplus \Delta^{\mathrm{SP}} \quad(\Gamma ; \Delta)^{\mathrm{SP}}=\Gamma^{\mathrm{SP}} \uplus \Delta^{\mathrm{SP}} \uplus(|\Gamma| \times|\Delta|)
$$

### 3.3 The rules of the calculus PCLL

### 3.3.1 Axioms

Axioms are identities:

$$
\overline{A \vdash A} a x .
$$

As usual, axioms can be limited to the case where $A$ is a propositional variable.

### 3.3.2 Structural rules: which variant?

There are two variants of this calculus depending on whether we want the commutative conjunction to imply the non commutative one, or the converse, and both equally work from a formal point of view. This is set in the choice of the structural rules. Here, regarding that we have in mind executions of Petri nets, we chose to have the augmenting context variant which entails $A \odot B \vdash A \otimes B$. The corresponding structural rule is: 6

$$
\frac{\Gamma \vdash C}{\Gamma^{\prime} \vdash C} \operatorname{aug}(\text { mentation }) \quad \text { if }|\Gamma|=\left|\Gamma^{\prime}\right| \text { and } \Gamma^{\text {SP }} \supseteq \Gamma^{\mathrm{SP}}
$$

This rule is not as non deterministic as it may seem. Indeed, because of the rewrite rules axiomatizing the inclusion of series-parallel orders given in proposition 14, aug. is equivalent to the following rules on contexts as SP-terms, where

[^5]$\Psi[\Phi]$ stands for a context containing $\Phi$ as a sub-context:
\[

$$
\begin{array}{c|c}
\text { sP-equalities } & \text { SP-inclusions } \\
\frac{\Psi[((\Gamma ; \Delta) ; \Theta)] \vdash C}{\Psi[(\Gamma ;(\Delta ; \Theta))] \vdash C}(\text { asso } ; r) & \frac{\Psi\left[\left\{\left(\Gamma ; \Gamma^{\prime}\right),\left(\Delta ; \Delta^{\prime}\right)\right\}\right] \vdash C}{\Psi\left[\left(\{\Gamma, \Delta\} ;\left\{\Gamma^{\prime}, \Delta^{\prime}\right\}\right)\right] \vdash C}(\text { rew }) \\
\frac{\Psi[(\Gamma ;(\Delta ; \Theta))] \vdash C}{\Psi[((\Gamma ; \Delta) ; \Theta)] \vdash C}(\text { asso } ; l) & \frac{\Psi\left[\left\{\Gamma,\left(\Delta ; \Delta^{\prime}\right)\right\}\right] \vdash C}{\Psi\left[\left(\{\Gamma, \Delta\} ; \Delta^{\prime}\right)\right] \vdash C}(\text { rew } 3 l) \\
\frac{\Psi[\{\{\Gamma, \Delta\}, \Theta\}] \vdash C}{\Psi[\{\Gamma,\{\Delta, \Theta\}\}] \vdash C}(\text { asso }, r) & \frac{\Psi\left[\left\{\left(\Gamma ; \Gamma^{\prime}\right), \Delta\right\}\right] \vdash C}{\Psi\left[\left(\Gamma ;\left\{\Delta, \Gamma^{\prime}\right\}\right)\right] \vdash C}(\text { rew } 3 r) \\
\frac{\Psi[\{\Gamma,\{\Delta, \Theta\}\}] \vdash C}{\Psi[\{\{\Gamma, \Delta\}, \Theta\}] \vdash C}(\text { asso }, l) & \frac{\Psi[\{\Gamma, \Delta\}] \vdash C}{\Psi[(\Gamma ; \Delta)] \vdash C}(\text { rew } 2) \\
\frac{\Psi[\{\Gamma, \Delta\}] \vdash C}{\Psi[\{\Delta, \Gamma\}] \vdash C}(\text { com, }) &
\end{array}
$$
\]

### 3.3.3 Other rules: connective introductions, and cut

| Implication rules |  |
| :---: | :---: |
| $\frac{\Gamma[B] \vdash C \quad \Delta \vdash A}{\Gamma[\{\Delta, A \multimap B\}] \vdash C} \multimap_{h}$ | $\frac{\{A, \Gamma\} \vdash C}{\Gamma \vdash A \multimap C} \multimap_{i}$ |
| $\frac{\Gamma[B] \vdash C \quad \Delta \vdash A}{\Gamma[(\Delta ; A \backslash B)] \vdash C} \backslash_{h}$ | $\frac{(A ; \Gamma) \vdash C}{\Gamma \vdash A \backslash C} \backslash_{i}$ |
| $\frac{\Gamma[B] \vdash C \quad \Delta \vdash A}{\Gamma[(B / A ; \Delta)] \vdash C} / h$ | $\frac{(\Gamma ; A) \vdash C}{\Gamma \vdash C / A} / i$ |


| Product/conjunction rules |  |
| :---: | :---: |
| $\frac{\Gamma[(A ; B)] \vdash C}{\Gamma[A \odot B] \vdash C} \odot_{h}$ | $\frac{\Delta \vdash A \quad \Gamma \vdash B}{(\Delta ; \Gamma) \vdash A \odot B} \odot_{i}$ |
| $\frac{\Gamma[\{A, B\}] \vdash C}{\Gamma[A \otimes B] \vdash C} \otimes_{h}$ | $\frac{\Delta \vdash A \quad \Gamma \vdash B}{\{\Delta, \Gamma\} \vdash A \otimes B} \otimes_{i}$ |


| Unit rules |  |
| :---: | :---: |
| $\frac{\Gamma \vdash C}{\{\Gamma, \mathbf{1}\} \vdash C} \mathbf{1}_{h}$ | $\overline{\vdash \mathbf{1}} \mathbf{1}_{i}$ |


| Cut rule |
| :---: |
| $\frac{\Gamma \vdash A \quad \Delta[A] \vdash B}{\Delta[\Gamma] \vdash B} \mathrm{cut}$ |

### 3.3.4 Several remarks on PCLL calculus

Remark 15 (modus ponens) The modus ponens provided by the calculus without the aug. rule are: $(B / A ; A) \vdash B,(A ; A \backslash B) \vdash B$ and $\{A, A \multimap B\} \vdash B$, and $\{A \multimap B, A\} \vdash B$. But in this augmenting version of the calculus, where orders are allowed to augment, in addition to these expected modus ponens, we also have $(A ; A \multimap B) \vdash B$ and $(A \multimap B ; A) \vdash B-$ but neither $\{A, A \backslash B\} \vdash B$ nor $\{A, B / A\} \vdash B$.

Remark $16(1:$ unit for $\odot$ and $\otimes)$ The rules for $\mathbf{1}$ show that $\mathbf{1}$ is a unit for $\odot$ and $\otimes$ and the corresponding operations on contexts, respectively $(\ldots ; \ldots)$ and $\{\ldots, \ldots\}$. In the rules $\mathbf{1}_{h}$ we could have decided to insert $\mathbf{1}$ anywhere in the context. However this alternative rule is not needed, since it is derivable using the rule which augments the context.

Here is an obvious proposition which is useful to the main result:

Proposition 17 Let $M \in \Pi^{\otimes}$; then PCLL proves $\Gamma[M] \vdash C$ if and only if PCLL proves $\Gamma[\mathbf{1} \backslash M] \vdash C$

Proof : Here are the proof trees:

$$
\begin{aligned}
& \frac{\Gamma[M] \vdash C \quad \overline{\vdash \mathbf{1}}}{\Gamma[\mathbf{1} \backslash M] \vdash C} \backslash_{h} \\
& \frac{\frac{M \vdash M}{\{\mathbf{1}, M\} \vdash M}}{\frac{(\mathbf{1} ; M) \vdash M}{M \vdash \mathbf{1} \backslash M} \mathbf{1}_{h} \quad \Gamma u g .} \begin{array}{l}
\Gamma[\mathbf{1} \backslash M] \vdash C \\
\left.\frac{\Gamma}{M}{ }_{i}\right] \vdash C
\end{array}
\end{aligned}
$$

The second proof is not normal i.e. contains a cut, but when the proof $\delta$ is known it reduces to a cut-free proof.

The following essential property will be needed as well:
Theorem 18 (Cut-elimination and subformula property) The cut-rule is redundant, and in a cut-free proof every formula of every sequent is a subformula of some formula of the conclusion sequent.

Proof : A semantical proof can be found in [7] and a syntactic one in appendix B The proof is absolutely standard, the only novelty w.r.t. multiplicative linear logic or Lambek calculus being the commutation of cut and aug.. It results from the trivial monotonicity of order substitution w.r.t. inclusion: $\Delta^{\prime} \subseteq \Delta \Rightarrow \Gamma\left[\Delta^{\prime}\right] \subseteq \Gamma[\Delta]$ and $\Gamma^{\prime}[X] \subseteq \Gamma[X] \Rightarrow \Gamma^{\prime}[\Delta] \subseteq \Gamma[\Delta]$.

The property below allows us to freely denote a formula by one of its equivalent formulations:

Proposition 19 (Algebraic properties of the connectives) If $\Gamma \vdash C$ is a provable sequent, and if one replaces each formula with an equivalent formula up to the commutativity and associativity of $\otimes$ and the associativity of $\odot$, one obtains again a provable sequent the proof of which is essentially similar.

## 4 Encoding Petri nets

Although it is always easy to criticize previous work, let us nevertheless point out some drawbacks of previous coding of Petri nets into linear logic - for these previous codings, the reader is referred to the surveys [28, 8, 12]. There are objections both from the logic and concurrency viewpoints.

Events and initial state are encoded by proper axioms, which are logically not well behaved: cut-elimination and the subformula properties are not as pleasant as in a plain logical calculus - although the standard derivations of [28], which do correspond to the usual encoding of Petri nets in linear logic have such properties. Nevertheless still the coding suffers from the following mismatch: proper axioms (events) are reusable, so while Petri nets are a multiplicative phenomenon, we are not in the multiplicative calculus (I)MLL but in the multiplicative-exponential calculus (I)MELL, a system the decidability of which is yet unknown. $]$

What is more worrying from a concurrency viewpoint is the absence of the events from the sequent to be proved. Their occurrences during the firing is encoded by the proof, as well as their order of execution. The absence of some traces of events in the conclusion sequents prevents to study questions like the language of a net or net synthesis. Moreover even the sophisticated work of [9], also dealing with series-parallel executions via a subtle notion of normal proof, does not capture maximally concurrent execution as soon as parallelism is not only due to the events but also to the marking as shown in [15, 22], see appendix C]

Here we propose a coding which is inspired by the coding of context-free languages by Lambek grammars, see e.g. [16, 5, 24]. In this well-known approach, there is a lexicon mapping terminals to formulae, and the provability of a sequent $T_{1}, \ldots, T_{n} \vdash U$ in logical system (Lambek calculus) means that any sequences of terminals $a_{1}, \ldots, a_{n}$ whose respective types are $T_{1}, \ldots, T_{n}$ is produced by the nonterminal $U$. Our coding of Petri nets makes use of three kinds of formulae; we of course find again the notations introduced in the section 2.

Places Propositional variables, elements of $\mathcal{P}$.

[^6]Markings Formulae with $\otimes$ as only connective. A marking with $n_{p}$ tokens in each place $p$ of a set $Q$ of places, is denoted by the formula: $\bigotimes_{p \in Q} p^{n(p)}$ - regarding this part of the coding, there is no difference with previous work.

Events An event denoted by Pre $[x] \backslash \operatorname{Post}[x]$ in section 2 is represented by this expression viewed as a formula of PCLL. Thus, the set of formulae denoting events is $\mathcal{E}^{\otimes \backslash \otimes}=\Pi^{\otimes} \backslash \Pi^{\otimes}$.

We can now state our main result precisely:
Theorem 20 Given an SP-pomset $\phi$ of events (or of formulae in $\mathcal{E}^{\otimes \backslash \otimes \text { ) and two }}$ markings $M$ and $N$ (or formulae in $\Pi^{\otimes}$ ) the following propositions are equivalent:

1. PCLL proves $(M ; \phi) \vdash N$
2. $M \xrightarrow{\phi} N$

The $(2) \Rightarrow(1)$ is precisely proposition 23, which follows in section6.
The $(1) \Rightarrow(2)$ results from a slightly more general result, proposition 27 of section 7 which concerns executive sequents - the ones that make sense w.r.t. to Petri nets:

Definition $21 A$ sequent $\Gamma \vdash C$ is said to be executive whenever:

- all formulae of $\Gamma$ are either markings $(\otimes$-only formulae) or events $(M \backslash N$ with $M$ and $N$ markings).
- C is a marking.

The proposition 27 shows that whenever an executive sequent $\Gamma \vdash C$ is provable, one has $M \xrightarrow{\phi} C$, where

- $\phi$ is the restriction of the SP-order $\Gamma$ to the events of $\Gamma^{8}$
- $M$ is the sum $(\otimes)$ of all the markings in $\Gamma$.

One of the key points is that executive sequents are well behaved w.r.t. provability (proposition 24): normal proofs of executive sequents only contain executive sequents. The other is the substitution property on Petri net execution, proposition 7.

Before proving this, let us consider a small example.

[^7]
## 5 A small example

Let us a consider a Petri net with two places $a$ and $b$, and two events $x=a \backslash b$ and $y=b \backslash a$ - each of them moving one token from place to the other. If the initial marking is one token in each place, there are two different ways to execute $x$ and $y$ : either simultaneously and in this case the token used by $y$ (resp. $x$ ) cannot be the one produced by $x$ (resp. $x$ ), or sequentially and in this latter case, the token consumed by the second event can either be the one produced by the first event or the one that was already there.

Intuitively, how does our model take this difference into account? A given proof completely describes an execution: one can actually trace the consumption and production of tokens. Tokens are introduced by pairs in axioms, one being positive and the other negative - the usual notion of polarity, see any logic text book. They can be followed in each rule of a cut free proof, so in a sequent one can see by which events a token is produced and consumed. We indicate this by labeling the propositional variables with the number of the axiom they come from.

A proof net representation would provide a much clearer representation, since the tracing of the tokens corresponds to paths in proof nets. Unfortunately up to now there does not exists a proof net formalism for this calculus. Indeed, we could present proofs as proof structures of [1] but up to now there does not exists a sound and complete correctness criterion for recognizing proofs among them when the augmenting rule is allowed (their notion of proof net only allows for a $\otimes$ to be relaced by an $\odot$.)

Series composition corresponds to sequential composition of two executions, while parallel composition corresponds to the concurrent composition of two executions, so let us analyze the possible proofs of the sequents corresponding respectively to both ways to execute the Petri net:
$\{a, b\} ;(a \backslash b ; b \backslash a) \vdash a \otimes b$ There are two essentially different proofs. In the first proof the second event consumes the token produced by the first event, and in the other proof, the second event consumes the token that was there since the initial marking.

$$
\begin{aligned}
& \begin{array}{l}
\frac{\frac{b_{1} \vdash b_{1} \quad a_{2} \vdash a_{2}}{\left(b_{1} ; b_{1} \backslash a_{2}\right) \vdash a_{2}} \backslash{ }_{h} a_{3} \vdash a_{3}}{\frac{\left(\left(a_{3} ; a_{3} \backslash b_{1}\right) ; b_{1} \backslash a_{2}\right) \vdash a_{2}}{\left\{b_{4},\left(\left(a_{3} ; a_{3} \backslash b_{1}\right) ; b_{1} \backslash a_{2}\right)\right\} \vdash a_{2} \otimes b_{4}} \mathrm{~b}_{4} \vdash b_{4}} \otimes_{i} \\
\frac{\left.\frac{\left\{b_{4},\left(a_{3} ;\left(a_{3} \backslash b_{1} ; b_{1} \backslash a_{2}\right)\right)\right\} \vdash a_{2} \otimes b_{4}}{\left.\left\{\left\{b_{4}, a_{3}\right\},\left(a_{3} \backslash b_{1} ; b_{1} \backslash a_{2}\right)\right)\right\} \vdash a_{2} \otimes b_{4}} \text { aug. } \text {. rew } 3 l\right)}{\frac{\left(\left\{a_{3}, b_{4}\right\} ;\left(a_{3} \backslash b_{1} ; b_{1} \backslash a_{2}\right)\right) \vdash a_{2} \otimes b_{4}}{\left(\left\{a_{3} \otimes b_{4}\right\} ;\left(a_{3} \backslash b_{1} ; b_{1} \backslash a_{2}\right)\right) \vdash a_{2} \otimes b_{4}} \otimes_{h}}
\end{array} \\
& \begin{array}{l}
\left.\frac{\frac{b_{1} \vdash b_{1} \quad a_{2} \vdash a_{2}}{\left(b_{1} ; b_{1} \backslash a_{2}\right) \vdash a_{2}} \backslash_{h} \quad \frac{a_{3} \vdash a_{3} \quad b_{4} \vdash b_{4}}{\left(a_{3} ; a_{3} \backslash b_{4}\right) \vdash b_{4}} \backslash_{h}}{\left.\frac{\left\{\left(b_{1} ; b_{1} \backslash a_{2}\right),\left(a_{3} ; a_{3} \backslash b_{4}\right)\right\} \vdash a_{2} \otimes b_{4}}{\left(\left\{a_{3}, b_{1}\right\} ;\left\{a_{3} \backslash b_{4}, b_{1} \backslash a_{2}\right\}\right) \vdash a_{2} \otimes b_{4}} \text { aug.(rew } 4\right)} \text { aug.(rew } 2\right) \\
\frac{\left(\left\{a_{3}, b_{1}\right\} ;\left(a_{3} \backslash b_{4} ; b_{1} \backslash a_{2}\right)\right) \vdash a_{2} \otimes b_{4}}{\left(a_{3} \otimes b_{1} ;\left(a_{3} \backslash b_{4} ; b_{1} \backslash a_{2}\right)\right) \vdash a_{2} \otimes b_{4}} \otimes_{h}
\end{array}
\end{aligned}
$$

$\{a, b\} ;\{a \backslash b, b \backslash a\} \vdash a \otimes b$ In this case there is a proof as well, similar to the second one above (skipping the final aug.(rew2) rule); but there is no proof which would correspond to the first proof. It is indeed impossible (both intuitively and formally) that the token consumed by $b \backslash a$ is the one produced by $a \backslash b$, since these two events take place simultaneously. So it mandatory that there is no proof yield$\operatorname{ing}(*) \quad\left(\left\{a_{3}, b_{4}\right\} ;\left\{a_{3} \backslash b_{1}, b_{1} \backslash a_{2}\right\}\right) \vdash a_{2} \otimes b_{4}$ where the token $b_{1}$ is consumed and produced simultaneously - indeed simultaneously is even stronger than to fire events in both orders, as explained in proposition 4 and remark 5 .

Let us explain this a bit. Every axiom introduces two occurrences of the same propositional variable, a positive one $\bar{p}$ and a negative one $p$, that can be traced in the proof down to the conclusion sequent $\Gamma \vdash C$. Token consumption corresponds to the conjunction of the two following prop-erties:

- The negative occurrence $p$ occurs in a marking formula of $\Gamma$ (token present at some moment) or in the $N$ part of an event formula $M \backslash N$ (token produced by this event at some moment)
- The positive occurrence $\bar{p}$ occurs in the $P$ part of an event $P \backslash Q$.

For our coding to make sense, it is mandatory that the logical system makes sure that the event consuming the token takes place once the token is present or has been produced - preventing, for instance, the existence of a proof yielding ( $*$ ) above, because $a_{3} \backslash b_{1} \nless b_{1} \backslash a_{2}$ in $\left(\left\{a_{3}, b_{4}\right\} ;\left\{a_{3} \backslash b_{1}, b_{1} \backslash a_{2}\right\}\right)$. Fortunately, this is the case:

Proposition 22 Let $\delta$ be a cut-free proof of an executive sequent $\Gamma \vdash C$ where the two occurrences $p$ and $\bar{p}$ of the same propositional variables introduced by the same axiom of $\delta$ occur as follows:

- $p$ in a marking formula $F[p]=N[p] \in \Pi^{\otimes}$ of $\Gamma$ or in $N[p]$ the target part of an event formula $F[p]=M \backslash N[p] \in \mathcal{E}^{\otimes \backslash \otimes}$
- $\bar{p}$ in $P[\bar{p}] \backslash Q \in \mathcal{E}^{\otimes \backslash \otimes}$ of $\Gamma$

We then have $F[p]<P[\bar{p}] \backslash Q$ in the SP-order $\Gamma$.
Intuitively, a token is present or already produced before it is consumed by another event.

Proof : Using the fact that only executive sequents appear in a proof of an executive sequent (proposition 24) the proposition 25]will establish precisely this property.

## 6 From Petri nets to proofs in PCLL

Proposition 23 Let $\phi$ be an SP-pomset of events of a Petri net, which can also be viewed as a context whose formulae are events.

$$
\text { If } M \xrightarrow{\phi} N \text { then PCLL proves }(M ; \phi) \vdash N
$$

Proof: We proceed by induction on the SP-term $\phi$.
$\phi=P \backslash Q(\phi$ is a single event $)$ Since $M \xrightarrow{P \backslash Q} N$, there exist markings $\overline{P, Q, R \text { such that } M=P \otimes R}$ and $N=Q \otimes R$.

$$
\frac{\frac{P \vdash P \quad Q \vdash Q}{(P ; P \backslash Q) \vdash Q} \backslash_{h} R \vdash R}{\frac{\{(P ; P \backslash Q), R\} \vdash Q \otimes R}{(\{P, R\} ; P \backslash Q) \vdash Q \otimes R} \otimes_{i}} \frac{(P a g .}{(P \otimes R ; P \backslash Q) \vdash Q \otimes R} \otimes_{h}
$$

$\phi=\left\{\phi_{1}, \phi_{2}\right\}$ We know from 2 of proposition 10 that there exist markings $\overline{M_{1}, M_{2}, N_{1}, N_{2}}$ and $R$ such that:

- $M=M_{1} \otimes M_{2} \otimes R$
- $N=N_{1} \otimes N_{2} \otimes R$
- $M_{1} \xrightarrow{\phi_{1}} N_{1}$
- $M_{2} \xrightarrow{\phi_{2}} N_{2}$

By induction hypothesis we know that PCLL proves $\left(M_{1} ; \phi_{1}\right) \vdash N_{1}$ and $\left(M_{2} ; \phi_{2}\right) \vdash N_{2}$.

$$
\begin{aligned}
& \frac{\left(M_{1} ; \phi_{1}\right) \vdash N_{1} \quad\left(M_{2} ; \phi_{2}\right) \vdash N_{2}}{\frac{\left\{\left(M_{1} ; \phi_{1}\right),\left(M_{2} ; \phi_{2}\right)\right\} \vdash N_{1} \otimes N_{2}}{\left(\left\{M_{1}, M_{2}\right\} ;\left\{\phi_{1}, \phi_{2}\right\}\right) \vdash N_{1} \otimes N_{2}} \text { aug. } R \vdash R} \frac{\left\{\left(\left\{M_{1}, M_{2}\right\} ;\left\{\phi_{1}, \phi_{2}\right\}\right), R\right\} \vdash N_{1} \otimes N_{2} \otimes R}{\frac{\left(\left\{M_{1}, M_{2}, R\right\} ;\left\{\phi_{1}, \phi_{2}\right\}\right) \vdash N_{1} \otimes N_{2} \otimes R}{a u g}} \otimes_{i} \\
& \frac{\left(\left\{M_{1}, M_{2} \otimes R\right\} ;\left\{\phi_{1}, \phi_{2}\right\}\right) \vdash N_{1} \otimes N_{2} \otimes R}{\left(M_{1} \otimes M_{2} \otimes R ;\left\{\phi_{1}, \phi_{2}\right\}\right) \vdash N_{1} \otimes N_{2} \otimes R} \otimes_{h}
\end{aligned}
$$

$\phi=\left(\phi_{1} ; \phi_{2}\right)$ We know from 3 of proposition 10 that there exists a marking $Q$ such that $M \xrightarrow{\phi_{1}} Q$ and $Q \xrightarrow{\phi_{2}} N$ therefore, by induction hypothesis

PCLL proves $M ; \phi_{1} \vdash Q$ and $Q ; \phi_{2} \vdash N$.

$$
\frac{\left(M ; \phi_{1}\right) \vdash Q \quad\left(Q ; \phi_{2}\right) \vdash N}{\frac{\left(\left(M ; \phi_{1}\right) ; \phi_{2}\right) \vdash N}{\left(M ;\left(\phi_{1} ; \phi_{2}\right)\right) \vdash N} " ; " \text { associative }}
$$

This yields a non cut-free proof but when the whole proof is built, we can eliminate them, and thus obtain a cut-free proof.

## 7 From proofs in PCLL to Petri net execution

### 7.1 A property of the PCLL calculus on executive sequents

Recall from definition 21that executive sequents of PCLL are the ones whose righthand side is a marking, and whose left hand-side only consists in markings or events. Although it is more than a mere language restriction, executive sequents are closed under provability in PCLL calculus in the following sense:

Proposition 24 Let $\delta$ be a cut free proof of an executive sequent; then each sequent in $\delta$ is itself an executive sequent. Consequently the only rules of $\delta$ are

$$
\operatorname{aug} ., \mathbf{1}_{h}, \backslash_{h}, \otimes_{i}, \otimes_{h}
$$

and its axioms are either $\vdash \mathbf{1}\left(\mathbf{1}_{i}\right)$ or $M \vdash M$ (ax.) with $M \in \Pi^{\otimes}$.
Proof : Because of the subformula property (proposition 18) only formulae of $\mathcal{E}^{\otimes \backslash \otimes} \uplus \Pi^{\otimes}$ can appear in $\delta$. So $\delta$ does not contain any of the rules $\odot_{h}, \odot_{i}$, $/ h, / i, \bigcirc_{h}$ or $\bigcirc_{i}$ since all these rules introduce a connective which does not appear in the conclusion sequent. To complete the proof, let us show that if the right-hand side of a sequent of $\delta$ contains a formula of $\mathcal{E}^{\otimes \backslash \otimes}$, then so does the right hand side of the sequent below it.
So assume there is a formula $H$ containing the symbol $\backslash$ in the right-hand side of a sequent of $\delta$ - a cut free proof of an executive sequent $\Gamma \vdash C$. Now let us see that whatever the rule having this sequent as one of its premises we obtain an $\backslash$ symbol in the right-hand side of the conclusion sequent of the rule.
aug., $\mathbf{1}_{h}$ Assume there is a formula of $\mathcal{E}^{\otimes \backslash \otimes}$ in the right hand-side of the premise of either of these two rules; then there is one in the right hand side of the conclusion sequent of either rule.
$\backslash_{i}$ This rule would create in the right-hand side of the conclusion sequent a formula with two symbols \'s, that is a formula which is not a subformula of the conclusion sequent of $\delta$ - this rule is not used below the problematic sequent.
$\underline{\backslash_{h}}$

- either $H$ is kept in the right hand-side of the sequent, so there is a symbol $\backslash$ in the right hand-side of the conclusion sequent of the rule,
- or a formula $H \backslash X$ is created in the left-hand side of the conclusion sequent; this formula has at least two symbols $\backslash$, so it is a formula which is not a subformula of the conclusion sequent of $\delta$, this subcase is impossible.
$\otimes_{i}$ This would create a formula $H \otimes U$ which is not a subformula of the conclusion sequent of $\delta$, this case is impossible.
$\otimes_{h} H$ is kept in the right-hand side of the conclusion sequent.
The presence of a $\backslash$ symbol in the right hand-side of a sequent of $\delta$ would entail the presence of such a symbol in $C$, the right hand-side of the sequent $\Gamma \vdash C$ proved by $\delta$, and this conflicts with $\Gamma \vdash C$ being an executive sequent.
As we have shown that $\delta$ only contains executive sequents, that is contains no $\backslash$ symbol in the right-hand side of any sequent, it is clear that the rule $\backslash_{i}$ is not used: indeed, it introduces a $\backslash$ symbol in the right-hand side of its conclusion sequent.

Since the proof only contains executive sequents the axioms can only be $M \vdash$ $M$ with $M \in \Pi^{\otimes}$ or $\vdash \mathbf{1}$.

We can now come back to the properties discussed at the end of section 5 which lead us to proposition 22, that we can now prove formally. Given a provable executive sequent $\Gamma \vdash C$, remember from section 5 that the consumption of a token corresponds to the two occurrences of the same propositional variable introduced by the same axiom, such that:

- the negative occurrence $p$ is either in a marking $M$ of $\Gamma$ (the token is present at some moment in the order) or in the par $N$ of an event $M \backslash N$ (the token is produced by this event at some moment in the order)
- the positive occurrence $\bar{p}$ is in a formula $P$ of an event $P \backslash Q$ of $\Gamma$

Although this is only needed to understand our our logical model represents the consumption of tokens, let us show the following property which shows that a token is only consumed after it is present or produced - the case $G[\bar{p}]=C$ corresponding to tokens which are present or produced at some moment but which are not consumed.

Proposition 25 Let $\Gamma \vdash C$ be an executive sequent provable in PCLL, and let $\delta$ be a cut-free proof of $\Gamma \vdash C$ with only atomic axioms $p \vdash p$. Let $p$ and $\bar{p}$ be the two occurrences of $\Gamma \vdash C$ coming from the same axiom $p \vdash \bar{p}-p$ is the negative occurrence of $p$ in the sequent, and $\bar{p}$ the corresponding positive occurrence of the same propositional variable. Let $F[p]$ and $G[\bar{p}]$ be the formulae of $\Gamma \vdash C$ which respectively contain the occurrences $p$ and $\bar{p}$. Then
$F[p]$ is a formula of $\Gamma$ and if $F[p]$ is an event $F[p]=M \backslash N$ then the occurrence $p$ is in $N$.
$G[\bar{p}]$ is either $C$ or an event $G[\bar{p}]=P \backslash Q$ of $\Gamma$, and in this latter case, the occurrence $\bar{p}$ is in $P$ and we have $F[p]<G[\bar{p}]$ in the SP-order $\Gamma$.

Proof : In a multiplicative calculus, no two propositional variables can be identified, so the we can easily trace propositional variables in a proof. In any rule, each occurrence of a propositional variable in the conclusion sequent corresponds to a single occurrence of the same variable in one of the premise sequent, and conversely each occurrence of a propositional variable in a premise sequent corresponds to one occurrence of the same propositional variable in the conclusion sequent.
Because of the polarity of $p$ and $\bar{p}$, and because $C \in \Pi^{\otimes}$ and every formula of $\Gamma$ is either in $\Pi^{\otimes}$ or $\Pi^{\otimes} \backslash \Pi^{\otimes}$ we necessarily have:

- $F[p]$ is a formula of $\Gamma$ and if $F[p]$ is an event $F[p]=M \backslash N$ then the occurrence of $p$ is in $N$
- $G[\bar{p}]$ is either $C$ or an event $G[\bar{p}]=P \backslash Q$ of $\Gamma$, and in this latter case, the occurrence of $\bar{p}$ is in $P$

So the only thing left to be proved is $F[p]<G[\bar{p}]$ in the sp-order on $\Gamma$.
We proceed by induction on the cut-free proof, using proposition 24, noticing that the proof cannot be reduced to a single axiom $\mathbf{1}_{i}$.
$a x$ The axiom is $p \vdash \bar{p}$ so $G[\bar{p}]=C$ and the result holds.
aug. The formulae of the conclusion sequent and the premise sequent are the same. If $G[\bar{p}]=C$, then the result holds. If $G[\bar{p}]=P[\bar{p}] \backslash Q$, we already have $G[\bar{p}]<F[p]$ in the premise sequent, and, as the $a u g$. rule increases the order we also have $G[\bar{p}]<F[p]$ in the conclusion sequent.
$\mathbf{1}_{h}$ The formulae of the conclusion sequent and the premise sequent are the same, except the $\mathbf{1}$ in the conclusion sequent, which can neither be $F[p]$ nor $G[\bar{p}]$. If $G[\bar{p}]=C$, then the result holds. If $G[\bar{p}]=P[\bar{p}] \backslash Q$, we already have $G[\bar{p}]<F[p]$ in the premise sequent, and, as the the order among formulae different from the new occurrence of 1 is preserved under this rule, we also have $G[\bar{p}]<F[p]$ in the conclusion sequent.
$\otimes_{i}$ Let $\Delta \vdash A$ and $\Delta^{\prime} \vdash B$ be the two premise sequents - hence $\Gamma=$ $\left\{\Delta, \Delta^{\prime}\right\}$ and $C=A \otimes B$. The two occurrences $p$ and $\bar{p}$ belong to the same premise sequent. Assume this premise sequent is $\Delta \vdash A$, the other case being symmetrical. If in the premise sequent $\Delta \vdash A$ the occurence $\bar{p}$ is in $A$, then in the conclusion sequent $\Gamma \vdash C$ the occurrence $\bar{p}$ is in $C$ $(G[\bar{p}]=A \otimes B=C)$ and there is nothing to prove. If in the premise sequent $\Delta \vdash A$ the occurence $\bar{p}$ is not in $A$ then it lies in the formula $G[\bar{p}]$ wich is not modified by this this rule, and the occurrence of $p$ also is in the formula $F[p]$ which is also not modifed by this rule. By induction hypothesis we have $F[p]<G[\bar{p}]$ in $\Delta$, hence we have $F[p]<G[\bar{p}]$ in $\left\{\Delta, \Delta^{\prime}\right\}=\Gamma$.
$\otimes_{h}$ Let $\Delta[\{A, B\}] \vdash C$ be the premise sequent. Observe that the formula of this sequent which contains $\bar{p}$ can neither be $A$ nor $B$, because fo the subformula property, so in the premise sequent $\bar{p}$ occurs in the same formula $G[\bar{p}]$ as in the conclusion sequent. If $G[\bar{p}]$ is $C$, then the results holds. Otherwise let us call $F^{\prime}[p]$ the formula of $\Delta[\{A, B\}]$
wich contains the occurrence $p$ - it can be $A, B$ or any other formula of $\Delta[\{A, B\}]$ By induction hypothesis we have $F^{\prime}[p]<G[\bar{p}]$ in $\Delta[\{A, B\}]$, and $\Gamma$ is obtained from $\Delta[\{A, B\}]$ by identifying the two twin (w.r.t. the order) formulae $A$ and $B$ and calling $A \otimes B$ the result. If $F^{\prime}[p]=A$ or $F^{\prime}[p]=B$ then $F[p]=A \otimes B$ and we have $F[p]<G[\bar{p}]$ in $\Delta[A \otimes B]=\Gamma$. If $F^{\prime}[p] \neq A$ or $F^{\prime}[p] \neq B$ then $F[p]=F^{\prime}[p]$ and we have $F[p]<G[\bar{p}]$ in $\Delta[A \otimes B]=\Gamma$.
$\backslash_{h}$ Let us recall the rule:

$$
\frac{\frac{\Gamma[B] \vdash C \quad \Delta \vdash A}{\Gamma[(\Delta ; A \backslash B)] \vdash C} \backslash_{h}}{\Theta \vdash C}=
$$

Let $F^{\prime}(p)$ and $G^{\prime}(\bar{p})$ be the two formulae containing the occurrences $p$ and $\bar{p}$ in the premisses sequents which necessarily are in the same premise sequent. There are several prossibilities:
$\underline{F^{\prime}[p] \text { in } \Gamma[B] \text { and } G^{\prime}[\bar{p}]=C \quad \text { In this case } G^{\prime}[\bar{p}]=G[\bar{p}]=C \text {, and the }, ~}$ result holds.
$F^{\prime}[p]$ and $G^{\prime}[\bar{p}]$ in $\Gamma[B] \quad$ Observe that for polarity reasons $G^{\prime}[\bar{p}] \neq B$. If $F[p] \neq B]$, by induction hypothesis, we have $F^{\prime}[p]<G^{\prime}[p]$ in $\Gamma[B]$ and $F^{\prime}[p]=F[p], G^{\prime}[\bar{p}]=G[\bar{p}]$ and consequently $F[p]<$ $G[\bar{p}]$ in $\Theta$. If $F^{\prime}[p]=B$ then $F[p]=A \backslash B$, and by induction hypothesis we have $F^{\prime}[p]<B<G^{\prime}[\bar{p}]=G[p]$ in $\Gamma[B]$. But then we have $F[p]=A \backslash B<G^{\prime}[\bar{p}]=G[\bar{p}]$ in $\Theta$.
$F^{\prime}[p]$ and $G^{\prime}[\bar{p}]$ in $\Delta \quad$ By induction hypothesis, we have $F^{\prime}[p]<G^{\prime}[p]$ in $\Delta$ and $F^{\prime}[p]=F[p], G^{\prime}[\bar{p}]=G[\bar{p}]$ and consequently $F[p]<G[\bar{p}]$ in $\Theta$.
$\underline{F^{\prime}[p] \text { in } \Delta \text { and } G^{\prime}[\bar{p}]=A \quad \text { In this case } F^{\prime}[p]=F[p], A \backslash B=G[\bar{p}]}$ and we have $F[p]<A \backslash B=G[\bar{p}]$ in $\Theta$.

### 7.2 From PCLL proofs to concurrent executions

Let $\Gamma \vdash C$ be an executive sequent. We denote by $\bar{\Gamma}^{\mathbf{1} \backslash \mathcal{M}}$ the context obtained by replacing each marking $M$ of $\Gamma$ by the event $\mathbf{1} \backslash M$. Notice that from proposition 17) we know that PCLL proves $\Gamma \vdash C$ if and only if PCLL proves $\bar{\Gamma}^{\mathbf{1} \backslash \mathcal{M}} \vdash C$.

Proposition 26 If PCLL proves an executive sequent $\Gamma \vdash C$ then $1 \xrightarrow{\Gamma^{1} \backslash \mathcal{M}} C$.
Proof : We proceed by induction on the height of a normal (cut-free) proof of $\Gamma \vdash$
$C$. Because of 24 we know the only possible rules are $\backslash_{h}, \mathbf{1}_{h}, \otimes_{h}, \otimes_{i}$, aug. and the only possible axioms are $\vdash \mathbf{1}\left(\mathbf{1}_{i}\right)$ or $M \vdash M$ (ax.) with $M \in \Pi^{\otimes}$.
The last rule is an axiom so it is either $\vdash \mathbf{1}$, or $M \vdash M$ with $M \in \Pi^{\otimes}$. Nothing to say: $\mathbf{1} \xrightarrow{\emptyset} \mathbf{1}$ and $\mathbf{1} \xrightarrow{1 \backslash M} M$ hold.
$\underline{\text { The last rule is } \mathbf{1}_{\boldsymbol{h}}}$

$$
\frac{\Gamma \vdash C}{\{\Gamma, \mathbf{1}\} \vdash C} \mathbf{1}_{h}
$$

By induction hypothesis we have $1 \xrightarrow{\bar{\Gamma}^{1 \backslash \mathcal{M}}} C$, and $1 \xrightarrow{1 \backslash 1} 1$ by proposition 101] we have $\mathbf{1}=\mathbf{1} \otimes \mathbf{1} \xrightarrow{\left\{\bar{\Gamma}^{1 \backslash \mathcal{M}}, 1 \backslash 1\right\}} C \otimes \mathbf{1}=C$ and $\left\{\bar{\Gamma}^{1 \backslash \mathcal{M}}, \mathbf{1} \backslash \mathbf{1}\right\}=$ $\overline{\{\Gamma, \mathbf{1}\}}^{1 \backslash \mathcal{M}}$.
$\underline{\text { The last rule is aug. }}$

$$
\frac{\Gamma \vdash C}{\Gamma^{\prime} \vdash C} \operatorname{aug}(\text { mentation }) \quad \text { if }|\Gamma|=\left|\Gamma^{\prime}\right| \text { and } \Gamma^{\prime \mathrm{SP}} \supseteq \Gamma^{\mathrm{SP}}
$$

By induction hypothesis we have $1 \xrightarrow{\bar{\Gamma}^{1 \backslash \mathcal{M}}} C$ and since $\bar{\Gamma}^{\mathbf{1} \backslash \mathcal{M}}$ is a suborder of ${\overline{\Gamma^{\prime}}}^{1 \backslash \mathcal{M}}$ we have $1 \xrightarrow{{\overline{\Gamma^{\prime}}}^{1} \backslash \mathcal{M}} C$ by proposition 4 .
$\underline{\text { The last rule is } \otimes_{i}}$

$$
\frac{\Delta \vdash A \quad \Gamma \vdash B}{\{\Delta, \Gamma\} \vdash A \otimes B} \otimes_{i}
$$

By induction hypothesis we have both $\mathbf{1} \xrightarrow{\bar{\Delta}^{1 \backslash \mathcal{M}}} A$ and $\mathbf{1} \xrightarrow{\bar{\Gamma}^{1} \backslash \mathcal{M}} B$. Thus by 1 of proposition 10 we have

$$
\mathbf{1}=\mathbf{1} \otimes 1 \xrightarrow{{\overline{\{\Delta, \Gamma\}^{1}}}^{1 \mathcal{M}}=\left\{\bar{\Delta}^{1 \backslash \mathcal{M}}, \bar{\Gamma}^{1} \backslash \mathcal{M}\right\}} A \otimes B
$$

$\underline{\text { The last rule is } \otimes_{h}}$

$$
\frac{\Gamma[\{A, B\}] \vdash C}{\Gamma[A \otimes B] \vdash C} \otimes_{h}
$$


Since $\mathbf{1} \xrightarrow{\{1 \backslash A, 1 \backslash B\}} A \otimes B$ we can use the proposition 72 with $\psi=\{\mathbf{1} \backslash A, \mathbf{1} \backslash$ $B\}$ and $x=\mathbf{1} \backslash A \otimes B$ - indeed $\mathbf{1}$ is the minimum marking of $\{\mathbf{1} \backslash A, \mathbf{1} \backslash B\}$.

The last rule is $\backslash_{h}$

$$
\frac{\Gamma[B] \vdash C \quad \Delta \vdash A}{\Gamma[(\Delta ; A \backslash B)] \vdash C} \backslash_{h}
$$

By induction hypothesis we have $\mathbf{1} \xrightarrow{\bar{\Gamma}^{1 \backslash M_{[1 \backslash B]}}} C$ and we know that $1 \xrightarrow{1 \backslash A ; A \backslash B}$ $B$ holds.
So we can apply proposition 71] with $x=1 \backslash B$ and $\psi=(\mathbf{1} \backslash A ; A \backslash B)$. This yields: $1 \xrightarrow{\bar{\Gamma}^{1} \backslash \mathcal{M}_{[(1 \backslash A ; A \backslash B)]}} C$.
Since $1 \xrightarrow{\bar{\Delta}^{1 \backslash \mathcal{M}}} A$, we can again apply proposition [7] with $x=\mathbf{1} \backslash A$ and $\psi=\bar{\Delta}^{\mathbf{1} \backslash \mathcal{M}}$ We thus obtain $1 \xrightarrow{\bar{\Gamma}^{1 \backslash \mathcal{M}}\left[\left(\bar{\Delta}^{1 \backslash \mathcal{M}} ; A \backslash B\right)\right]} C$, that is: $1 \xrightarrow{\overline{\Gamma[(\Delta ; A \backslash B)]} 1 \backslash \mathcal{M}}$ $C$,

Proposition 27 If PCLL proves $(M ; \phi) \vdash C$ where $\phi$ is an SP-pomset of events, then $M \xrightarrow{\phi} C$.

Proof : From proposition 26 we have $1 \xrightarrow{\bar{\Gamma}^{1 \backslash \mathcal{M}}} C$. Because $\phi$ is an SP-pomset
 sition 8 with $\psi[\mathbf{1} \backslash M]=(\mathbf{1} \backslash M ; \phi)$ we obtain $M \xrightarrow{\phi} C$.

## 8 Future prospects

### 8.1 Petri net synthesis

The synthesis of Petri nets from formal languages is the following question:
Given a set of events $A$ and a language $L \subseteq A^{*}$, does there exists a Petri net $\mathbf{R}$ with a marking $M$ such that the sequences of events of the possible firings of $\mathbf{R}$ with $M$ as its initial marking are precisely the words in $L$ ? If so, how can $\mathbf{R}$ be constructed from $L$ ?

This question has been solved for deterministic context-free languages by Darondeau in [6]. Our encoding allows a logical formulation of this question - which has not yet been investigated, and possibly leads nowhere. Our logical approachcan be undertaken because the kind of logical systems we are using can be viewed as formal grammars, describing context-free languages.

Introduced by Lambek in his pioneering article [16] for natural language analysis via categorial grammars, Lambek-grammars reduce parsing to provability in a non commutative logic known as Lambek calculus - see also [5, 24]. This calculus is exactly the non commutative part of PCLL: connectives are restricted to $\backslash, /, \odot$ and context only allows $(\ldots ; \ldots)$, and the only structural rule is associativity contexts are sequences of formulae. A lexicon associates each terminal $a$ in $A$ with a finite sets of formulae $\mathcal{L}(a)$. A word $a_{1} \ldots a_{n}$ of $A^{*}$ belongs to the language generated by the Lambek grammars (i.e. the lexicon, they are lexicalized grammars) whenever for each $i$ there exists a formula $t_{i} \in \mathcal{L}\left(a_{i}\right)$ such that the Lambek calculus proves

$$
t_{1}, \ldots, t_{n} \vdash S
$$

Lambek grammars describe all context-free languages [2] 5] (even if only $\backslash$ is allowed) 9 and only them [21, 5].

Assume the context-free language that we want to obtain as the language of a Petri net is defined by a Lambek grammar with only $\backslash$. We wish to obtain a Petri net whose sequences of events are the $a_{1} \ldots a_{n}$ 's such that $t_{1} ; \ldots ; t_{n} \vdash S$ with

[^8]$a_{i} \in \mathcal{L}\left(a_{i}\right)$. So the question is to find $M=M_{1} \otimes \cdots \otimes M_{m}$ and to associate with each $a_{i}$ one formula $\bar{a}_{i}$ of the shape $P_{1} \otimes \cdots P_{p} \backslash Q_{1} \otimes \cdots Q_{q}$ such that (1) and (2) are equivalent:

1. There exists $N$ of the shape $N_{1} \otimes N_{2} \otimes \cdots \otimes N_{n}$ such that PCLL proves

$$
M ; \bar{a}_{1} ; \bar{a}_{2} ; \ldots ; \bar{a}_{k} \vdash N
$$

2. for all $i$ there exists $t_{i} \in \mathcal{L}\left(a_{i}\right)$ such that

$$
t_{1} ; \ldots ; t_{n} \vdash S
$$

We are rather optimistic for this approach: indeed, there is a strong similarity between the terminal-type (the formula associated with $a_{i}$ according to the lexicon) and the event-type (the formula corresponding to the event $a_{i}$ ).

$$
\begin{array}{ccccc}
t_{i} & =X_{i}^{1} \odot & \cdots & \odot X_{i}^{k_{i}} & \backslash \\
\bar{a}_{i} & = & P_{1} \otimes & \cdots & \otimes P_{p}
\end{array} \backslash Y_{i}
$$

This suggests to use formula unification for solving net-synthesis questions.

### 8.2 Petri nets with credits

Our coding does not use the backward implication /. The meaning of such a connective is interesting from a computational viewpoint. Intuitively, an event $M / N$ consumes a marking that will appear later on: $(M / N ; N) \vdash M$. This should correspond to the possibility to have a credit $N$ that ought to be consumed later on.

This first application that come to the idea is to use this for protocols: one can specify that a token has to be received by an event.

The second one is computational linguistics, since the diminishing context version of this calculus restricted to first order formulae $M \backslash N / P$ is the one we used in [17] to describe minimalist grammars of Stabler [27] which describe mildly context-sensitive languages in a deductive framework - see [24] for a description of the general framework. Although the connection is yet unclear, our hope is to extract a Petri net model for parsing, as for instance pushdown automata correspond to context-free languages.

### 8.3 High order Petri nets

Our coding of Petri nets only makes use of first order implication. The PCLL calculus naturally enables the definition of high order Petri nets, where events could consume and produce markings or events (second order nets), or even higher order events. From the logical view point this is quite natural and should cause no trouble. For instance a higher order event $(R \otimes(N \backslash M)) \backslash((P \backslash Q) \otimes S)$ consumes the marking $R$ and the event $N \backslash M$ and produces a new event $P \backslash Q$ and a marking $S$. Clearly it is mandatory to bound the order (implication nesting) of formulae (e.g. to order at most 2 , whever event can be consumed); indeed the whole PCLL logic leads to hardly interpretable or at least irrealistic mobile systems, too far away from actual computational processes. Most properties are preserved since the subformula property 18 guaranties that no formula of order more than $p$ is needed for proving formulae of order $p$. So this approach suggests a neat treatment of mobile processes. This could also be combined with the notion of credit of the previous paragraph.

## A Proof of the substitution property in concurrent executions (proposition 7)

In this section we prove the two parts of proposition 7 It should be observed that this proposition holds for any pomset of events, and not just for SP-pomsets of events.

Before proving it we need to know, how the lower closed subsets and their frontiers behave with respect to substitution.

## A. 1 Lower closed subsets, frontiers and substitution

Notation 28 We are given a pomset $\phi$ with an occurrence of $x$, another pomset $\psi$ and a lower closed subset $Y$ of $\phi[x:=\psi]$ :

- We consider multisets as sets, that is we index the elements, and no two elements have the same index.
- Recall we only use $A-B$ when $A \supset B$.
- $C=A \uplus B$ means $C=A \cup B$ and $A \cap B=\emptyset$
- $X$ the domain of $\psi$
- $\min (X)$ the set of the minimal elements of $\psi$.
- $\Phi=\phi[x:=\psi]$.
- W the domain of $\Phi$
- $W^{\prime}$ the domain of $\phi$ so $\left.W^{\prime}=(W-X) \uplus\{x\}\right)$
- $\mathbf{S}(x)$ is the set of all the immediate successors of $x$ in $\phi$, which is also the set of all the immediate successors of any of the maximal elements of $\psi$ in $\Phi$.
- $\mathbf{P}(x)$ is the set of all the immediate predecessors of $x$ in $\phi$, which is also the set of all the immediate predecessors of any of the minimal elements of $\psi$ in $\Phi$.

Proposition 29 Let $Z$ be a lower closed subset of $\Phi$, and let $X^{\prime}=Z \cap X$.
Then exactly one of the following cases holds:

1. $X^{\prime}=X$

In this case $\mathcal{F}_{\Phi}(Z)=\mathcal{F}_{\phi}\left(Z^{\prime}\right)$ with $Z^{\prime}=(Z-X) \uplus\{x\}$.
2. $\emptyset \subsetneq X^{\prime} \subsetneq X$

In this case $\mathcal{F}_{\Phi}(Z)=\mathcal{F}_{\psi}\left(X^{\prime}\right) \uplus\left(\mathcal{F}_{\phi}\left(Z^{\prime}\right)-\{x\}\right)$ with $Z^{\prime}=Z-X^{\prime}$. Observe that $\mathcal{F}_{\Phi}(Z)$ can contain elements of $\min (X)$, when $\mathcal{F}_{\psi}\left(X^{\prime}\right)$ does.
3. $X^{\prime}=\emptyset$ and $Z \supset \mathbf{P}(x)$

In this case $\mathcal{F}_{\Phi}(Z)=\left(\mathcal{F}_{\phi}(Z)-\{x\}\right) \uplus \min (X)$
4. $X^{\prime}=\emptyset$ and $Z \not \supset \mathbf{P}(X)$

In this case $\mathcal{F}_{\Phi}(Z)=\mathcal{F}_{\phi}(Z)$
Proof: The list is clearly an exhaustive one and all cases are disjoint. We have to check that the equalities for the frontiers hold.

1. $X^{\prime}=X$ Let $Z^{\prime}=(Z-X) \uplus\{x\}$. We have $\left.\Phi\right|_{W-Z}=\left.\phi\right|_{W^{\prime}-Z^{\prime}}$. Therefore $\mathcal{F}_{\Phi}(Z)=\mathcal{F}_{\phi}\left(Z^{\prime}\right)$.
2. $\emptyset \subsetneq X^{\prime} \subsetneq X$ Let $Z^{\prime}=Z-X^{\prime}$.

- $\mathcal{F}_{\phi}\left(Z^{\prime}\right)$ is well defined. We have to show that $Z^{\prime}$ is a lower closed subset of $\Phi$ without elements of $X$, hence a lower closed subset of $\phi$. Observe that as soon as an element $z \notin X$ is above one element of $X$ then it is above every element of $X$. Consequently if there would exists an $x \in X$ below an element $z$ of $Z^{\prime}$ then all elements of $X$ would be below $z$, and this would conflicts with $X^{\prime} \neq X$ (that is $X \not \subset Z)$.
- $Z^{\prime} \supseteq \mathbf{P}(X) \quad$ Indeed $Z$ is lower closed and contains an element of $X$ while any element of $\mathbf{P}(X)$ is below any element of $X$.
- $x \in \mathcal{F}_{\phi}\left(Z^{\prime}\right)$ Let $z$ be an element such that $z<x$ in $\phi$. Then there exists $p \in \mathbf{P}(X)$ such that $z \leq p$, hence $z \in Z^{\prime}$, because $Z^{\prime}$ is lower closed and contains $\mathbf{P}(X)$ (previous item).
- If $z \in \mathcal{F}_{\Phi}(Z)$ and $\exists w \in X^{\prime} \quad w \leq z$ then $z \in \mathcal{F}_{\psi}\left(X^{\prime}\right) \quad$ Firstly let us show that $z \in X$. If $z \notin X$ since $\exists w \in X^{\prime} \quad w \leq z$, we would have $z \geq u$ for all $u \in X$, conflicting with $X^{\prime} \neq X$. Secondly, consider $z^{\prime} \in X$ such that $z^{\prime}<z$ w.r.t. $\psi$. Then we have $z^{\prime} \in Z$, hence $z^{\prime} \in X^{\prime}=Z \cap X$. Consequently, $z \in \mathcal{F}_{\psi}\left(X^{\prime}\right)$.
- If $z \in \mathcal{F}_{\Phi}(Z)$ and $\neg \exists x \in X^{\prime} \quad x \leq z$ then $z \in \mathcal{F}_{\phi}\left(Z^{\prime}\right)-\{x\}$ Observe that $z \neq x$ since $x \notin W$. Consider $u<z$ w.r.t. $\phi$. As $u \neq x$ and $z \neq x$ this amounts to $u<z$ in $\Phi$, hence $u \in Z$ and as $u \notin X$ we have $u \in Z^{\prime}$. Hence $z \in \mathcal{F}_{\phi}\left(Z^{\prime}\right)-\{x\}$.
- If $z \in \mathcal{F}_{\phi}\left(Z^{\prime}\right)-\{x\}$ then $z \in \mathcal{F}_{\Phi}(Z) \quad$ Notice that $z \in W-X$. Consider $u<z$ w.r.t. $\Phi$. If $u \in X$ then for every element $t$ of $X$ we would have $t<z$ w.r.t. $\Phi$, and $x<z$ w.r.t. $\phi$; with $z \in \mathcal{F}_{\phi}\left(Z^{\prime}\right)$ this would entail $x \in Z^{\prime}$, and this is impossible because $x \in \mathcal{F}_{\phi}\left(Z^{\prime}\right)$. Since $u \notin X$ and $z \neq x$ the relation $u<z$ w.r.t. $\Phi$ means $u<z$ w.r.t. $\phi$, and therefore $u \in Z^{\prime}$ hence $u \in Z$.
- If $z \in \mathcal{F}_{\psi}\left(X^{\prime}\right)$ then $z \in \mathcal{F}_{\Phi}(Z) \quad$ Let $u<z$ w.r.t. $\Phi$. If $u \in X$, then $u \in X^{\prime} \subset Z$. If $u \notin X$, as $z \in X$, then $\exists p \in \mathbf{P}(X) u \leq p$. As $Z \supset \mathbf{P}(X)$ and $Z$ is lower closed, $Z \ni u$.
- Consequently, $\mathcal{F}_{\Phi}(Z)=\mathcal{F}_{\psi}\left(X^{\prime}\right) \uplus\left(\mathcal{F}_{\phi}\left(Z^{\prime}\right)-\{x\}\right)$.

3. $X^{\prime}=\emptyset$ and $Z \supset \mathbf{P}(x)$

- $x \in \mathcal{F}_{\phi}(Z) \quad$ Indeed $x \notin Z$ and $\forall u<x \quad \exists p \in \mathbf{P}(X) \quad u \leq p$, and as $p \in Z$ and $Z$ is lower closed we have $u \in Z$.
- $\min (X) \subset \mathcal{F}_{\Phi}(Z) \quad$ Indeed let $m \in \min (X)$ then $\forall u<m \exists p \in$ $\mathbf{P}(X) \quad u \leq p$, and as $m \in Z$ and $Z$ is lower closed we have $u \in Z$.
- If $z \notin X$ and $z \in \mathcal{F}_{\Phi}(Z)$ then $z \in \mathcal{F}_{\phi}(Z) \quad$ Let $z \in \mathcal{F}_{\Phi}(Z), z \notin X$, so $z \in W^{\prime}$. Let $u<z$ w.r.t. $\phi$. Then $u \in Z$, and therefore $u \neq x$. Hence $z \in \mathcal{F}_{\phi}(Z)$.
- If $z \neq x$ and $z \in \mathcal{F}_{\phi}(Z)$ then $z \in \mathcal{F}_{\Phi}(Z) \quad$ Let $z \in \mathcal{F}_{\phi}(Z), z \neq x$, so $z \in W$. Let $u<z$ w.r.t. $\Phi$. Then $u \in Z$, and therefore $u \notin X$. Hence $z \in \mathcal{F}_{\Phi}(Z)$.
- Consequently $\left(\mathcal{F}_{\Phi}(Z)-\min (X)\right)=\left(\mathcal{F}_{\phi}(Z)-\{x\}\right)$.

4. $X^{\prime}=\emptyset$ and $Z \not \supset \mathbf{P}(X)$

- If $z \in \mathcal{F}_{\Phi}(Z)$ then $z \in \mathcal{F}_{\phi}(Z)$ We have $z \notin X$; otherwise as $\forall p \in \mathbf{P}(X) \quad p<z$, one would have $\mathbf{P}(X) \subset Z$. Therefore $z \in W^{\prime}$. Let $u<z$ w.r.t. $\phi$; then $u \neq x$ (otherwise $\mathbf{P}(X) \subset Z$ ). So $u \in W$ and $u \in Z$,hence $z \in \mathcal{F}_{\phi}(Z)$.
- If $z \in \mathcal{F}_{\phi}(Z)$ then $z \in \mathcal{F}_{\Phi}(Z)$ We have $z \neq x$; otherwise as $\forall p \in \mathbf{P}(X) \quad p<z$, one would have $\mathbf{P}(X) \subset Z$. Let $u<z$ w.r.t. $\Phi$ then $u \notin X, u \in W$, and thus $u<z$ w.r.t. $\phi$; so $u \in Z$. Hence $z \in \mathcal{F}_{\Phi}(Z)$.


## A. 2 Proof of proposition 7

To facilitate the computation we will extend the operation on markings to elements of the free abelian group over places and this corresponds to a negative number of tokens in a place. ${ }^{10}$ It is harmless to compute markings using such expressions provided the result is a real a marking (all places have a positive or null exponent).

For simplification, we drop the $\otimes$ product. As we deal with element of the free abelian group over places, the expression $M \oslash N$ is always defined and means $M N^{-1}$.

The partial order $\sqsupseteq$ extends to elements of the free abelian group over places: $M \sqsupseteq N$ if for every place $A$ the exponent of $A$ in $M$ is bigger than the exponent of $A$ in $N$.

Observe that $\operatorname{Pre}[A \uplus B]=\operatorname{Pre}[A] \operatorname{Pre}[B]$ and $\operatorname{Post}[A \uplus B]=\operatorname{Post}[A] \operatorname{Post}[B]$ and that $\operatorname{Pre}[A-B]=\operatorname{Pre}[A] \operatorname{Pre}[B]^{-1}$ and $\operatorname{Post}[A-B]=\operatorname{Post}[A] \operatorname{Post}[B]^{-1} \mathrm{~s}$ ince $A-B$ presupposes that $A \supseteq B$.

## Proposition 30 (substitution property - 71 expansion) Let

- $\phi=(X,<, f)$ be a partially ordered enumeration of events containing an occurrence $x$ of $P \backslash Q$ (i.e. $f(x)=P \backslash Q$ )

[^9]- $\psi=(Y, \prec, g)$ be a partially ordered enumeration of events, such that $Y \cap X=$ $\emptyset$ and such that $P \xrightarrow{\psi} Q$
then one has:

$$
(a):\left(M_{0} \xrightarrow{\phi}\right) \quad \Longrightarrow \quad\left(M_{0} \xrightarrow{\phi[x:=\psi]}\right):(b)
$$

Proof: Observe that Post $[x](\operatorname{Pre}[x])^{-1}=Q \quad P^{-1}=\operatorname{Post}[X] \operatorname{Pre}[X]^{-1} \quad(\diamond)$.
We use the notation 28 Let $Z$ be a lower closed subset of $\Phi$, and let $X^{\prime}=$ $X \cap Z$, we have to show that $M_{0} \operatorname{Post}[Z] \operatorname{Pre}[Z]^{-1} \sqsupseteq \mathcal{F}_{\Phi}(Z)$. We follow the cases of proposition 29

1. $X^{\prime}=X$

In this case $\mathcal{F}_{\Phi}(Z)=\mathcal{F}_{\phi}\left(Z^{\prime}\right)$ with $Z^{\prime}=(Z-X) \uplus\{x\}$.

$$
\begin{array}{cccc}
\operatorname{Pre}[Z] & =\operatorname{Pre}\left[Z^{\prime}\right] & P & \operatorname{Pre}[X]^{-1} \\
\operatorname{Post}[Z] & =\operatorname{Post}\left[Z^{\prime}\right] \quad & Q & \operatorname{Post}[X]^{-1}
\end{array}
$$

Therefore one has the following equalities where the last one is due to $(\diamond):$

$$
\left.\left.\left.\left.\begin{array}{llllll}
M_{0} & \operatorname{Post}[Z] \operatorname{Pre}[Z]^{-1} \\
= & M_{0} & \operatorname{Post}\left[Z^{\prime}\right] & Q & \operatorname{Post}[X]^{-1} & \left(\operatorname{Pre}\left[Z^{\prime}\right]\right.
\end{array} \quad P \quad \operatorname{Pre}[X]^{-1}\right)^{-1}\right] \text { (Post }[X] \quad \operatorname{Pre}[X]^{-1}\right)^{-1}\right)
$$

Because $M_{0} \xrightarrow{\phi}$ and $Z^{\prime}$ is lower closed subset of $\phi$, we know that

$$
M_{0} \quad \operatorname{Post}\left[Z^{\prime}\right] \operatorname{Pre}\left[Z^{\prime}\right]^{-1} \sqsupseteq \operatorname{Pre}\left[\mathcal{F}_{\phi}\left(Z^{\prime}\right)\right]=\operatorname{Pre}\left[\mathcal{F}_{\Phi}(Z)\right]
$$

2. $\emptyset \subsetneq X^{\prime} \subsetneq X$

In this case $\mathcal{F}_{\Phi}(Z)=\mathcal{F}_{\psi}\left(X^{\prime}\right) \uplus\left(\mathcal{F}_{\phi}\left(Z^{\prime}\right)-\{x\}\right)$ with $Z^{\prime}=Z-X^{\prime}$. Let us call $U=\mathcal{F}_{\phi}\left(Z^{\prime}\right)-\{x\}$.
Because $Z^{\prime}$ is a lower closed subset of $\phi$ and $M_{0} \xrightarrow{\phi}$ we have:
$M_{0} \operatorname{Post}\left[Z^{\prime}\right] \operatorname{Pre}\left[Z^{\prime}\right]^{-1} \sqsupseteq \operatorname{Pre}\left[\mathcal{F}_{\phi}\left(Z^{\prime}\right)\right]=\operatorname{Pre}[U] \operatorname{Pre}[x]=\operatorname{Pre}[U] P$
Because $P \xrightarrow{\psi}$ and $X^{\prime}$ is a lower closed subset of $\psi$ we have:

$$
P \operatorname{Post}\left[X^{\prime}\right] \operatorname{Pre}\left[X^{\prime}\right]^{-1} \sqsupseteq \operatorname{Pre}\left[\mathcal{F}_{\psi}\left(X^{\prime}\right)\right] \quad(* *)
$$

$$
\begin{array}{lll}
M_{0} & \operatorname{Post}[Z] & \operatorname{Pre}[Z]^{-1} \\
= & M_{0} & \operatorname{Post}\left[Z^{\prime}\right] \\
& \operatorname{Post}\left[X^{\prime}\right] & \operatorname{Pre}\left[X^{\prime}\right]^{-1} \\
& \operatorname{Pre}\left[Z^{\prime}\right]^{-1} \\
\equiv & \operatorname{Pre}[U] & P \operatorname{Post}\left[X^{\prime}\right] \\
\equiv & \operatorname{Pre}\left[X^{\prime}\right]^{-1} & \text { because of }(*) \\
\equiv & \operatorname{Pre}[U] & \operatorname{Pre}\left[\mathcal{F}_{\psi}\left(X^{\prime}\right)\right] \quad \text { because of }(* *) \\
= & \operatorname{Pre}\left[\mathcal{F}_{\Phi}(Z)\right]
\end{array}
$$

3. $X^{\prime}=\emptyset$ and $Z \supset \mathbf{P}(x)$

In this case $\mathcal{F}_{\Phi}(Z)=\left(\mathcal{F}_{\phi}(Z)-\{x\}\right) \uplus \min (X)$ Let $U$ be the multiset of events such that $\mathcal{F}_{\phi}(Z)=\{x\} \uplus U$ and $\mathcal{F}_{\Phi}(Z)=U \uplus(\min (X))$.
Because $M_{0} \xrightarrow{\phi}$ and $Z$ is lower closed subset of $\phi$, we know that

$$
M_{0} \operatorname{Post}[Z] \quad \operatorname{Pre}[Z]^{-1} \sqsupseteq \operatorname{Pre}\left[\mathcal{F}_{\phi}(Z)\right]=\operatorname{Pre}[x] \quad \operatorname{Pre}[U]
$$

Because $P \xrightarrow{\psi}$, considering the $\emptyset$ which is lower closed and whose frontier in $\psi$ is $\min (X)$ we have we have $P \sqsupseteq \operatorname{Pre}[\min (X)]$.
Therefore
$M_{0} \operatorname{Post}[Z] \operatorname{Pre}[Z]^{-1} \sqsupseteq \operatorname{Pre}[x] \operatorname{Pre}[U] \sqsupseteq \operatorname{Pre}[\min (X)] \operatorname{Pre}[U]=\operatorname{Pre}\left[\mathcal{F}_{\Phi}(Z)\right]$
4. $X^{\prime}=\emptyset$ and $Z \not \supset \mathbf{P}(X)$

In this case $\mathcal{F}_{\Phi}(Z)=\mathcal{F}_{\phi}(Z)$. Because $M_{0} \xrightarrow{\phi}$ and $Z$ is lower closed subset of $\phi$, we know that

$$
M_{0} \quad \operatorname{Post}[Z] \operatorname{Pre}[Z]^{-1} \sqsupseteq \operatorname{Pre}\left[\mathcal{F}_{\phi}(Z)\right]=\operatorname{Pre}\left[\mathcal{F}_{\Phi}(Z)\right]
$$

## Proposition 31 (substitution property - 72 contraction) Let

- $\phi=(X,<, f)$ be a partially ordered enumeration of events containing an occurrence $x$ of $P \backslash Q$ (i.e. $f(x)=P \backslash Q$ )
- $\psi=(Y, \prec, g)$ be a partially ordered enumeration of events, such that $Y \cap X=$ $\emptyset$ and such that $P \xrightarrow{\psi} Q$ with $P$ being the minimum marking of $\psi$.
tehn one has:

$$
(b):\left(M_{0} \xrightarrow{\phi[x:=\psi]}\right) \Longrightarrow\left(M_{0} \xrightarrow{\phi}\right):(a)
$$

Proof : We still use notation 28 Let $Z^{\prime}$ be a lower closed subset of $\phi$. We have to show that $M_{0} \operatorname{Pre}\left[Z^{\prime}\right]^{-1} \quad \operatorname{Post}\left[Z^{\prime}\right] \sqsupseteq \operatorname{Pre}\left[\mathcal{F}_{\phi}\left(Z^{\prime}\right)\right]$.

1. $x \notin \mathcal{F}_{\phi}\left(Z^{\prime}\right)$

Let $Z$ be the lower closed subset of $\Phi$ defined by $Z=Z^{\prime}$ if $x \notin Z^{\prime}$ and by $Z=\left(Z^{\prime}-\{x\}\right) \uplus X$ if $x \in Z^{\prime}$. Observe that $\operatorname{Post}[Z] \operatorname{Pre}[Z]^{-1}=$ $\operatorname{Post}\left[Z^{\prime}\right] \operatorname{Pre}\left[Z^{\prime}\right]^{-1} \quad(*)$.
We have $\mathcal{F}_{\phi}\left(Z^{\prime}\right)=\mathcal{F}_{\Phi}(Z)$. Because of $(*)$ we have:

$$
M_{0} \quad \operatorname{Post}\left[Z^{\prime}\right] \quad \operatorname{Pre}\left[Z^{\prime}\right]^{-1}=M_{0} \quad \operatorname{Post}[Z] \quad \operatorname{Pre}[Z]^{-1}
$$

and since $M_{0} \xrightarrow{\Phi}$ we have

$$
M_{0} \quad \operatorname{Post}[Z] \quad \operatorname{Pre}[Z]^{-1} \sqsupseteq \operatorname{Pre}\left[\mathcal{F}_{\Phi}(Z)\right]=\operatorname{Pre}\left[\mathcal{F}_{\phi}(Z)\right]
$$

2. $x \in \mathcal{F}_{\phi}\left(Z^{\prime}\right)$

Let us call $U=\mathcal{F}_{\phi}(Z)-\{x\}$. Let $X^{\prime}$ be any lower closed subset of $\psi$. Then $Z=Z^{\prime} \uplus X^{\prime}$ is a lower closed subset of $\Phi$ and $\mathcal{F}_{\Phi}(Z)=$ $U \uplus \mathcal{F}_{\psi}\left(X^{\prime}\right)$. Since $M_{0} \xrightarrow{\Phi}$, we have:
$M_{0} \operatorname{Post}\left[Z^{\prime}\right] \operatorname{Post}\left[X^{\prime}\right] \operatorname{Pre}\left[Z^{\prime}\right]^{-1} \operatorname{Pre}\left[X^{\prime}\right]^{-1} \sqsupseteq \operatorname{Pre}[U] \operatorname{Pre}\left[\mathcal{F}_{\psi}\left(X^{\prime}\right)\right]$ that is:

$$
\left(M_{0} \operatorname{Pre}[U]^{-1} \operatorname{Post}\left[Z^{\prime}\right] \operatorname{Pre}\left[Z^{\prime}\right]^{-1}\right) \operatorname{Post}\left[X^{\prime}\right] \operatorname{Pre}\left[X^{\prime}\right]^{-1} \sqsupseteq \operatorname{Pre}\left[\mathcal{F}_{\psi}\left(X^{\prime}\right)\right]
$$

Because this holds for any lower closed subset $X^{\prime}$ of $\psi$, and because $P$ is the minimum marking of $\psi$, we have

$$
\left(\begin{array}{ll}
M_{0} & \operatorname{Pre}[U]^{-1} \\
\operatorname{Post}\left[Z^{\prime}\right] & \operatorname{Pre}\left[Z^{\prime}\right]^{-1}
\end{array}\right) \sqsupseteq P
$$

and therefore

$$
\left(M_{0} \quad \operatorname{Post}\left[Z^{\prime}\right] \operatorname{Pre}\left[Z^{\prime}\right]^{-1}\right) \sqsupseteq \operatorname{Pre}[U] \quad P=\operatorname{Pre}[U] \operatorname{Pre}[x]=\operatorname{Pre}\left[\mathcal{F}_{\phi}\left(Z^{\prime}\right)\right]
$$

## B Cut-elimination for the PCLL calculus

In the original paper [14], de Groote give a semantical proof of cut-elimination for a calculus which is the one we used, except that he only consider the following context rewrite rule :

$$
\Gamma[\{A, B\}] \longrightarrow \Gamma[(A ; B)]
$$

Indeed the totality of rewriting rules for series parallel orders was not known by the moment he wrote the article.

So here we have to provide the reader with a proof of cut-elimination since our coding strongly relies on this result and its corollary: the subformula property. We give a syntactic proof of the result: it is lengthy, tedious and without surprise. The only point that needs to be looked at is whether $a u g$. commutes with cuts. The rest is given for sake of completeness.

We proceed by induction on $((d, p), h)$ where $h$ is the height of the proof, $d$ the maximal degree of a cut, and $p$ the number of $d$-cuts. The degree of a formula is the height of the formula tree, and the degree of a cut is the degree of the cut-formula.

Proofs of height 1 are axioms, which are clearly cut-free.
If the last rule $R$ of a proof is not a cut of maximal degree $-R$ can be a cut of a lower degree - the transformation is rather obvious. The proof(s) obtained by suppressing $R$ have a smaller height; by induction hypothesis, they can be turned into cut-free proofs; applying $R$ to these cut-free proofs yields a proof with $R$ as the only possible cut, and as $R$ was not a maximal cut, the induction hypothesis also applies to this proof.

So we can assume that $R$ is a cut of maximal degree.


We are going to explore all possible values for $R^{a}$ and $R^{f}$, and whatever these rules are, at least one of the following case transformation apply:

1. One of $R^{a}$ or $R^{f}$ is an axiom: the cut is suppressed.
2. $R^{a}$ does not create the cut-formula, - so $R^{a} \neq \odot_{i}, \otimes_{i}, \otimes_{i}, \backslash_{i}, /_{i}, \bigcirc_{i}$ - in this case it is possible to apply $R^{a}$ after the cut. So we apply the induction hypothesis to the proof minus $R^{a}$; its height is smaller, while the number of cut of degree $d$ is strictly smaller or unchanged; so, by induction hyptohesis it can be turned into a cut-free proof. Reapplying $R^{a}$ we obtain a proof which contains strictly less cut of degree $d$; hence, by induction hypothesis we are done.
3. If $R^{f}$ does not create the cut formula, we proceed symmetrically.
4. If both $R^{a}$ and $R^{f}$ create the cut formula, then this cut of degree $d$ is replaced with two cut of degree strictly smaller. Hence, we have less cut of degree $d$ and by induction hypothesis we are done.

The main difference from related calculi (like MLL or the Lambek calculus) is the presence of the structural rules. When $R^{a}=a u g$. observe that $\Delta^{\prime} \subset \Delta$ entails $\Gamma\left[\Delta^{\prime}\right] \subset \Gamma[\Delta]$, and this allows to permute $a u g$. and $R^{a}$. Symmetrically, when $R^{f}$ is aug. observe that $\Gamma[X] \subset \Gamma^{\prime}[X]$ entails $\Gamma[\Delta] \subset \Gamma^{\prime}[\Delta]$ : this allows to permute $R^{f}$ and aug.
$1 R^{a}$ or $R^{f}$ is an axiom The final cut can be supressed.
$2 R^{a}$ does not create $X$, the cut formula

| $R^{a}$ | Before reduction | After reduction |
| :---: | :---: | :---: |
| aug. | $\begin{array}{cc} \vdots \delta \\ \frac{\Delta^{\prime} \vdash X}{} \stackrel{\perp}{\Delta \vdash X} \text { aug. }\left(\Delta^{\prime} \subset \Delta\right) & \vdots \gamma \\ & \Gamma[X] \vdash C \\ & \Gamma[\Delta] \vdash C \end{array}$ |  |
| $\odot_{h}$ | $\begin{array}{cc} \vdots \\ \frac{\Gamma[(A ; B)] \vdash X}{} & \vdots \\ \frac{\Gamma[A \odot B] \vdash X}{} \odot_{h} & \Delta[X] \vdash C \\ \Delta[\Gamma[A \odot B]] \vdash C & \\ \text { cut d } \end{array}$ |  |
| $\otimes_{h}$ | $\begin{array}{cc} \dot{\vdots} & \\ \frac{\Gamma[\{A, B\}] \vdash X}{} & \vdots \\ \frac{\Gamma[A \otimes B] \vdash X}{} & \Delta[X] \vdash C \\ \Delta[\Gamma[A \otimes B]] \vdash C & c u t d \end{array}$ |  |


| $\backslash_{h}$ | $\begin{array}{ccc} \hline \vdots & \vdots & \\ \frac{\Delta[B] \vdash X}{} & \Delta^{\prime} \vdash A & \vdots \\ \frac{\Delta\left[\left(\Delta^{\prime} ; A \backslash B\right)\right] \vdash X}{}{ }_{c} ; A & \Gamma[X] \vdash C \\ \Gamma\left[\Delta\left[\left(\Delta^{\prime} ; A \backslash B\right)\right]\right] \vdash X \end{array}$ |  |
| :---: | :---: | :---: |
| /h |  |  |
| $-^{\text {o }}$ | $\begin{array}{ccc} \vdots \delta & \vdots \\ \frac{\Delta[B] \vdash X}{} & \Delta^{\prime} \vdash A & \vdots \\ \frac{\Delta\left[\left\{\Delta^{\prime}, A \multimap B\right\}\right] \vdash X}{} \overbrace{h} & \Gamma[X] \vdash{ }^{\prime}, \\ \hline\left[\left[\Delta\left[\left\{\Delta^{\prime}, A \multimap B\right\}\right]\right] \vdash X\right. & \text { cut d } \end{array}$ |  |

$3 R^{f}$ does not create $X$, the cut formula

| $R^{f}$ | Before reduction | After reduction |
| :---: | :---: | :---: |
| aug. | $\begin{array}{cl}  & \vdots \gamma \\ \vdots \dot{\vdash} & \frac{\Gamma^{\prime}[X] \vdash C}{} \text { aug. }\left(\Gamma^{\prime}[X] \subset \Gamma[X]\right) \\ \Delta \vdash X & \frac{\Gamma[X] \vdash C}{} \text { cut d } \end{array}$ | $\frac{\begin{array}{cc} \vdots & \vdots \gamma \\ \Delta \stackrel{\vdash}{\vdash} X & \Gamma^{\prime}[X] \vdash C \\ \frac{\Gamma^{\prime}[\Delta] \vdash C}{\Gamma[\Delta] \vdash C} \text { aug. }\left(\Gamma^{\prime}[\Delta] \subset \Gamma[\Delta]\right) \end{array} \text { cut d }}{}$ |
| $\odot_{h}$ | $\frac{\vdots \dot{\delta}}{\Delta \stackrel{\Gamma}{\vdash} X} \begin{array}{cc} \Gamma[(A ; B)][X] \vdash C \\ \Gamma[A \odot B][X] \vdash C \\ & \odot_{h} \\ \Gamma[A \odot B][\Delta] \vdash C & c u t d \end{array}$ |  |
| $\otimes_{h}$ | $\begin{array}{cc} \vdots_{\delta} & \frac{\Gamma[\{A, B\}][X] \vdash C}{\gamma} \\ \Delta \stackrel{\vdash}{ } & \frac{\Gamma[A \otimes B][X] \vdash C}{} \otimes_{h} \\ \Gamma[A \otimes B][\Delta] \vdash C & c u t d \end{array}$ |  |


| $R^{f}$ | Before reduction | After reduction |
| :---: | :---: | :---: |
| $\backslash_{h}$ | $\begin{array}{ccc}  & \vdots \gamma & \vdots \gamma^{\prime} \\ \vdots \delta & \Gamma[B][X] \vdash C & \Gamma^{\prime} \vdash A \\ \Delta \stackrel{\vdash}{ } X & \frac{\Gamma\left[\left(\Gamma^{\prime} ; A \backslash B\right)\right][X] \vdash C}{} \backslash_{h} \\ \hline \Gamma\left[\left(\Gamma^{\prime} ; A \backslash B\right)\right][\Delta] \vdash C & \text { cut } d \end{array}$ |  |
| $/ \mathrm{h}$ |  |  |
| $-^{\circ}$ |  |  |


| $R^{f}$ | Before reduction | After reduction |
| :---: | :---: | :---: |
| $\backslash_{h}$ | $\begin{array}{ccc}  & \vdots \gamma & \vdots \gamma^{\prime} \\ \vdots & \vdots & \frac{\Gamma[B] \vdash C}{} \Gamma^{\prime}[X] \vdash A \\ \Delta \vdash X & \Gamma\left[\left(\Gamma^{\prime}[X] ; A \backslash B\right)\right] \vdash C \end{array}{ }_{h}$ | $\begin{array}{ccc}  & \vdots \delta & \vdots \gamma^{\prime} \\ \vdots \gamma & \Delta \stackrel{\Delta}{\vdash} X & \Gamma^{\prime}[X] \vdash A \\ \frac{\Gamma[B] \vdash C}{} & \frac{\Gamma^{\prime}[\Delta] \vdash A}{\Gamma\left[\left(\Gamma^{\prime}[\Delta] ; A \backslash B\right)\right] \vdash C} \backslash_{h} \end{array}$ |
| $/ h$ | $\begin{array}{ccc}  & \vdots \gamma & \vdots \gamma^{\prime} \\ \vdots \dot{\vdash} X & \frac{\Gamma[B] \vdash C}{} \Gamma^{\prime}[X] \vdash A \\ \Delta\left[\left(B / A ; \Gamma^{\prime}[X]\right)\right] \vdash C \end{array} / h$ | $\begin{gathered} \\ \vdots \gamma \\ \frac{\vdots[B] \vdash C}{} \\ \frac{\Delta \vdash X}{} \quad \begin{array}{c} \Gamma^{\prime}[X] \vdash A \\ \Gamma\left[\left(B / A ; \Gamma^{\prime}[\Delta]\right)\right] \vdash C \end{array} \gamma^{\prime}[\Delta] \vdash A \\ \text { cut } d \end{gathered}$ |
| $-^{\text {h }}$ | $\begin{array}{ccc}  & \vdots \gamma & \vdots \gamma \\ \vdots \vdots & \frac{\Gamma[B] \vdash C}{} & \Gamma^{\prime}[X] \vdash A \\ \Delta \vdash X & \frac{\Gamma\left[\left\{\Gamma^{\prime}[X], A \multimap B\right\}\right] \vdash C}{} & \multimap_{h} \\ \hline \Gamma\left[\left\{\Gamma^{\prime}[\Delta], A \multimap B\right\}\right] \vdash C \end{array}$ | $\begin{array}{ccc}  & \vdots \delta & \vdots \gamma^{\prime} \\ \vdots \gamma & \Delta \stackrel{\Delta}{\vdash} & \Gamma^{\prime}[X] \vdash A \\ \Gamma[B] \vdash C & \Gamma^{\prime}[\Delta] \vdash A \\ \hline\left[\left\{\Gamma^{\prime}[\Delta], A \multimap B\right\}\right] \vdash C & \circ_{h} \end{array}$ |


| $R^{f}$ | Before reduction | After reduction |
| :---: | :---: | :---: |
| $\otimes_{i}$ | $\begin{array}{ccc}  & \vdots \gamma & \vdots \gamma^{\prime} \\ \vdots \delta & \frac{\Gamma[X] \vdash A}{} & \Gamma^{\prime} \vdash B \\ \Delta \stackrel{\vdash}{\vdash} X & \frac{\left\{\Gamma[X], \Gamma^{\prime}\right\} \vdash A \odot B}{} & \otimes_{i} \\ \hline & \left\{\Gamma[\Delta], \Gamma^{\prime}\right\} \vdash A \odot B \end{array}$ |  |
| $\odot_{i}$ | $\begin{array}{ccc} \hline & \vdots \gamma & \vdots \gamma^{\prime} \\ \vdots \delta & \frac{\Gamma[X] \vdash A}{} & \Gamma^{\prime} \vdash B \\ \Delta \stackrel{\delta}{\vdash} X & \frac{\left(\Gamma[X] ; \Gamma^{\prime}\right) \vdash A \odot B}{\overbrace{i}} \\ \hline \end{array}$ |  |


| $R^{f}$ | Before reduction | After reduction |
| :---: | :---: | :---: |
| $\backslash i$ |  | $\frac{\begin{array}{cc} \vdots \delta & \vdots \gamma \\ \Delta \vdash X & (A ; \Gamma[X]) \vdash B \\ \frac{(A ; \Gamma[\Delta]) \vdash B}{\Gamma[\Delta] \vdash A \backslash B} \backslash_{i} \end{array} \text { cut d }}{}$ |
| /i | $\frac{\vdots \delta}{\Delta \vdash X} \frac{(\Gamma[X] ; A) \vdash B}{\Gamma[X] \vdash B / A} / i$ | $\frac{\begin{array}{cc} \vdots \delta & \vdots \gamma \\ \Delta \vdash X & (\Gamma[X] ; A) \vdash B \end{array}}{\frac{(\Gamma[\Delta] ; A) \vdash B}{\Gamma[\Delta] \vdash B / A} /_{i}} \text { cut d }$ |
| $-_{i}$ | $\begin{array}{cc}  & \begin{array}{c} \gamma \\ \vdots \delta \\ \Delta \vdash X \\ \Delta[X] \vdash A \multimap B \\ \Gamma[\Delta] \vdash A \multimap B \\ \Gamma[X] \end{array} \end{array}$ | $\frac{\begin{array}{cc} \vdots \delta & \vdots \\ \Delta \vdash X & \{A, \Gamma[X]\} \vdash B \end{array}}{\frac{\{A, \Gamma[\Delta]\} \vdash B}{\Gamma[\Delta] \vdash A \backslash B}-_{i}}$ |

4 Both $R^{a}$ and $R^{f}$ create the cut-formula

|  | Before reduction | After reduction |
| :---: | :---: | :---: |
| $\odot$ | $\frac{\begin{array}{ccc} \vdots \delta & \vdots \delta^{\prime} & \vdots \gamma \\ \left(\Delta ; \Delta^{\prime}\right) \vdash U \odot V & \Delta^{\prime} \vdash V & \odot_{i} \end{array} \frac{\Gamma[(U ; V)] \vdash C}{\Gamma[U \odot V] \vdash C} \odot_{h}}{\Gamma\left[\left(\Delta ; \Delta^{\prime}\right)\right] \vdash C} \text { cut d }$ | $\begin{gathered} \\ \left.\vdots \dot{\Delta} \begin{array}{cc} \vdots & \vdots \delta^{\prime} \\ \Delta \dot{\vdash} U & \frac{\Delta^{\prime} \vdash V}{} \\ \Gamma\left[\left(\Delta ; \Delta^{\prime}\right)\right] \vdash C & \Gamma[(U ; V)] \vdash C \\ \Gamma\left[\left(U ; \Delta^{\prime}\right)\right] \vdash C \\ & c u t<d \end{array}\right]=d \end{gathered}$ |
| $\otimes$ | $\begin{array}{ccc} \vdots \dot{\delta} & \vdots \delta^{\prime} & \vdots \gamma \\ \frac{\Delta \vdash U}{\left\{\Delta, \Delta^{\prime}\right\} \vdash U \otimes V} & \Delta^{\prime} \vdash V & \otimes_{i} \end{array} \frac{\Gamma[\{U, V\}] \vdash C}{\Gamma[U \otimes V] \vdash C} \otimes_{h}$ | $\begin{array}{ccc}  & \vdots \delta^{\prime} & \vdots \gamma \\ \vdots \delta & \frac{\Delta^{\prime} \vdash V}{} \quad \Gamma[\{U, V\}] \vdash C \\ \Delta \stackrel{\vdash}{\vdash} & \Gamma\left[\left\{U, \Delta^{\prime}\right\}\right] \vdash C \\ \Gamma\left[\left\{\Delta, \Delta^{\prime}\right\}\right] \vdash C & C u t<d \end{array}$ |


|  | Before reduction | After reduction |
| :---: | :---: | :---: |
| $\backslash$ | $\begin{array}{ccc} \vdots \delta & \vdots \gamma & \vdots \gamma^{\prime} \\ \frac{(U ; \Delta) \vdash V}{\Delta \vdash U \backslash V} \backslash i & \frac{\Gamma[V] \vdash C}{\Gamma^{\prime} \vdash U} \\ \Gamma\left[\left(\Gamma^{\prime} ; U \backslash V\right)\right] \vdash C \\ \left.\Gamma\left[\Gamma^{\prime} ; \Delta\right)\right] \vdash C \end{array}$ |  |
| / | $\begin{array}{ccc} \vdots \delta & \vdots \gamma & \vdots \gamma^{\prime} \\ \frac{(\Delta ; U) \vdash V}{\Delta \vdash V / U} / i & \frac{\Gamma[V] \vdash C}{} & \Gamma^{\prime} \vdash U \\ \Gamma\left[\left(V / U ; \Gamma^{\prime}\right)\right] \vdash C \\ \Gamma\left[\left(\Delta ; \Gamma^{\prime}\right)\right] \vdash C & \text { cut d } \end{array}$ |  |
| $\rightarrow$ | $\begin{array}{ccc} \vdots \delta & \vdots \gamma & \vdots \gamma^{\prime} \\ \frac{\{U, \Delta\} \vdash V}{\Delta \vdash U \multimap V}-o_{i} & \frac{\Gamma[V] \vdash C}{} & \begin{array}{c} \Gamma^{\prime} \vdash U \\ \Gamma\left[\left\{\Gamma^{\prime}, U \multimap V\right\}\right] \vdash C \\ \hline \end{array} \bigcirc_{h} \\ \Gamma\left[\left\{\Gamma^{\prime}, \Delta\right\}\right] \vdash C \end{array}$ | $\begin{array}{cc} \begin{array}{cc} \vdots \gamma^{\prime} & \vdots \delta \\ \Gamma^{\prime} \vdash U & \{U, \Delta\} \vdash V \\ & \frac{\left\{\Gamma^{\prime}, \Delta\right\} \vdash V}{} \text { cut }<d \quad \begin{array}{l} \quad \gamma \\ \Gamma\left[\left\{\Gamma^{\prime}, \Delta\right\}\right] \vdash C \end{array} \\ \hline \end{array} \quad \text { cut }<d \end{array}$ |

## C A remark on previous codings

In his thesis and paper [10, 9], Gehlot offers an encoding of Petri nets in Multiplicative Linear Logic (MLL, that is the commutative part of PCLL) and a technique of proof reduction which is a candidate for obtaining a maximally concurrent firing of a Petri net, as said in [10]:

Following these intuitions, it is desirable to provide a set of rewrite rules which will take proofs such as 1 and 2 and convert them to a "maximally concurrent" proof such as 3. This process resembles the cut elimination results from proof theory, but must differ in some ways since the cut elimination is being carried out in a theory in which cut elimination is impossible. [ . . ] For the purposes of the current paper we offer a set of rewrite rules below which work for interesting cases we have studied, including the example of this section.

Let us briefly describe his encoding:

- the markings are encoded as we do here by formulae of $\Pi^{\otimes}$,
- an event $x$ corresponds to a proper axiom $\operatorname{Pre}[x] \vdash \operatorname{Post}[x]$ with $\operatorname{Pre}[x]$, $\operatorname{Post}[x] \in$ $\Pi^{\otimes}$
- as there are only formulae in $\Pi^{\otimes}$ the proofs of MLL can be made with only two rules, which are seq (sequential composition, cut) and sync ( $\otimes_{i}$ followed by $\otimes_{h}$ ):

$$
\frac{M \vdash N \quad M^{\prime} \vdash N^{\prime}}{M \otimes M^{\prime} \vdash N \otimes N^{\prime}} \text { sync }
$$

- the execution is described by the proof: sync corresponds to the parallel composition and seq to sequential composition.

His notion of proof reduction generalises cut-elimination for a system with proper axioms: it also includes rule permutations. These reduction rules are aimed at reaching a maximally concurrent firing (among series-parallel executions, since the model does not depict others).

Unfortunately, in his thesis Künzle [15] has given a counter example to this claim, see also [22]

Consider the Petri net, with three places $a, b, c$ and two events $x:(a \vdash b)$ and $y:(b \vdash c)$ as proper axioms. Assume there is one token in $a$ and one in $b$. The following proof, corresponding to firing $x$ then $y$ (i.e. the SP-order) $(x ; y)$ is normal according to Gehlot's definition:

$$
\frac{a \vdash b \quad b \vdash c}{\frac{a \vdash c}{a} s e q \quad b \vdash b} \frac{a \otimes b \vdash b \otimes c}{} \operatorname{sync}
$$

Nevertheless it is not a maximally concurrent firing, even in the restricted classes of series-parallel executions. Indeed, the following proof shows that firing simultaneously $x$ and $y$ (i.e. the SP-order $\{x, y\}$ ) is possible as well and more parallel:

$$
\frac{a \vdash b \quad b \vdash c}{a \otimes b \vdash b \otimes c} \text { sync }
$$

The reason why is the presence of tokens in the initial marking, that can be added with sync. This kind of parallelism due to the initial marking is not taken into account by the proof reduction of Gehlot which only handles structural parallelism, i.e. the parallelism which only depends on the event structure of the Petri net.

## References

[1] Vito Michele Abrusci and Paul Ruet. Non-commutative logic I: the multiplicative fragment. Annals of Pure and Applied Logic, 101(1):29-64, 1999.
[2] Yehoshua Bar-Hillel, Chaim Gaifman, and Eli Shamir. On categorial and phrase-structure grammars. Bulletin of the research council of Israel, $\mathrm{F}(9)$ :116, 1960.
[3] Denis Bechet, Philippe de Groote, and Christian Retoré. A complete axiomatisation of the inclusion of series-parallel partial orders. In H. Comon, editor, Rewriting Techniques and Applications, RTA ‘97, volume 1232 of LNCS, pages 230-240. Springer Verlag, 1997.
[4] Eike Best and Raymond Devillers. Sequential and concurrent behaviour in Petri net theory. Theoretical Computer Science, 55:87-136, 1987.
[5] Wojciech Buszkowski. Mathematical linguistics and proof theory. In J. van Benthem and A. ter Meulen, editors, Handbook of Logic and Language, chapter 12, pages 683-736. North-Holland Elsevier, Amsterdam, 1997.
[6] Philippe Darondeau. Deriving unbounded Petri nets from formal languages. Rapport de Recherche 3365, INRIA, février 1998. http://www.inria.fr/RRRT/publications-eng.html.
[7] Akim Demaille. Logiques linéaires hybrides et leurs modalités. Thése de doctorat, spécialité informatique, Ecole Nationale Supérieure des Télécommunications de Paris, juin 1999.
[8] Uffe Engberg and Glynn Winskel. Completeness results for linear logic on Petri nets. Annals of Pure and Applied Logic, 86(2):101-135, 1997.
[9] Vijay Gehlot. A proof-theoretic approach to semantics of concurrency. PhD thesis, University of Pennsylvania, 1992.
[10] Vijay Gehlot and Carl A. Gunter. Nets as tensor theories. In G. De Michelis, editor, Proceedings of the tenth International Conference on Application and Theory of Petri Nets, pages 174-191, Bonn, Germany, 1989. Extended and
revised version available as Technical Report MS-CIS-89-68, University of Pennsylvania.
[11] Jean-Yves Girard. Linear logic. Theoretical Computer Science, 50(1):1-102, 1987.
[12] François Girault. Formalisation en logique linéaire du fonctionnement des réseaux de Petri. Thèse de doctorat, spécialité informatique industrielle, Université Paul Sabatier, Toulouse, décembre 1997.
[13] Ursula Goltz and Wolfgang Reisig. The non sequential behaviour of Petri nets. Information and Computation, 57:125-147, 1983.
[14] Philippe de Groote. Partially commutative linear logic: sequent calculus and phase semantics. In Michele Abrusci and Claudia Casadio, editors, Third Roma Workshop: Proofs and Linguistic Categories - Applications of Logic to the analysis and implementation of Natural Language, pages 199-208. Bologna:CLUEB, 1996.
[15] Luis Allan Künzle. Raisonnement temporel basé sur les réseaux de Petri pour des systémes manipulant des ressources. Thèse de doctorat, spécialité informatique industrielle, Université Paul Sabatier, Toulouse, septembre 1997.
[16] Joachim Lambek. The mathematics of sentence structure. American mathematical monthly, 65:154-169, 1958.
[17] Alain Lecomte and Christian Retoré. Extending Lambek grammars: a logical account of minimalist grammars. In Proceedings of the 39th Annual Meeting of the Association for Computational Linguistics, ACL 2001, pages 354-361, Toulouse, July 2001. ACL.
[18] José Meseguer and Ugo Montanari. Petri nets are monoids. Information and Computation, 88:105-155, 1990.
[19] Rolf H. Möhring. Computationally tractable classes of ordered sets. In I. Rival, editor, Algorithms and Order, volume 255 of NATO ASI series C, pages 105194. Kluwer, 1989.
[20] Madhavan Mukund. Petri nets and step transition systems. International Journal of Fundations of Computer Science, 3(4):443-478, 1992.
[21] Mati Pentus. Lambek grammars are context-free. In Logic In Computer Science, LICS'93. IEEE Computer Society Press, 1993.
[22] Brigitte Pradin-Chézalviel, Luis Allan Künzle, F.rançois Girault, and Robert Valette. Calculating duration of concurrent scenarios in time Petri nets. APII - Journal Européen des Systèmes Automatisés, 33(8-9):943-958, 1999.
[23] Christian Retoré. Réseaux et Séquents Ordonnés. Thèse de Doctorat, spécialité Mathématiques, Université Paris 7, février 1993.
[24] Christian Retoré. Systèmes déductifs et traitement des langues: un panorama des grammaires catégorielles. Technique et Science Informatique, 20(3):301336, 2000. Numéro spécial Traitement Automatique du Langage Naturel sous la direction de D. Kayser et B. Levrat. Version préliminaire RR-3917 http://www.inria.fr/RRRT/publications-eng.html.
[25] Christian Retoré. A description of the non-sequential execution of Petri nets in partially commutative linear logic. In Jan van Eijck, Vincent van Oostrom, and Albert Visser, editors, Logic Colloquium '99 (Utrecht), Lecture Notes in Logic. Association for Symbolic Logic \& A. K. Peters, Ltd, 2001. To appear.
[26] Paul Ruet. Logique non-commutative et programmation concurrente. Thése de doctorat, spécialité logique et fondements de l'informatique, Université Paris 7, 1997.
[27] Edward Stabler. Derivational minimalism. In Christian Retoré, editor, Logical Aspects of Computational Linguistics, LACL‘96, volume 1328 of LNCS/LNAI, pages 68-95. Springer-Verlag, 1997.
[28] Anne Sjerp Troelstra. Lectures on Linear Logic, volume 29 of CSLI Lecture Notes. CSLI, 1992. (distributed by Cambridge University Press).
[29] Jacobo Valdes, Robert Endre Tarjan, and Eugene L. Lawler. The recognition of Series-Parallel digraphs. SIAM Journal on Computing, 11(2):298-313, May 1982.


[^10]Éditeur
INRIA, Domaine de Voluceau, Rocquencourt, BP 105, 78153 LE CHESNAY Cedex (France) http://www.inria.fr
ISSN 0249-6399


[^0]:    ${ }^{1}$ Nevertheless our coding could be adapted by using a lexicon as in a Lambek grammar [16 24] (events are provided with a fi nite number of formulae by the lexicon). The case of rigid Lambek grammars (one formula per event), would correspond to labeled Petri nets (there can be two events with the same behavior, but each event has a single behavior) while general Lambek grammars would correspond to the extended case in which an event may have several behaviors.

[^1]:    ${ }^{2}$ In case there are several twin occurrences of $e$ in $\phi$, the corresponding partially ordered multiset does not depend on which occurrence of $e$ has been substituted by $\psi$. [Two elements $x$ and $y$ of an order are said to be twins whenever they cannot be compared and $x<z \Leftrightarrow y<z$ et $z<x \Leftrightarrow z<y$ for all $z \notin\{x, y\}$.]

[^2]:    ${ }^{3} Y$ is said to be a lower-closed subset of $X$ whenever $\forall z \in X(\exists y \in Y z \leq y) \Rightarrow z \in Y$

[^3]:    ${ }^{4}$ The partial orders $<$ and $\prec$ are viewed as subset of $X \times X$ and $Y \times Y$, and the maps $f$ and $g$ are viewed as subsets of $X \times E$ and $Y \times E$.

[^4]:    ${ }^{5}$ Actually $\varepsilon$ is the order on an empty domain, which is usually excluded from the class of SPorders, although it is the unit for both series and parallel composition.

[^5]:    ${ }^{6}$ The variant diminishing context which entails $A \otimes B \vdash A \odot B$ correspond to the structural rule:

    $$
    \frac{\Gamma \vdash C}{\Gamma^{\prime} \vdash C} \text { entropy } \quad \text { if }|\Gamma|=\left|\Gamma^{\prime}\right| \text { and } \Gamma^{\prime S \mathrm{PP}} \subseteq \Gamma^{\mathrm{SP}}
    $$

[^6]:    ${ }^{7}$ In any case, proper axioms are not closed under the substitution of a propositional variable with a formula, so there is no possibility to move to second order, if, for example, quantifi cation over places is needed for specifying the Petri-net behavior.

[^7]:    ${ }^{8}$ As seen in proposition $[13$ the restriction of an SP-order is also an SP-order.

[^8]:    ${ }^{9}$ Given a context-free grammar $G$, put it into Greibach normal form $G^{\prime}$. For each non terminal $a$, the lexicon $\mathcal{L}$ is defi ned by $X_{1} \backslash X_{2} \backslash \ldots X_{n} \backslash X \in \mathcal{L}(a)$ whenever $G^{\prime}$ contains the rule $X \rightarrow$ $X_{n} \ldots X_{1} a$. The Lambek grammar generates the same language as $G^{\prime}$ and so the same language as $G$.

[^9]:    ${ }^{10}$ Linear logic notation, $\otimes$, oblige us to a "multiplicative" notation, while an additive one would be more intuitive. We would have vectors of integers, indicating how many tokens are present or missing in each place. It is nevertheless absolutely equivalent, since a free abelian group is the same as a $\mathbb{Z}$-module.
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