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Abstract: This paper deals with the bandwidth reservation problem in ad hoc networks
and with the influence that interferences between signals have on this problem. We show
that interferences could decrease the applications rates. This can be a real problem for
applications that need guarantees. We propose a distributed protocol (called BRuIT ) for
bandwidth reservation in ad hoc networks that takes into account the existence of inter-
ferences from far transmissions. The protocol is analyzed through simulations carried out
under NS: we evaluate the signaling overhead required for maintaining the knowledge of
existing interferences ; we show that this knowledge reduces delays in case of congestion ;
we measure the time for rebuilding broken routes ; and finally we show that this protocol
maintains the rate of accepted applications.
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BRuIT: Bandwidth Reservation under InTerferences

influence

Résumé : Cet article traite du problème de réservation de bande passante d ans les réseaux
ad-hoc et de l’influence des interférences hertziennes sur ce problème. Nous montrons que le
phénomène d’interférences peut être à l’origine de pertes de bande passante qui peuvent être
problématique pour les applications nécessitant des garanties. nous proposon s un protocole
distribué de réservation de bande passante pour réseaux ad-hoc appelé BRuIT. C e protocole
prend en compte l’existence d’interférences entre transmissions lointaines. Les performances
d e BRuIT sont analysées.

Mots-clé : Réseaux sans fil, réseaux ad-hoc, réservation de bande passan te, qualité de
service, interférences.
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Introduction

The ad hoc networks are more and more studied and with the existence of commercial
products like wireless network cards, such networks are built in places where wiring is ex-
pensive or impossible or when mobility is needed. Moreover the achieved rate of wireless
cards is such that it is now possible to realize high rate applications on these networks. This
kind of applications often requires guarantees on available bandwidth, small delays and few
packets loss. To ensure these constraints, quality of service should be added to the network.

The IETF working group MANET concentrates essentially on routing protocols. Many
multicast protocols have also been proposed in the literature. On the other hand, few works
have been carried out on the subject. This lack of studies on the subject may be explained by
the dynamic aspects of these networks and their bandwidth constraints ([10]). Most of the
proposed works concerning QoS aspects in ad hoc networks concentrate on the bandwidth
availability (as far as we know, only a single work deals with the delay constraint) : the goal is
to find and to use a route in the network that meets the application’s bandwidth requirement.
All the proposed protocols consider the features of the one hop neighborhood in order to
provide quality of service : each mobile studies the available bandwidth, the delay and/or
the stability with its one hop neighbors to build and maintain the route(s) that provides the
requirements specified by the application. But none considers the existence of interferences
with signals emitted by mobiles located farther than our transmission range that may have an
impact on the quality of the protocol. However, we think that this “extended neighbor” traffic
can have a strong influence on the behavior of each mobile (also called node henceforth) of
the network : a mobile A can see its rate decreased although no other mobile communicates
at the same time in its communication area, but because a distant mobile(with which A can
not directly communicate) in the interference area accesses the radio medium at the same
time. This is not a problem in the case of applications with no constraints, but guaranteed
applications can not be unaware of this phenomenon for fear of being degraded.

In this article, we study the impact of interferences : we propose a bandwidth reservation
protocol for ad hoc networks that takes into account the existence of these interferences.
We called it BRuIT for Bandwidth Reservation under InTerferences influence. We first
concentrate on the bandwidth problem, because it is one of the main network parameters.
Moreover the bandwidth parameter may affect other parameters like the delay or the jitter
for instance. BRuIT is a distributed protocol that does not require any control entity. Each
mobile periodically determines a set of mobiles that can interfere with it and their respective
bandwidth reservation. With this knowledge, each mobile is able to accept (reject resp.)
a traffic that will (will not resp.) have an ensured rate all its execution long. The main
difficulty lies in the setting up of the interference area of each mobile, i.e. the set of mobiles
that interfere with it : how to identify a mobile that interferes but of which the transmission
can not be decoded ? To begin (note that this work presented here is an ongoing research
and has not achieved its final form), we propose to consider for each mobile all the mobiles
being at at most k hops, k being a parameter of our protocol. We will discuss this choice in
the article, but the carried out simulations show that it is a first step towards the knowledge
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of interference areas. To evaluate BRuIT, we simulate it with the widely used NS simulator
[9]. With these simulations, we are able to analyze the main features of our protocol.

Section 1 gives a brief state-of-the-art on the QoS aspect in ad hoc networks. Then the
simulation presented in Section 2 shows the impact of interferences on on-going applications
in terms of rate. To better take into account the interference phenomenon, the protocol
BRuIT is described in Section 3. The protocol is analyzed through simulations carried out
under NS. To conclude, we discuss the perspectives to give to our protocol to ensure a very
good quality of service in ad hoc networks.

1 Quality of service in ad hoc networks

Some protocols have been proposed for the QoS issue in mobile ad hoc networks. In [12],
a first synthesis presents some of these protocols. According to the authors, the proposed
protocols can fall into four categories : the QoS models, the QoS MAC protocols, the QoS
routing protocols and the QoS signaling protocols.

A QoS model defines the type of services that can be offered in the network and the
mechanisms required to realize these services. As far as we know, FQMM ([13]) is the only
model that has been proposed for ad hoc networks. It mixes the well-known IntServ and
DiffServ approaches : the priority traffic uses the per-flow granularity of IntServ, whereas
the other traffics use the per-class granularity of DiffServ.

A QoS MAC protocol offers QoS guarantees in addition to solve medium collisions and
other problems that arise in radio like hidden/exposed mobiles problems. In [1], a differen-
tiation of services is added in the IEEE 802.11 protocol : the authors give a priority level
to each frame (in modifying the backoff function or/and in assigning different Inter Frame
Spacing). In the MACA/PR protocol ([5]), the real-time flows use the RTS/CTS (Request
to send/Clear to send) mechanism of 802.11 only once at the beginning of the transmission
(the transmitter asks the receiver for the authorization to transmit ; this scheme deals with
hidden terminals problem), and then the reservations for the following packet are indicated
in the data packet that is transmitted.

The goal of QoS routing is to find a route between the source and the receiver that meets
the constraints specified by the application. The constraints can be the delay, the bandwidth
or the transmission cost. In [4], the TDMA medium access mode is used to find a route with
sufficient bandwidth available. The number of free TDMA units of the route corresponds to
the available bandwidth of this route. To solve the hidden mobiles problem, two adjacent
links with two different traffics use different time slots. On the other hand, CEDAR uses
the CSMA/CA medium access mode [11]. This protocol is based on the dynamic election
of a core in the network. This core provides information like the bandwidth availability and
computes the routing. The use of the core limits the computations and the flooding. The
flooding is a main parameter in the Ticket Base Probing protocol [3]. It uses the concept of
tickets (the yellow ones seek for routes that meet the constraints whereas the green ones seek
for routes with low cost). The number of tickets associated to each application corresponds to
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the priority of the application : a traffic with high priority will receive many tickets whereas
a traffic with low priority will receive very few tickets.

The QoS signaling provides a way to propagate control information through the network.
INSIGNIA is an in-band signaling protocol that reserves bandwidth [7]. The control carried
by the protocol is included in the IPv4 header of each data packet. When the source sends a
reservation request, each mobile on the route checks its capacity and sets up the reservation.
Periodic reports are sent by the receiver to allow the source to adapt its rate according
the state of the used route. dRSVP reserves bandwidth for adaptative applications [8]. All
the applications specify the lowest bound on the bandwidth required and the upper bound
representing the maximal bandwidth that can be achieved. The reserved bandwidth for an
application can be modified during the execution by the network (if resources are scarce or
released) or by the application (to release resources for other traffics).

In all the protocols mentioned here, each mobile accepts or rejects traffic according the
state of its one hop neighborhood, i.e. according the available bandwidth, the delay and/or
the stability with its one hop neighbors. None of these protocols consider the interferences
phenomenon that can occur in ad hoc networks and that can have a strong impact on the
rate of the applications as shown in Section 2.

2 Interfering transmissions

Transmissions in ad hoc networks are subject to many problems which are on one hand
due to the air interface (radio signals can be absorbed, can fade, can interfere with each
other, . . .) and on the other hand due to the lack of centralized administration (routing
and multiplexing of transmissions are mainly distributed). When designing a quality of
service protocol in ad hoc networks, all these parameters should be considered. Bandwidth
reservation protocols need to precisely evaluate how much bandwidth is available in order
to be able to accept a reservation request. Otherwise, requests could be accepted while
they cannot be properly satisfied. The information collected from the one hop neighbors is
insufficient. Indeed, depending on the network density and on the environment, transmissions
can interfere at distances up to 4 or 5 times the emission range.

In the example described in Figure 1, two couples of nodes try to communicate using all
the available bandwidth. The transmitters are distant of nearly two times the transmission
range. This scenario has been simulated in NS1 using a modeling of the Wavelan 914 MHz
cards, which have a maximum link bandwidth of 2 Mb/s. Until the fourth second, the
transmission between A and B is alone and gets the whole bandwidth. At time 4s, the
second communication between C and D starts and from this time, the two transmissions
share the bandwidth even though the nodes are too far away to directly communicate.

In wireless networks with access points and in cellular networks, bandwidth is shared
by allocating different times slots, frequencies or codes to each transmission. This dynamic
allocation process is performed by the access points which administrate the local zones. In

1NS : The Network Simulator – http ://www.isi.edu/nsnam/ns/
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Fig. 1 – Two pairs of nodes communicate
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Fig. 2 – Interferences influence on bandwidth
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ad hoc networks, this kind of mechanism is hard to implement due to the lack of central
administration. Instead, in order to prevent transmissions to interfere, the nodes share the
medium using a CSMA / CA protocol : the nodes must be sure that the channel is free
before transmitting. This mechanism is often coupled with a RTS/CTS dialog. This protocol
prevents nodes that are in communication range to interfere but does not solve the distant
interferences problems. If tuning the carrier sense threshold can allow to share the medium
at a larger distance, jammers cannot be identified and the available bandwidth cannot be
computed. Therefore it is not accurate enough for bandwidth reservation protocols since it
does not provide good estimations of available bandwidth.

3 BRuIT – protocol description

In [2], we proposed a bandwidth reservation model for ad hoc networks that takes into
account the whole knowledge of interferences. We showed that this problem is NP-complete
and we gave some heuristics to solve it with the associated theoretical evaluations. The
proposed model assumes that each mobile has a whole knowledge of the network. Thus,
the protocol that can be directly derived from this model requires a central administration
that can induce large delays in ad hoc networks. In this paper, we deal with the distributed
context of these networks.

In order to solve the problem of interferences caused by distant nodes, we tried to bring
a knowledge of the neighborhood to the nodes of ad hoc networks. BRuIT is a distributed
signaling protocol which achieves this goal by periodically sending messages containing in-
formations on bandwidth availability and provides a mechanism to reserve bandwidth for
transmissions. BRuIT was implemented over a simple reactive routing protocol, but the
signaling system can easily be adapted over a proactive or hybrid routing scheme.

3.1 Neighborhood knowledge

The first task performed by BRuIT is to provide to the nodes informations about their
neighbors. Each node periodically broadcasts a message (called Hello packet) to every other
node that can hear it (i.e. that is in its communication range), as shown on Figure 3. This
packet contains the address of the transmitter and the total bandwidth that it will use to
route the already accepted privileged flows.

Because communications can interfere from much farther than the transmission range
of nodes, we need to propagate informations precisely, i.e. on an area larger than the one
hop neighborhood. That is why each Hello packet not only includes informations about the
transmitter but also about every node at a distance of k hops from the transmitter. k, width
of the extended neighborhood that we consider (in other words the propagation range of the
informations) is a parameter of the protocol. The Hello packets are propagated within two
hops in Figure 4.
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Upon reception of such a message, a node can compute the remaining bandwidth it can
use for new flows. Therefore, the admission control process which decides if a new request
is accepted or refused can be executed more accurately.
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C

A

Hello(A,200)

Fig. 3 – Node A locally broadcasts informations on its identity and used bandwidth
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Hello(C,50 ; A,200)

Hello(D, 150 ; A,200)

Hello(B,100 ; A,200)

Fig. 4 – The information transmitted by node A is forwarded to nodes at two hops from A
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3.2 Bandwidth reservation protocol

Using the information gathered by the reception of Hello packets, the nodes can perform
admission control on each bandwidth reservation request.

Whenever a node wishes to reserve bandwidth for a flow, it locally broadcasts a route
request message including the address of the receiver and the amount of desired bandwidth,
as on Figure 5 (the number between parenthesis near each node corresponds to the available
bandwidth of each node). Upon reception of such a message, a node checks if it can handle
the reservation. If there is not enough bandwidth available, the request will be discarded
(like node F does on Figure 5). If there is enough free bandwidth, the node forwards the
request to all its neighbors. If a node receives twice the same reservation request, only the
first one is considered. In our example, node D discards the request incoming from C because
it has already received the same message from B.

A

B

C

D

F

E
(1000)

(1000)

(200)
(1000)

(700)

RREQ (G,500)

(1000) G
(650)

Fig. 5 – Node A requests 500 kb/s to node G. The request is flooded through the network
until it reaches G.

The forwarding process of such a message described above does not actually reserve any
bandwidth in the intermediate nodes. Each node only takes note that a route request has
been sent from a certain transmitter towards a receiver and stores the address of the node
from which it received the route request. Using this mechanism, a route may be discovered
to the receiver by flooding the network (if no route with sufficient bandwidth is found, the
transmitter re-emits its request after a certain period). Multiple techniques may be applied
to limit the impact of this flooding ([6], [3]). Note that we do not intend to propose a
new routing protocol, but our goal is to use a simple routing protocol that allows us to
concentrate on the interferences impact. The proposed reservation scheme can be adapted
to more accurate routing protocols for ad hoc networks (and this is one of our future work).

When the route request message reaches the destination, the same check is performed.
If there are enough free resources, the receiver emits a route reply message towards the
source of the flow. This route reply packet is sent the way back to the transmitter, reserving
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resources in the intermediate nodes on its way, as on Figure 6. Upon reception of a route
reply message, each node checks if it still can handle the bandwidth request (otherwise the
reply is dropped), decreases its free bandwidth counter, stores the address of the next node
on the route and forwards the message.

A

B

C

D

F

E

(200)
(1000)

(700)

G
(150)

(500)
(500)

(500)

REPLY (A,500)

Fig. 6 – The route reply travels its way back to the transmitter. On the way, bandwidth is
effectively reserved for the flow.

When the transmitter finally receives the route reply notification, the transfer of data
begins.

3.3 Soft state maintenance

Many issues in wireless ad hoc networks are due to nodes mobility. When nodes move,
routes can be broken and resources cannot always be explicitly released. To deal with mo-
bility, every information maintained by BRuIT has an expiration date.

The nodes cannot forecast their movements. Moreover, we cannot rely on the power of
received signals to anticipate nodes disappearing because a node can suddenly get out of
sight by moving behind a wall. That is why nodes regularly send Hello packets. A node
can conclude that another node is not its neighbor anymore when it has not received any
Hello packet from it for a certain time, corresponding to the loss of a certain number of
Hello packets. This delay should not be too small because the loss of a signaling packet can
occur frequently in wireless networks even though the transmitter has not disappeared. For
broadcasted messages, there is no RTS/CTS scheme, so two Hello packets can sometimes
collide. The delay should neither be too long otherwise the nodes will have an out-of-date
view of the network topology. We set this value equal to half a second (as we will see in
Section 4 it corresponds to the loss of five Hello packets ; we think that this value is not
too high, so the protocol reacts fast enough to mobility issues, but it is also not too low
otherwise it would react too quickly to radio phenomena).

When a node in a used route moves, it can go out of the range of the previous node on
the route. In this case, the route is broken and must be rebuilt. The bandwidth that was
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used for this flow should be released. Routes are maintained by soft-state too. When no
data has been sent during a certain time, the intermediate nodes conclude that the route is
not in use anymore and automatically release the used bandwidth. Here again, the value of
the timeout should be chosen carefully. A too small value is not suited because transmitters
should keep the ability not to transfer all the time. A too great value will cause reservations
requests to be dropped because the nodes believe the bandwidth is used whereas it has been
released by previous flows. The actual implementation of BRuIT discards routes if no data
has been sent for longer than half a second (the same value as the one used for the setting
up of the neighborhood).

3.4 Filtering the flows

Our bandwidth reservation scheme relies on the knowledge of the amount of bandwidth
used by the flows in the network. If an application asks for a certain bandwidth on a route
and uses more during its execution, the information propagated though the network will
be false and interferences can happen again. That is why every transmitter is required to
filter its flows. The mechanism used in the actual implementation of BRuIT is token bucket
filters.

4 BRuIT – simulation and evaluation

In order to evaluate our protocol, we simulated it under NS, a network simulator widely
used in the scientific community. NS proposes an implementation of different radio propa-
gation models including Two-ray ground model. If this model is rather simple compared to
the real radio waves propagation scheme, it is accurate enough to bring out some properties
of BRuIT. NS also offers a modeling of the 802.11 medium access layer and some routing
protocols for ad hoc networks.

We give the first results that allow the evaluation of the main parameters of the pro-
tocol. To begin, we set the parameter k to the value 2. We based this choice according to
the simulation presented Section 2 that also shows that each pair recovers the maximum
bandwidth as soon as they are at a distant equal to two times the communication range.
Nevertheless, we intend to carry out more simulations with other values for k.

4.1 Signaling overhead

The first characteristic we study is the bandwidth consumed by the sending of Hello
packets. As mentioned in Section 3, Hello packets are locally broadcasted regularly by each
node in order to react to mobility of nodes. Sending too few packets gives to the nodes an
outdated view of the network topology and of the used bandwidth whether sending too often
would consume too much bandwidth.

Figure 7 shows the maximum bandwidth obtained by a communication between two
nodes alone in the network. Different routing protocols implemented under NS (AODV,
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DSDV, DSR and TORA) are tested : they all achieved a maximum rate of 1.5 Mb/s between
the two nodes (the theoretical link bandwidth of the modeled interface cards is 2 Mb/s).
BRuIT sends the data and the Hello packets between the two nodes. Figure 7 gives the
achieved rate by BRuIT for the data packets without considering the Hello packets. If each
node sends a single Hello packet per second, the maximum bandwidth is likely the same
as when using routing protocols without bandwidth reservation support. When sending ten
Hello packets per second, the maximum bandwidth is decreased by about 20 kb/s which
represents 1.3% of the total bandwidth at application level. The value of one Hello packet
per 100ms consumes an acceptable amount of bandwidth and allows the protocol to react
quite well to nodes mobility. We will use it from now on.
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Fig. 7 – Maximum bandwidth between two nodes

Signaling overhead depends on the frequency of the broadcasts but it also depends on
the size of the Hello packets. The denser the network is, the larger the Hello packets will be.
On Figure 8, we measured the signaling cost of the protocol on a communication between
two nodes when each node has 0, 1 or 2 neighbors.

We can deduce that when a node sends Hello packets, it represents a loss of maximum
bandwidth of approximately (2 + 0.12× n)× f kb/s where n is the number of neighbors of
the node and f is the number of Hello packets sent per second. Note that with networks
with at most ten neighbors per mobile and with a frequency of ten Hello packets per second,
the signaling packets represent at most 10% of the maximum bandwidth.
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4.2 Effect on delays

Whenever a reservation request succeeds, a token bucket filter is created by the trans-
mitter and used to be sure the flow does not exceed the bandwidth it obtained. Filtering the
data flows allows to control and avoid congestions in the network. When the bandwidth is
not fully used, the filtering has no particular effect on the delays, except that we do have a
quite good knowledge of the traffic profile in the network. As long as there is no congestion,
all the protocols (the routing protocols mentioned previously and BRuIT) show the same
performances in terms of delay. Now, if we have a flow using enough bandwidth to swamp the
network resources, the network interface queues will be more filled and packets will spend
more time in each intermediate node. The results of the simulation of a flow trying to get
full bandwidth between two nodes is show on Figure 9. When few packets are emitted, there
is a delay with BRuIT that corresponds to the time required for the filtering. When there
are more and more packets emitted, the congestion is partly avoided in BRuIT with the
filtering and the delay remains constant, whereas the delay increases with the other routing
protocols.
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Fig. 9 – Filtering the flows has positive influence on delays when congestion appears

4.3 Rebuilding broken routes

One of the greatest issues in mobile ad hoc networks is routes breaking due to nodes
mobility. When a route is broken, it should be rebuilt as fast as possible to avoid packets
losses. This is a tricky part because we have to wait a little before concluding a node has
disappeared otherwise routes will be rebuilt too often. As the routes establishment is a rather
long process, it should not be too frequently done. When a node leaves, breaking a route, its
predecessor on the route waits half a second before concluding it has vanished. Then, this
node sends to the transmitter a message indicating that the route is broken. When receiving
this message, the transmitter broadcasts a route request message again, initiating a new
discovery process. To test this situation, we simulated the scenario presented in Figure 10.
Node A transmits a 200 kb/s flow to node F . After five seconds, the node C gets out of the
range of node B and returns quickly. We can see on Figure 11 a little loss of bandwidth. At
date t = 10s, it goes out of the transmission range of B with a speed of 60km/h. The route
request process is initiated and it takes two seconds to rebuild the route (D is inserted in
the new route).

4.4 Guarantees with BRuIT

In the previous sections, we have seen the main characteristics of the implementation of
BRuIT. We have not shown so far how BRuIT enhances bandwidth reservation and how it
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Fig. 11 – Time needed to rebuild a route broken due to mobility
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deals with the interferences problem. To illustrate this, we simulate the scenario shown on
Figure 12. In this simulation, three flows can interfere. First, node A makes a reservation for
300 kb/s to node C and sends a constant bit rate flow as soon as the reservation is granted.
At time 2s, node G asks to have a reservation towards node H for a constant bit rate flow
of 1Mb/s. Finally, at time 6s, node D makes a reservation for a 300 kb/s flow towards node
F . The networks has a limited bandwidth at application level of about 1.6 Mb/s. At time
6s, we have four nodes sending (or forwarding) data at 300 kb/s and one sending data at
1Mb/s. The total throughput of the transmitters exceeds the medium bandwidth.

G

A D

EB

C F

H

Fig. 12 – Three transmissions can interfere : A to C at 200 kb/s, D to F at 200 kb/s and G
to H at 1Mb/s

If this scenario is executed with a reservation protocol that is not aware of the interfe-
rences problem, the three reservation requests will be accepted by the network, because the
nodes have no knowledge of their “extended neighbors’ flows”. The results of the simulation
of this scenario are shown on Figure 13. We clearly see that though the three reservations re-
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quests have been accepted, the bandwidth cannot be guaranteed, at least for A and D. This
can be a real problem when an application adapts its emissions to the granted bandwidth
information provided by the network.
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Fig. 13 – Simulation of the scenario of Figure 12 using a protocol without interferences
knowledge

Now, if we simulate the same scenario with BRuIT, the second reservation request (from
G to H) is refused because the nodes are aware that they will not be able to route as
much data. The reservation from D to F is then accepted. The results of this simulation are
presented on Figure 14. When the network accepts a bandwidth reservation, applications
can use this information because the bandwidth availability can be guaranteed.

Conclusion

In this paper, we presented the main features and some simulation results of our band-
width reservation protocol BRuIT for ad hoc networks. BRuIT allows accurate bandwidth
reservation by transmitting informations on the load of the radio medium.

Bringing to the mobiles the knowledge of the used bandwidth by the other mobiles that
may interfere with their transmissions allows the admission control procedure to be more
exact. When a bandwidth reservation request is accepted by the network, the application
has the guarantee that the bandwidth will be available as long as the route is valid.
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Fig. 14 – Simulation of the scenario of Figure 12 using BRuIT

The simulations showed that BRuIT generates few signaling overhead, has a positive
influence on transmissions delay by controlling the network congestion and reacts quite
fastly to the breaking of routes due to mobility. Moreover, it guarantees the rate of accepted
applications.

Nevertheless, much can still be done to improve our protocol. First of all, if NS is a
simulator widely used in the academic community, we need to do a real implementation of
BRuIT. Radio propagation models included in NS are quite good models for outdoor envi-
ronment but they are inaccurate for indoor propagation. Moreover, radio waves propagation
cannot easily be modeled by a software due to the complexity of the phenomenon.

We also have to find a way to identify interfering nodes more precisely. Actually, we
consider that two nodes distant of less than a certain number of hops can interfere. Ideally,
we should identify interfering nodes by the received signal power. Nevertheless, this can be
hard to do because a node cannot identify the transmitters outside of its receiving range.

Moreover, rebuilding routes is actually initiated by the transmitter of the flow but it
could be done locally where the route is broken. We also have to find a better way to route
best effort traffics which could skew our estimations on remaining bandwidth. Finally, as long
as we locally broadcast topologic information, we could use this information in a proactive
or a hybrid routing scheme.

Nevertheless, the first results obtained with BRuIT are encouraging and above all, they
confirmed that long distance interferences are a real problem for bandwidth reservation
schemes.
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