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Une méthode particulaire stochastique a poids aléatoires
pour le calcul de solutions statistiques
d’équations de McKean—Vlasov.

Partie II : vitesse de convergence de la méthode.

Résumé : Dans la premiére partie de cet article [7], nous avons proposé une méthode
particulaire stochastique pour calculer des solutions statistiques d’une équation de McKean-
Vlasov & condition initiale aléatoire, et nous avons empiriquement étudié sa vitesse de conver-
gence. Dans cette seconde partie, nous estimons la vitesse de convergence de notre méthode
en fonction du nombre de particules simulées et du pas de discrétisation en temps.

Mots-clés : méthode particulaire stochastique, équations de McKean-Vlasov, solutions
statistiques



A stochastic particle method with random weights 3

1 Introduction

In the first part of this work, we have considered a McKean-Vlasov equation in [0,7] x R
with random initial condition:

%(t,x,w) = 3. (ub(taxaw)p(tvwi)) + 3 22 ((uo(taxaw))Q p(t,x,w)) ,
p(oaxaw) = pO(wi)v (1)
ub(tvwi) = f]R b(xay)p(tvyaw)dyv

ue(t,z,w) = [go(z,y)p(t,y, w)dy,

where b and o are smooth and bounded functions from R? to R. For technical reasons we
have supposed that the possible initial conditions of (1) are parametrized by realizations
f(w) of a real valued random variable § with law v concentrated on a closed interval of R,
say [-1,1].

We have proposed a stochastic particle method to compute moments of the statistical solu-
tions of Equation(6), that is, e.g.,

(M10) . oy =B [ plt..w)f (@) @)

where f is a square integrable, Lipschitz continuous and bounded function.
The objective of this second part is to estimate the convergence rate of this method, in terms
of the number of simulated particles and the time discretization step.

Throughout this paper, we use the same notation as in [7]. We first recall the main result
of [7] and the construction of the particle method, which is founded on the representation
of (Mi(t) , f)r2m) as the expected value of a nonlinear stochastic process X.. The law of
this process is characterized as follows:

Theorem 1.1. Suppose that there ezists £ €]0,1[ and a strictly positive constant o, such
that

(i)
be Cite (R?), o € C2F° (R?) and, for any (z,y) € R?, o(z,y) > 0. >0. (3)
In particular, b and o are Lipschitz continuous in each of their variables with Lipschitz
constants uniform over R?.

Suppose also that the function ®a € [—1,1] — po(-,a) € L' (R) is a one to one application
such that

(ii) sup ”pO(-aa)“WQJ(]R) < 400,
a€[—1,1]

RR n® 4327



4 Talay € Vaillant

(iii) ®([-1, 1)) c C}** (R) N WL (R) and & (-1, 1]) is a set of probability density
functions,

(iv) @ is Lipschitz continuous for the norm in L* (R).

Then the stochastic differential equation (SDE)

dX; = Eb(x,X:)]|0]|z=x, dt+ Elo(z,X:)| 0] |z=x, dWs, t <T,
(Xo,0) with law [®(a)] (z)dz v(da), (4)
0 random variable independent of the Brownian motion W.,

has a unique weak solution. The law of this solution is Px (o) ® v(da), where X .(a) is the
weak solution of the SDE

{ dXt(a) = E( (.’I) Xt( )) |z Xi¢(a) dt+E( (ant(a)) |z Xi(a th7 (5)
Xo(a) with law [®(a)] (z)dz

Under the hypotheses of Theorem 1.1 and for any a € [—1,1], the McKean-Vlasov
equation

(20659 0 (0 ap(t.a) + s (uo(t2.0) plt.7,0)
p(0,z,0) = (z,a),

{ w(tza) = / b(z,y)p(t, y,a)dy, ©)
ua(t,x,a) = U(xay)p(tayaa)dy

\ R

has a unique density solution in C;*** ([0,T] x R) N C ([0,T], L? (R)). Moreover, for any
t € [0,T], p(¢t, z,a)dx is the law of X;(a). Thus, in view of Theorem 1.1 and Definition (2),

up(t,z,a) = Eb(z,X:) |0 =a], us(t,z,a)=E][o(x,X;)|0=a] (7
and
(My(t) , flramy = / / (t,z,a)f(x)dz v(da), (8)
= F* [f Xt

In order to develop a stochastic particle method to approximate E* [f (X;)], we approximate
the conditional expectations in the right hand side of (4) To this end, we use nonparametric
estimators ! defined from N independent copies (X : 91) , 1 <i < N, of the process (X., 0):

1For a discussion on the choice of these estimators, see Remark 4.1 in [7].

INRIA



A stochastic particle method with random weights 5

M
¢ if the measure v is discrete, that is, v = Z Debq,, we consider the regressogram esti-
=1
mator (see, e.g., Bouleau-Lépingle [1]):
N1 = ay)

Eb(x, Xt)|0=a4]zz

sV Tk = a£>b (z, X}) . )

e If the measure v has a density, we consider the two following estimators:

e the Nadaraya-Watson estimator (see, e.g., Hardle [3]):

Y G(6°-a)/hy)

E[b(z, X;)|0=a] ~ b(z, X)), (10)
Z: Yis1 G (6% — a)/hw)
where hy > 0 and G is, e.g., a Gaussian density,
e the approximate regressogram estimator:
N 1(6i=a o
Epb(z, X,)|0=a~) (" =2) b(2.%), (11)

=1 Yhes | (5'“ = a)

where 7 is a discrete probability measure approximating v and the (X i éi) , 1<

1 < N, are independent copies of the process (X’ ,é), weak solution of (4) with
initial law [®(a)] (x)dz D(da).

Thus, we get the particle system

L<i<h, d)ftjva = YLy b, XPM)dt + 00 o (XN, XPM)aw,
o Xy |t=0 = Xg,
(12)
where the (X§,6") are independent copies with common law [®(a)] (z)dz v(da) and
1(0° = 69
ES Nw—a)k (regressogram estimator) (13)
2= 167 = 6%)
if v is discrete, and
G((6°—67)/hn
(« )/hw) (Nadaraya-Watson estimator) (14)

Q5 = ;
e, G (67 = 6%)/hy)

RR n° 4327



6 Talay € Vaillant

or

1(6° = 67) . .
= ——————— (approximate regressogram estimator 15
N 1G5 ( ) (15)

Qs j

if v has a density.
Finally, the discretization of the SDE (12) by the Euler scheme with constant step At = T/ K
(tr = kAt, 0 < k < K) leads to the simulated particle system

—, N i [
X = +Zoz” X At+2a” DX (Wi, - wa)

X" = xi,

(16)
from which we deduce an approximation of the desired moments of the statistical solution

(My(T), ) 2wy = B f (Xr) Zf(_”v)- (17)

We aim to estimate the accuracy of the particle method (17). To this end, we introduce the
Euler scheme for the SDE (4)

Ytk+1 = ytk + up (tk,ytk,e) At + Uy (tk,ytk,e) (Wtk+1 - Wtk) s (18)
70 = X().

Considering NV independent copies 7?, 1 <4 < N, of the process X ., we split the convergence
error of the particle method into three parts:

D), Dy~ 2 31 (B = 0L, Doy~ B [ (%)
LB [ ()] - + ﬁ:f (Xr) 9
NZ( (X7) -7 (%))

In view of Equation (8), the first term in the right hand side of (19) is a time discretization
error. We estimate it in Section 2, owing to the results of Talay [6]. The second one is a
statistical error. Indeed, in view of the Strong Law of Large Numbers,

BB (1 (8] - £ 301 (7)<

f1l L (m)

Vi (20)

INRIA



A stochastic particle method with random weights 7

The last term is an error related to the propagation of chaos of the particle system (12). In
Sections 3 and 4, we estimate it successively for the three families of weights (13), (15) and
(14).

2 Discretization of the limit process X:

Proposition 2.1. Suppose that the hypotheses of Theorem 1.1 hold. In addition, suppose
that the functions b and o are in C;)HE (]RQ). Then, for any test function f € C'{)H'E (R),

|E” [f (X7)] - B [f (X1)]| < CAt.

The proof of Proposition 2.1 relies on the following technical lemma:

Lemma 2.2. For any a € [—1,1], let L¢ be the operator defined by
1
V6 € Cy (R), Lid(x) = Sus(t,z,0)¢" (@) + us(t, 2, 0)¢' ().
Then, for any function f € Ci* (R), the PDE

(T, z,a) = f(z) (21)

has a unique solution in the space ;¢ ([0,T] x R).
Moreover the mapping

a€[-1,1]— sup i <|

te[0,T] ;=1

{ Ov(t,z,a) + LIv(t,x,a) = 0,

D uy(t, -,a)” + ’

8£i)u(,(t, -,a)” + |

Bii)v(t, . a)HLOC(]R))

Le=(R) Le=(R)

18 bounded.

Proof. we only sketch the proof detailed in Vaillant [8]. As the functions b et o are in
C;t (R?), one easily checks that, for any differentiation of order ¢ < 4,

ag(ﬁq)ub(t, : a)H + |

sup  sup (| Bg(ﬁq)ua(t,-,a)HLm(R) < 4o0,

a€[—1,1] t€[0,T)

sup (”ub(tv '7a) - ub(sa '7a)||L°C(]R) + ”uo(tv '7a) - UJ(S, '7a)||L°0(R)) < Cvt — 8.

a€[—1,1]
(22)
Lemma 2.2 is then a consequence of Theorem 5.1.9 in Lunardi [4]: Equation (21) has a
unique solution v(¢,z,a) in Cf’4+€ ([0,T] x R) and

L>=(R)

(., -, @)l gza+e o rxmy < C N fllgare(my -

RR n° 4327



8 Talay € Vaillant

The constant C' is uniform in a owing to Inequalities (22). O

Proof of Proposition 2.1: For any a € [—1,1], let (X4, (a)),_, the process defined by the
Euler scheme, with constant discretization step At =T/ K, applied to the SDE (5).The law
of the process X. satisfies

Px = Px ) ®@v(da).

Consequently,

'l (Xr)] - E' [f (X)) = [ {BU (r(@)] - E[f (Xr(@)]}o(d0). (23

Thus we have to prove that, for any a € [-1,1],
\E[f (X1(a))] - E [f (Xr(a))]| < CAt,

with a constant C' independent of a.
By the Feynman-Kac formula, the solution of (21) defined by Lemma 2.2 is given by

v(t,z,a) = E [f (X%z(@))] )

where X% (a) is the Markov process whose generator is £¢ and such that X;*(a) = z a.s.
Hence,

Ef(Xr(a))— Ef (Xr(a)) = Ev(0,Xo(a),a) — Ev (T, Xr(a),a)

K
= Z [Ev (tk—1,X1,_,(a),a) — Bv (t, X4, (a),a)] .
k=1

From this representation of the discretization error, Talay [6] showed that
Ef(Xr(a)) — Ef (X1(a)) < C(T,a)At,

where a — C(T,a) is a sum of terms of the type a;“ub 6£j)u(, 6§k)v, 1,7,k < 4. We conclude
by using our Lemma 2.2. Estimate (23) is thus proved. O

We now give estimates for the third term of (19), namely

T3 (r(T) - (7)), 1)

depending on the choice of the random weights (13), (14) or (15).

INRIA



A stochastic particle method with random weights 9

3 Global error estimates for the stochastic particle sys-
tem with the regressogram estimator.

We distinguish two cases: the probability measure v is discrete, or it is absolutely continuous.
First, suppose that the measure v is discrete:

M
v=> piba, ar€[-1,1] VL< M, and as # an, if L #m, (25)
=1

and define the random weights «;; by (13).

Proposition 3.1. Suppose that the hypotheses of Theorem 1.1 hold. Moreover, suppose that
the functions b and o are in Cy+° (R?). Then

1 N
N2 F

Proof. Tt is convenient to rewrite the left hand side of (26) after having gathered particles
having the same initial law, that is, to split the particles system (12) into M independent
subsystems. To this end, set

C(M,N):={(c(1),...,¢(N)) e NV /V1<i <N, c(i) < M}.

X oM <o (N + M (At)’ ) (26)

We identify an element of this set and a random choice according to the law v. For any
¢ =(c(1),...,¢(N)) € C(M, N), define the processes X (c) and X~ ( ) by

(i

X1 (0) = X0, (&) 4w (1, X0, (), aeg) At + 1 (11, X5, (0), ey ) (Wi, — W)

Xo(c) with law [® (ac())] (2)da,

0is() = L) =)
I 7 S Tek) = @)’
X @ =X, 0+ At a0 (X3 (0, X5 ()

+ 0 ai()o (X3 0. X5 9) (Wi, - W) .

=1

X" (o) = Xy (o).

‘ (27)
Setting Ey(c) = {j € N,1 < j < N/c(j) = c(0)},0 = (6*,...0") and a, = (ac(1)s - - -» ae(w))>
we observe that

{NZ ‘th X

M

1 — N

M- E reewiy ¥ EfO-Te
c€C(M,N) £=1 jEE(c)

(28)

RR n° 4327
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10 Talay € Vaillant

Suppose to have proven that

. —j —4,N 2 1 9
Vi< M, Vj€ Ec), E [th(c) - X, (c)] <C (m + (At) ) . (29)

ZIQ

N , . M
E"{%Z\Y;—fz;“} < Y P@-q { 2 (14250 >2>}
i=1 c€C(M,N) =1

C{% +M(At)2}.

IN

Proof of Estimate (29).
For any ¢ < M and j € Ey(c), we have

E[X, ©-%" 0]
=B[X,0-X" )]

5, N —i,N —j 2
+ (A0 B |55 Lier o b (X0 (€ X5, (0)) = us(ts, X7, (0); acqoy)]

7N —i,N —j 2
HALE [ 5t Lien, 07 (X0 (0, X0 (€)) = o (t4, X7, (), (e
— =75, N , =i, N ]
+20tE [ (X3,(0) - X0 (0)) (5 Liemor b (Feae (). X0, () = ws(ti, Xar(e)s acn) )| -
(30)
Observe that, owing to Theorem 1.1 and Equalities (7),

up (t,2, ac(j)) = E [b (2, X¢ (ac(y))] and ue (8,2, 005)) = E [0 (2, X: (ac(s)))] -

Then, inserting E [b(x,fik (c))} =Xt (o 20d E [o(x,Yik (c))] =% (o) in Equality (30),
it comes: * *
_ —jN 2 . —jN 2
E[X),.©@-X 0] < (+canE[X, (- ()]
(31)
FCOALAL (G 1, e, ty) + CALAS (.1, ¢, 1),

INRIA



A stochastic particle method with random weights 11

with
2
) _ 1 4, N i, N <7 )
A, Lety) = E [mieg(c)b(&’“ (), X, (c)) -E [b(:c,th(c))] Izzygk(c)
2
1 —4,N —i,N 7 )
+E [ﬁE@(C) IE%:(C)U (th (), X4, (C)) -E [U(%th(c))] |E=Y§k(c)] .
. 2
AQ(]alv ¢, tk) = ‘E [b (l‘,th (G’C(J)))] |m:Yik(c) —-E [b(x’yik (C))] |$:sz(c)

) 2
+ Bl (X (@) | 0 ~F [1@ T 0] o

In order to estimate A;(j,1, ¢, tr), observe that the particles (Yf’N) Ere) have the same
1€EFEy(c
weight 1/ (§E,(c)) and the same initial law po (2, a.()) dz. Thus, using the symetry of the

particle system (Yf’N) By and the Lipschitz property of functions b and o, one shows
1€by(c
that (see, e.g., Sznitman [5])
AiGidet) <0 (B[00 -3 0] + (32)
Wb e = w72 O TiE©)
Furthermore, in view of Proposition 2.1,
Ao (.77 l? (& tk) < C(At>2 (33)
Owing to Inequalities (31), (32) and (33), we deduce Estimate (29) by induction. O

We are now in a position to estimate the accuracy of the particle method. This is a straight-
forward consequence of (19), (20) and Propositions 2.1 and 3.1:

Theorem 3.2. (Discrete case) Suppose that the probability measure v is of the form (25)
and that the hypotheses of Theorem 1.1 hold. In addition, suppose that the functions b and
o are in Cy ¢ (R?). Consider the particle system (16) with weights (13). Then, for any
function f € Ci1e (R),

2

B |(M(T), f) o) - %if ()| <c(F + M2

We now study the convergence rate of the particle method with weights (15).

RR n° 4327



12 Talay € Vaillant

Theorem 3.3. Let v a probability measure on [—1, 1] with density g and distribution function
V. We define the weights of the particle method by

QG5 =

where the independent random variables 6, 1 < i < N, have common law
1M
Uy = M;(S‘/—l(Z/M)7 M € IN.

Suppose that

(i) The hypotheses of Theorem 3.2 hold,

(ii) There exists o strictly positive constant g. such that

Va € [-1,1], q(a) > g. > 0.

Then, for any test function f € Cy ¢ (R),
2

v 1, iV M 5 1
E"™ <M1(T)’f>L2(]R)_N E f(XT ) SC(N-*-M(At) +W> .
1=1

Proof. Owing to Theorem 3.2, we already know that
2
E™

g () - 5 SO <0 (T ama0?)).

We thus have to prove that

2 C
‘(Ml(T)af>L2(]R) - EVMJ((XT)‘ < W
that is,
5 C
B f (Xr) = B f (X0)” < 375 (34)

Let X. (V='(y)) denote the solution of the SDE (5) with initial law [® (V~'(y))] (z)d.
Set

Fr(f, )y €01~ E[f(Xr (V7'(y))]-

INRIA



A stochastic particle method with random weights 13

As V is the distribution function of the measure v, one has
1 1M
E'f(Xr) - E™f(Xr) = [ Fe(fa)dy= 5 3 Fe(ft/M)
0 =1

Observe that, for any (y1,v2) € [0, 1]?,

Fr(fom) - Fr(fys) = /R £@) (0 (62, V) — p (82, V(1)) da,

where p (t,2,V '(y;)) is solution of the PDE (6) with initial condition ® (V'(y;)).
In view of Proposition 2.2 of [7], we know that the mapping

a € [-1,1] = p(t,-,a) € L' (R)
is Lipschitz continuous. Thus we deduce that
|Fr (f,y1) — Fr(f,y2)| £ C |V_1(?J1) - V_l(y2)| .

In addition, the mapping V! is Lipschitz continuous since

d ., ‘ 1 ‘
sup | =V~ (y)| = sup || < 1/¢s
y€[0,1] dy ) y€[0,1] Q(V 1(3/)) /
Consequently,
|Fr (f,y1) — Fr (f,y2)] < C'lyr — 92| (35)

Thus Estimate (34) readily follows from (35).

Remark 3.4. We can deduce from Theorem 3.8 that, in this case, the particle method
converges if

M
li — = i At)2 =0.
yim =0 and lim M(At)"=0

The first condition is natural: the measure vy, concentrated in M points, can be well ap-
prozimated by the empirical measure of (6*,...,0~) only if N >> M. The second condition
is o relationship between the time and space discretization steps, At and 1/M. It is implied
by M At = constant, which is o C.F.L. condition, implying the stability of the numerical
scheme.

4 Global error estimates for the particle system with the
Nadaraya-Watson estimator.

In this section, we suppose that the probability measure v is supported in [—1,1], and has a
strictly positive Lipschitz continuous density g. The weights a;; of the particle method are

RR n°® 4327



14 Talay € Vaillant

defined by (14):
_ G (-0
il G (67— 0%)

Q5

1
hn
We gather estimates for G is the following lemma.

where Gy (.) := —G (./hn), hy > 0 and G is a Gaussian density on R.
Lemma 4.1. One has
VNeN, Vz e R, E'Gn(0 — 2) < |lqllro<(m)» (36)

and .
Vz€R, E'Gy(z—0) > q. / G(2)dz. (37)
0

Moreover, for any Lipschitz continuous bounded real function ¢ on [—1,1] with Lipschitz
constant Lg, one has

/.

2
dz < C(LEhY + [I9lI3.Ta (), (38)

/ G (z — 2)d(2)dz — B(x)
R

where

1 i_l oo 2
To(N) = /_ 1 [ /_ " (G(2) + G(2)?) dz + / j (G() + G(2)?) dz] do. (39)

In addition,

2

1
Ta(N) < Chy and / / Gl — 2)d(2)dz — $(x)| dz < C hy. (40)
1R
Proof. Inequality (36) results from
1 —
E'Gy(0—1) = / e (x z) é(2)dz
-1 hN hN

= /IhN G(2)p(x — zhy)dz

z—1

3%

< G(2)¢p(x — zhy)dz.
R

Inequality (37) results from hy < 1.

INRIA



A stochastic particle method with random weights 15

Now observe:

/R Gz — 2)6(2)dz — d(x) = / e <i> 6@ —dz— | Gl2)o(z)dz

=1 \hy R
z+1 xz=1 40
hn N
= [ 616  #ha) - @)z — 6(a) [ [ e [
oY —oo i
Inequality (38) readily follows.
Finally, Inequality (40) follows from
+oo
Vz >0, / exp(—?)dr < Cexp(—2?).
O
Our next statement provides a propagation of chaos type estimate.
Proposition 4.2. Suppose that
(i) The hypotheses of Theorem 1.1 hold,
(ii) In addition, the interaction kernels b and o are in Cy° (R?), 0<e <1,

(iii) The sequence (hy) tends to 0 and Nlirilw log(N)/(Nh%) =0,
(iv) sup / xtpo(z,a)dx < +oo,

a€[-1,1] /R
(v) The probability measure v has a strictly positive Lipschitz continuous density q on

[~1,1].

Then there exist a strictly positive constant C independent of N and At, and an integer Ny
such that, for any N > Ny,

N

1 —i  —i,N|? 1
— E\X.-X7 < C| ——+ Vhn+ (A1) ].
N;ﬂj( g T\) < (_Nh?v Vi +( >>

Proof. Similarly to what we got in the proof of Proposition 3.1, for all indices i < N and
k < K we have

—i —i,N |2 —i  =i,N|2
E X —x th—X;kN‘ FOAL (AL Gy b)) + As(iy 1)), (41)

< (14 CAt)E¥

Te+1 tht1

RR n° 4327
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2
. v N —i,N —j,N v —1 i
Ar(isty) = E [zjzl aijb (th X7 ) —E [b(x,th) | a] |Z=Xik>]
2
L [ —i,N —j,N . —i ;
+ E [Z]‘_1 Q50 (th ink ) -FE [U(w’th) | 0] |m:7ik)] )
where 2'
As(iste) = ‘EV [b(anZk) | 9i] |z:7;'k) —E” [b(wjik) | 01‘] |w:7;'k)
' . L _ 2
+ ‘E” [o(2. Xi) 6] |, x: | —E” [a(x,th) | az] oxt )
In view of Proposition 2.1,
Ay (i, tr) < C(A1)?. (42)

We first consider A;(,t;). We insert b (Yik,ng) and use the Lipschitz property of b. As

N
V1<id, j<N, a;;>0 and Y ai; =1, (43)

=1
Jensen’s inequality and easy computations lead to

. —~i,N = R p—
Ay(ity) < C(E” X, -X, X, -Xj

]

+0 (B oo (%0, %))+ B [ o (X270 )])

2
v N
+E [Ej—l Qjj

o , 2 (44)
N, aij b (7;,7;) _E” [b(x,f;) | ai] |w:X:k)]

J#

+0E" |5

7

LR [zf; a0 (X, X1,) - B [0, X,,) | 0] |z_x;k>]2-

INRIA



A stochastic particle method with random weights 17

Set
g 1 & P —— P
N (t) = N;E X, -X,|,
1 & 2 2
8o (te) = NZ(E” [aiib(th7X )] LB [a“ (th,X )] )
=1
1 & -N i : 2
M) = 5B Y ay b (X0, X0,) — B o X)) 6] g, | -
i=1 i=1
) Lj#q ,
Aot) = DB Za” (%0 X0) - B o X0 1 0] |,
i=1
_j;aéz

In view of (41), (42) and (44) we finally get

SN (tk+1) < (1 + CAt) SN (tk)
+CAL (At + 8 (tr) + Ay (tr) + A, (1))

N .
i=1 g | -

The terms A, (t) and A, (tz) characterize the accuracy of the approximation of the regres-
sion functions E” [b(x,yzk) | 6° = a] and E¥ [o(x,yzk) | 6° = a] by the Nadaraya-Watson

estimator (10). Indeed, using results of Collomb [2] (we refer to Vaillant [8, Sec.4.3.3] for
the easy and lengthy modification of Collomb’s calculation?) and (38) one can check that

CAt 2 4
v [ |5 N _ i
T E (‘Xﬁk -x

Ay (te) + Ay (t )<C( + h3 +TG(N)>. (46)
In view of (40) we deduce
Ay (te) + Ay (tr) < C <— + hN) . (47)

The term

2Here the assumption that ¢ is Lipschitz is used in force.

RR n°® 4327
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characterizes the uncertainty on the initial condition of the PDE (6). Indeed, if the measure
v were a Dirac mass, all the weights «;; would be equal to 1/N and

1 Y SiN i P
NZE” (‘Xﬁ; - X3 Zaij>:SN(tk).
7j=1 =1

Suppose that we have shown the lemma 4.3 below. Owing to estimates (47) and (48),
Proposition 4.2 then follows from the induction (45). O

Lemma 4.3. Suppose that the hypotheses of Proposition 4.2 hold. Then there exists a
strictly positive constant C, independent of N and At, and an integer No such that, for any
N > NO:

N N
1 —i N =5 |2 1
6o (tr) + — E FEY (E ay; th —th ) SC(SN(tk)-Fi—FVhN) . (48)
N Jj=1 =1 V Nh%v

Proof. As noticed before, if the measure v were a Dirac mass, all the weights a,; would be

equal to 1/N. We thus naturally found useful to rewrite Zfil aj; in order to separately
estimate the different sources of fluctuation around the value 1:

1] - . )
i=1 i=1 %8) + E%ﬁt GN(0° - 0F) (49)
=t 14+ A1(j) + A2()) + A3(5) + Aa(j) + As5(5) + As(4),

INRIA



A stochastic particle method with random weights 19

with

N (Gh(E - )
mo) = B (P )

N Gn(0F — ) o [(GN(6 =)
Ax(j) = E (% +Q(0i)> o B ( q(0) )z:&j’

N

. 1 GN(HZ'—GJ') v GN(Qi—x)
A3(.7) = N —1 Z G(0) o —-E m 7
iz (N=Dhw +4(6") w—nix t40) /|,

, 1 Gn (6 — %) Gn (0 - 67)
A4(]) = Z - ] )
N -1 = o + BYGN (2 = 0) gt e + 4(6Y)
v
A5() 1 i Gy (6 —67) G (6° —67)
5 = - —
Nt iz Wt T EgN;; G (0 =05 ey T BV G (@ = 6) oo
al) - G(0) ) Gy (0)
N1 i + w Spm G (0 =05 2 + B G (@ = 0) Lo

Lt G (0) __ Gn(0)
N-1\ G20+ BvGy(a—0) loces  roes + 4(69)

1 Gn(0)

N_1%+Q(9j)

+

Under hypothesis (iv) of Proposition 4.2, the random variables X}, 1 < 4 < N have
moments up to order 4. Hence, since the functions b and o are bounded and the weights a;;
satisfy (43),

;14 N4
sup  sup (E” [th] + E” [Xt;cN] ) < +oo.
t,€[0,T] 1<i<N

RR n° 4327
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Hence we have

voE{ (o) F T

=1
= Sn(te)
| X 6 N P2
B (YA X=X )
7j=1 k=1
< Sn(te
1 & :
+CNZ E” |A, |+\/E” - Z\/EvAk
j=1
ik}

Estimate (48) then results from estimates (50), (51), (52), (54), (59) and (61) below. O

Estimate for the second moment of A;(j). We have

plant = [ 1 (90D) e

_ L | /}R Gy (@ — 2y (2)dz — Ty (@) | g(e)dz

IN

1

Il [ 1 [ @@= sz ~Tsu(o) P da.
-1

In view of Lemma 4.1 we conclude

EY | A1(j) P< C ha. (50)

Estimate for the second moment of Ax(j). As g is a strictly positive continuous
function on the compact set [—1, 1], there exists a strictly positive constant g, such that, for
any y € [—1,1], ¢(y) > g« > 0. Fix z € [-1,1]. We have

v [(Gn(0 — ) L[ Gn(—2) Y Gn(f — 1) G(0)
B2 -F|——"| = E 7
( 4®) ) (% + ‘1(9)> (q(G) (7% +a9) ) (N =1hw

E'Gy(6—2) G(0)
q? (N=1)hn"

INRIA
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In view of Lemma 4.1 we finally get
2
1 — —
paGp = [ | (20 - G0 e
1 q(9) Wi T 4(0) (51)
C

S N - D

Estimate for the second moment of A3(j). As the random variables §*, 1 < i < N,
are independent and identically distributed, we have

2

1 1 L Gua(z-—06Y) G (z — 6Y)
v -\ 12 _ v _ v
E" [ A;(5) |° = / E N—lgq(ei)+ G(0) E o ao || @)d,
2]

! (N-Dhn ) + N—Dhy

2
o Y Gn(z—0)
/_1 N—lE (q(é’)]j- Gl0) ) g(z)dz.

(N—Dhn

IA

For any z € [—1,1], one has

[ Gn(z-0) L (Gn(z—0)\>
F (q(9)+(N(i(1°))hN> = E( q(9) )

1y G2(zh_:vy)

= = 5~ q)dy,
1 hy () )
1 /%% G2(2)
= — dz
hny Jz=1 q(z — zhy)
kN
< HGH%Q(R)‘L'
B qx hy
Consequently,
C
EY | A5(5) P< ———. 52
| 3(])' _(N—].)hN ( )
Contribution of A4(j) to the convergence error. Setting § = (01, e ,GN), we have
3} N = , ' L =N i
E (XL =X ) = B (o) B [1 X5 =X, 2l)),

RR n° 4327
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since A4(j) is o (8)-mesurable. Moreover, owing to the boundedness of functions b and o,
hypothesis (iv) of Proposition 4.2 and (43), there exists a strictly positive constant C' such
that

WELW=LMMWSKlﬂ@ﬂ—ﬁﬁMSCM.

Hence we have

B (|44G) | X7 =X, ) < OB | A44()]. (53)
Then, as the random variables 8%, 1 < i < N arei.i.d,
B0 < OB\ 53 2 (G 57 an (o= 0] focer | LB O (2 = 0] oo =0 (0
L 1#]
[ Gy (91 _92) 2 1
< CFE" E'G -6 z=01 —q (0 .
< O G Gn T 7O (= O e = (01

In view of (37) it comes

1

E” |A4(5)] < 0%VA<RQW> E* [Gn (0" = 6%) |[[E"GN (2 — 6°)] |o=or —¢ (67)]],
= (@ [ 6@us) B E on (0 -60) 0] [ Cx (o)) acar 0 ()]}
< CFE* |[E"GN (x — 92)] le=o1 —¢ (91)| owing to Inequality (36) ,
< C’\/ﬁ owing to Lemma 4.1.

Therefore, in view of Inequality (53), it holds that

E ‘A4(9‘) (x7" - Xi’)z‘ < vy, (54)

Estimate for the second moment of A5(j). The term A;(j) measures the convergence
rate of the denominator of a;; towards its mean value:

Gy (0 — 67) _ Gy(0° —809)
(Nci(lo))hN + (N—ll)hN Zg;lz GN(el — Hk) 7(NC—¥(10))}1N =+ EVGN(.’IJ — 9) |z:0i
- N
Gy (0 — 67) 1 -
= v —7) | g ) g — S G0 -0
Dy(N).Da (V) E'Gn(z —6) |o=g (N—l)hN; ~( )|

k#i

INRIA
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where
G(0) 1 N .
DI(N) = (N—l)hN+(N—1)hN§GN(0 _ak)v
kAi
D2(N) = %-FEVGN(IE—G) |z:9i .

Owing to the lower bound (37), we see that D2(N) is bounded from below by a strictly
positive constant independent of N. This property does not hold for D;(N). We thus use
a localization argument by introducing the event

N
ﬁ 3 Gn(z—6%) — E'Gy(z —6)| > n(N,a)

k=1

We start by showing that there exists n(N,a) > 0 such that

N
1 k
v _ _ 14 —_ > < _
P N_lgazv(x 6%) = E"Gn(z = 0)| 2 n(N,a) | < 17, (55)
k#4
for all (N,a) € N x R}, and that
. . i log(N)
NEIEWU(N7G):0 if NLHEoo NIZ, =0. (56)

Indeed, the random variables
Yi(N,z) := hyGpn(z — 6%) — EYG (z —0%), 1<k <N,

are i.i.d. and bounded by 2 ||G|| ;= (g)- Then Hoeffding’s inequality implies

N
v 1 k v
P —N_lzlGN(m—G)—E Gy(z—80)| > n(N,a)

k=
k#i

N-1
= Ppv <| Z Yi(N,z) |> (N = 1)n(N, a)hN) ,
k=1

_ (N =1)(n(N,a)hn)?
< exp ( NG ) .

RR n° 4327
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Hence Inequality (55) and limits in (56) hold for

log N
_ 2
n(N,a) = \/2||G||Lm(m)a(N TR

We are now in a position to estimate the second moment of A5(j). For z € [-1,1] and
a >0, set

B N.a) = {ul | 5t S Gnla - @) — B* Gl - 0) < V. )}
As(j, x) = G(0) Gnle— &) G Gtz —0)

Wi + e D G =05 o + B G - 6)

As n(N,a) tends to 0 when N tends to infinity, we have, for N large enough,

1
n(N,a) < %q*/ G(2)dz.
0

Thus, in view of (37) we have

on the event E(z, N,a). Therefore,

E* {| As(j,2) I” I(E(z, N, a))}

v j 1 Y k v i
< CE’{ Gn(z —6) mZGN(gc—e )— E'Gn(z —6")
e
(57)
We then distinguish two cases:

e j = i: as the random variables 6% are independent and the sum on]%/y concerns sub-
scripts different from 4, the random variables Gy (z — 6") and b=t Gy(z—0F)—
ki

INRIA
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FEY [Gn(x — 0)] are independent. Thus,

E"{| As(i,z) | 1(E(z,n,N))} < E"[Gy(z—6")]

N(x —6%) = EY [Gn(z —0)]

Mz

E;i
< CE'[Gy(z—6")]. mEV (G (z - 0)],
P
- (N-DRy

e j # i, we isolate the term G y(x — 6') from the rest of the sum. A computation similar
to the case j = ¢ leads to

Eu{l A5(j,$) |2 ]I(E(mvnvN))} S c (Nil%v + (N—11)2h?\7) :

Finally, it comes

C
NB3®

On the other hand, roughly bounding G by 1/hy and then A5(j,z) by CN and using (55),
we have

B {| 45(j,2) P I(E(2, N, a))} < (58)

C
E” | As(y <
| 5(]7 ) | Nh2
for a and n(V,a) suitably chosen and any j < N.

Observing that the constant C' does not depend on z € [—1,1], we conclude

C
Nh%,~

B | 45(j) P'= 5 / B | 45(j,2) |? g(a)de < (59)

N —
1#]

Estimate for EY [Ag(j)]° and & (tx). These two terms concern the interaction of a
particle with itself. For the first term of Ag(j) we observe that it looks like A5(j) except
that the numerator is constant and of order 1/hy; for the two last terms, we use Lemma 4.1

and get
1 1 1
B | 44(j) < C (— n —) <20 (—) | (60)
Nend, TN, N

RR n° 4327



26 Talay € Vaillant

Moreover, as the random variables (7;,,0") , 1 <1< N,areiid,,

o) = %3 (B o n (R T 4B oo (T TL)]).
i—1
= E¥ [anb(Yik,Yik)]Q + FE¥ I:allo-(ﬁmﬂy‘zk)]Qv

(Bl ey + 1712 ez ) B[]

1 1
a1l — —— |+ ——-
U N1 "N

IA

CFE"

IA

Proceeding as in the preceding steps we get

8o (tk)sc*(% (ﬁﬂ/ﬁ) +ﬁ) (61)

We can finally estimate the accuracy of the particle method. This is a straightforward
consequence of (19), (20), (47), Proposition 2.1 and Lemma, 4.3:
Theorem 4.4. Suppose that the hypotheses of Proposition 4.2 hold.

Then there exists an integer Ny such that, for any N > Ny and any test function
feCH (R), 0<e<1,

2

N ,
E* (M\(T), f)r2my — %Zf (Y;N)
=1

JNIA,

gc(#+\/ﬁ+(m)2>_

5 Conclusion.

We have constructed an original and efficient stochastic method to compute moments of
statistical solutions of McKean-Vlasov equations, and we have analyzed the convergence
rate of the method. Several extensions should be studied in the future, for example: first,
the cases of non smooth interaction kernels and, in particular, the cases of Burgers and
Navier-Stokes equations; second, the use of random weights other than ours, for example
weights resulting from conditional expectation estimators using wavelets.
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