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Abstract: The level of security of an iterated block cipher is mainly quantified in terms
of resistance against known attacks. In particular the resistance against the two main
generic attacks, the linear and the differential ones has been formalized in terms of “provable
security” which lies on some properties of the confusion functions used in the system. It
demands especially that these functions have a high nonlinearity. However such a property
implies in the case of almost bent functions, that the Walsh spectrum is divisible by a high
power of 2. We show how this provides a new upper bound for the degree of the product
of Boolean components of an almost bent function. This result leads to a higher order
differential attack on any 5-round Feistel cipher using an almost bent function as a round
function. We also show that it is precisely the origin of the weakness of MISTY1 allowing a
7-th order differential attack.
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Faiblesse des chiffrements par blocs utilisant des
fonctions hautement non-linéaires

Résumé : La sécurité des chiffrements itératifs par blocs s’exprime essentiellement en termes
de résistance contre des cryptanalyses connues. D’ol le concept de “sécurité démontrable”
dérivé de la formalisation des propriétés que doit vérifier un systéme résistant aux deux
principales attaques génériques que sont la cryptanalyse différentielle et la cryptanalyse
linéaire. Dans ce cadre, les fonctions de confusion utilisées dans le chiffrement doivent étre
hautement non linéaires donc au mieux presque courbes. Or, ces fonctions sont caractérisées
par un spectre de Walsh divisible par une grande puissance de 2. Cette propriété permet
de trouver une borne supérieure, pour le degré de la fonction de chiffrement globale, qui
croit plus lentement que le calcul a priori le laisserait supposer. Cette particularité utilisée
dans une cryptanalyse différentielle d’ordre supérieur permet d’attaquer tout chiffrement de
Feistel & cinqg tours. Elle est également a ’origine de la faiblesse de MISTY1 autorisant une
attaque différentielle d’ordre 7.

Mots-clés : chiffrement itératif par blocs, cryptanalyse différentielle d’ordre supérieur,
fonction presque courbe, fonction booléenne, spectre de Walsh, MISTY1
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1 Introduction

This paper focuses on a large class of symmetric block ciphers called iterated block ciphers.
In such a cipher the ciphertext is obtained by iteratively applying a keyed function, called
the round function, to the plaintext. The underlying idea of this construction is that many
iterations of a cryptographically weak round function is expected to lead to a cryptograph-
ically strong encryption function. The development of cryptanalysis in the last ten years
has led to the definition of some design criteria for iterated block ciphers. These criteria
correspond to some mathematical properties of the round function. Especially, the use of
a highly nonlinear round function ensures a high resistance to linear attacks [24, 25]. The
functions with maximal nonlinearity are called almost bent. They only exist for an odd
number of variables, but they also guarantee the best resistance to differential cryptanaly-
sis [8]. Such functions are used for instance in the block cipher MISTY [26]. Here, we show
that these optimal functions present some particular properties which introduce other weak-
nesses in the cipher. This vulnerability comes from the fact that all values occurring in the
Walsh spectrum of an almost bent function are divisible by a high power of 2. Most highly
nonlinear functions of an even number of variables present a similar structure, except the
inverse function. Such a spectral property for a round function F' leads to an upper bound
on the degree of the function F o F which grows much slower than deg(F)2. Therefore, any
iterated cipher using an almost bent function may be vulnerable to a higher order differential
attack [20, 18], even if the round function has a high degree. This weakness leads to a new
design criterion for iterated block ciphers: the Walsh spectrum of the round function should
contain at least one value which is not divisible by a higher power of 2. The S-box used in
AES is the only known highly nonlinear function which fulfills this requirement.

The paper is organized as follows. Section 2 recalls the basic structure of an iterated
block cipher, the principle of a last round attack completed by the cases of the differential,
linear and higher order differential attacks. Section 3 deals with the properties derived from
the divisibility of the Walsh spectrum. Section 4 describes a higher order differential attack
on any 5-round Feistel cipher. The last section is a generalization of an attack on MISTY1.

2 Cryptanalysis of iterated block ciphers

To define an iterated block cipher more formally, we consider a family (Fy)rex of permuta-
tions of the set of n-bit words, F7, indexed by a value k € K where K is called the round
key space. The encryption function of the iterated block cipher with block size n, with r
rounds and with round function Fj, is the keyed permutation of F7 defined by

mi:Fki(mi—l) for 1<i<r,

where x( is the plaintext and z, is the ciphertext. The vector (ki,...,k,) is called the
key and its components are the round keys. The round keys may be derived from a unique
master key which is shorter than the concatenation of all round keys.

RR n° 4367



4 Canteaut & Videau

master key
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o —» F » F —» -+ —» F —»2r
plaintext ciphertext
r rounds

Figure 1: Iterated block cipher

2.1 Last-round attacks

Most attacks on iterated block ciphers are divide-and-conquer techniques which recover the
last round key k,. from the knowledge of some pairs of plaintexts and ciphertexts. The other
round keys (ki,...,k,—1) (or the entire master key) may then be recovered either directly
from k, (e.g. by exhaustive search) or one after another by successively applying the last
round attack on the cipher obtained by removing the last round. In a last round attack,
we consider the reduced cipher, i.e., the cipher obtained by removing the final round of the
original cipher. The reduced cipher corresponds to the function

Gky,yo kpy) = Frp_y 00 Fy.

The key point in a last-round attack is to be able to distinguish the reduced cipher from
a random permutation for all possible values of the first (r — 1) round keys ki,...,kq—1.
Some information on k, can be recovered by applying a discriminator to all functions

Hy :zo — F, Y(zy) = F, ' (Fr, 0 Gy, o1y (0)) , k€K

(k describes here the set of all possible values of k). If the guess k matches the actual
last round key k;, then F~ ! inverts the last encryption round and Hj, corresponds to the
reduced cipher. On the contrary, when k is a wrong guess, we get

Hk:Fk*loFkroFkT_lo...oFk1 .

Since it essentially corresponds to the reduced cipher followed by two more encryption
rounds, this function is supposed to act like a random permutation. This assumption is
called the hypothesis of wrong-key randomization [13, 21].

Now, we give a more formal description. We refer to [13, 17] for a detailed presentation
of last-round attacks.

Definition 1 Let P,, denotes the set of all permutations of F3 and let F be a subset of P,.
A discriminator for F with respect to a subset (z1,...,2n) of FY is a function

INRIA
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D: (FR)N — F,
(y17“‘7yN) = D(y17“‘7yN)
for which there exists € > 0 such that

| Pricr [D(f(21),..., f(zn)) =1] = Prrepp, [P(n(z1),...,7(zn)) =1] | > e.

7 €g P, means that 7 is a randomly chosen permutation of F7. The formula above shows
that a discriminator is a function which allows to distinguish the subset of the permutations
corresponding to the reduced cipher from a set of randomly chosen permutations.

Now, the existence of a discriminator D for the family of reduced ciphers,

G ={Gi, k= (k1,... . k1) €K1}

with respect to a set (z1,...,zx) leads to a last-round attack. The discriminator D should
satisfy the hypothesis of fixed-key equivalence, i.e., it should return the same value for almost
all reduced ciphers in G [13, 14, 21]. This hypothesis obviously holds when the round key is
introduced by addition, i.e., Fi(z) = F(z + k). This situation occurs in many ciphers, like
DES, AES... The last-round attack derived from D is as follows:

Algorithm 1
INPUT: (c1,---,¢Nn), the N ciphertexts corresponding to the plaintexts (x1,...,ZN)-
OuTPUT: A set of candidates for the last-round key k,.

Forallk e K
For i from 1 to N do y; — F,;l(ci)
If D(y1,...,yn) =1 then return k.

The attack requires the knowledge of IV pairs of plaintexts-ciphertexts. Its average cost
is #K x (NTg-1 + Tp), where #K is the size of the round key space, Tp is the average cost
of the discriminator and Tr-1 is the average number of operations required for evaluating
F ! Notice that the costs of the most commonly used discriminators are proportional to N.
If the attack returns several round keys, it can be repeated with another discriminator.

2.2 Basic properties of Boolean functions

Several specific properties of the reduced cipher may yield a discriminator. Now, we define
some basic notions related to Boolean functions, which appear in the most commonly used
last-round attacks.

A Boolean function f of n variables is a function from F¥ into F». It can be expressed

as a polynomial in x4, ... ,x,, called its algebraic normal form:
n

[Ty, ... 20) = Z Qy (H:Li‘) .
u€F3} i=1

RR n° 4367



6 Canteaut & Videau

The degree of f, denoted by deg(f), is the degree of its algebraic normal form, i.e.

d = t(u).
egf ueFI;ILl,aZ(u;éow (u)

where wt(u) is the Hamming weight of u.
Differential and higher order differential attacks involve the derivatives of the reduced
cipher.

Definition 2 [23] Let F' be a function from F§ into F%. For any a € F, the derivative of
F with respect to a is the function
D,F(z) =F(z +a)+ F(x) .
For any t-dimensional subspace V of Fy, the t-th derivative of F' with respect to V is the
function
DyF=D,D,,...D,F
where (a1,... ,a;) is any basis of V.

Linear cryptanalysis has concern with the Walsh spectrum of the reduced cipher. In the
following, the usual dot product between two vectors z and y is denoted by z - y. For any
a € F§, ¢, is the linear function of n variables: z — « - z.

For any Boolean function f of n variables, we denote by F(f) the following value related
to the Walsh (or Fourier) transform of f:

F(Hy =Y DI =2"—2ui(f),
z€FY}
where wt(f) is the Hamming weight of f, i.e., the number of 2 € F¥ such that f(z) = 1.

Definition 3 The Walsh spectrum of a Boolean function f of n variables is the multiset
{F(f +pa)a € F3} .

The Walsh spectrum of a vectorial function F' from F% into F3 consists of the Walsh spectra
of all Boolean functions ¢, oF : x — a-F(z), a # 0. Therefore, it corresponds to the multiset

{f(SOaOF—HPﬁ): QEFQ\{OLﬂEFQ} .

Definition 4 The nonlinearity of a function F from F§ into F} is the Hamming distance
between all p, 0o F,a € FY, oo £ 0, and the set of affine functions. It is given by

1
n—1 —
2 2E(F) where L(F) = aErl'r‘liai({O} ﬂné%?;(' |F (oo o F + ¢5)] -

In the following, we focus on three classes of last-round attacks: differential cryptanal-
ysis, linear cryptanalysis and higher-order differential cryptanalysis. There are some other
attacks on iterated block cipher. For example, a last-round attack can be performed when
the reduced cipher, seen as a univariate polynomial in Fa- [X], is close to a low-degree poly-
nomial [16]. But, the mathematical nature of the property exploited by the latter attack is
different.

INRIA
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2.3 Differential cryptanalysis

Differential cryptanalysis was introduced by Biham and Shamir [2]. It can be applied
when the reduced cipher has a derivative which is not uniformly distributed. More pre-

cisely, assume that there exist two nonzero elements ¢ and b in F% such that for any
k= (kla s 7k7'—1)a

#{x € F}, D,Gx(z) =b} ~ A,

for a large integer A. This property leads to a discriminator D for G with respect to any
subset of (z2i,Z2; + a)o<i< n/2 Where (£2;)o<i<n/2 is a set of N/2 randomly chosen elements
in F§ and N > jjl.

. . . AN

D((yosy1s---» Y20, Y2i41,---)) = 1 i #{i, 1 <i < N/2, yo; + yaip1 = b} = 2n+1”
. . . N

= 0 if#{i, 1 <O N/2, yoi +y2ins = b} = ooy

It follows that a cipher is resistant to differential cryptanalysis if the reduced cipher is
such that, for any k € K"~! and for any nonzero a in F%, the output distribution of
x — D,Gy(z) is close to the uniform distribution. A necessary security condition is that
the round function satisfies this property; it may be a sufficient condition for some ciphers,
e.g. for Feistel ciphers [31]. Therefore, the round function Fj, of an iterated cipher should
satisfy the following requirement: for any k € K,

6p, = (%% #{z € F}, Fi(z + a) + Fj(x) = b}
should be small. As the number of solutions z € F% of D, Fj,(z) = b is even (because zy is
a solution if and only if z¢ + a is a solution), we can deduce:
Proposition 1 [31] For any function F from FY into FY, we have

op > 2.
In case of equality, F' is said to be almost perfect nonlinear (APN).
Note that the terminology APN comes from the general bound
bp > 27"

for a function from F1J* into F%, where the functions achieving this bound are called perfect
nonlinear functions [28]. Such functions only exist when m is even and m > 2n [29].
The definition of APN functions can be expressed in terms of second derivatives:

Proposition 2 A function F from F§ into F} is APN if and only if, for any nonzero
elements a and b in FY, with a # b, we have

D,DyF(x) #0 for all z € FY .

RR n° 4367



8 Canteaut & Videau

All known APN functions are functions of an odd number of variables. Actually, it is
conjectured that, for any function F' from F7 into F} with n even, we have

op > 4.

This statement is proved for some particular cases, most notably for power functions [3, 9].

2.4 Linear cryptanalysis

Linear cryptanalysis exploits the existence of a linear combination of the n output bits of
the reduced cipher which is close to an affine function [24, 25]. Let us assume that there
exists two nonzero elements a and b in F§ such that for any k = (k1,... ,kr—1)

|7 (a0 Gk + o) = A,

for a large integer A. This property leads to a discriminator D for G with respect to any

subset(z1,...,2zn) of randomly chosen elements:
N
AN
— ; YitbTi| A
D(yla-'-ayN) = 1if |izzl(_]‘)ay H = 9n
N
= 0 if |) (=1)*¥trTi~0.

1

o
Il

The security criterion corresponding to linear cryptanalysis is that all functions ¢, o Gk,
a # 0 should be far away from all affine functions. Therefore, a necessary condition is that

1
all Fj, k € K, have a high nonlinearity, i.e. a high value for 2"~ — §£(F)
Proposition 3 [33, 8] For any function F : F§ — F2,

n+1

LF)>272 .
In case of equality F is called almost bent (AB).
For a function F from F% into F%, we have
L(F)>2%

where the functions achieving this bound were called bent functions in [29], as a generalization
of the famous Boolean bent functions.

The minimum value of £(F') where F is a function from F% into F% can only be achieved
when n is odd. For even n, some functions with £(F) = 25 *! are known and it is conjectured
that this value is the minimum [11, 32].

A particular property of almost bent functions is that their Walsh spectrum is unique.

Proposition 4 [8] The Walsh spectrum of an almost bent function F from F% into F§ takes
the values 0 and £2°% only.

This property implies that any almost bent function is almost perfect nonlinear, but the
converse is false.

INRIA
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2.5 Higher-order differential cryptanalysis

Higher-order differential cryptanalysis was introduced by Knudsen [20]. It exploits the fact
that the reduced cipher Gy has a constant t-th derivative. Assume that there exists a
t-dimensional subspace V' C F2 such that for any k = (k1,... ,k,._1) we have

Dva =cC (1)

where c is a constant which does not depend on k. In accordance with definition 2, we have
for any subspace V' [23]

DyF(z) =) F(x) for all z € F} ,
zeV

where the above sum is an addition over F5. Then, we derive the following discriminator for

G with respect to the set (zg,...,22:_1) of elements of any coset of V', 2o +V with 29 € F}:
2t
D(y1,...,y2x) =1 if and only if Zyi =c.
i=1

Then a basic higher order differential attack can be described as follows:

1. Select a random plaintext o € F} and get the ciphertexts ¢, corresponding to all
plaintexts zo + v, v € V.

2. Compute ¢ with the reduced cipher using any round keys (e.g. k1,... ,k.—1 = 0).
3. For each candidate round key 70\, compute

0(/15) = Z Fg_l(cv) .

zeV

Any key ¥ for which 0(75) = c¢ is a candidate for the last round key. If the attack returns
several round keys, it could be repeated for different values of xy. The running-time of the
attack corresponds to #K - 2! evaluations of F~! where #K is the size of the round key
space and t is the dimension of V. It requires the knowledge of 2¢ chosen plaintexts.

The main problem in this attack is then to find a subspace V satisfying (1) and having
the lowest possible dimension. A natural candidate for V' arises when the degree of the
reduced cipher is known.

Definition 5 The degree of a function F' from F% into F3 is the mazimum degree of its
Boolean components:

deg(F) = max, deg(pe; o F)

where (ey,... ,e,) denotes the canonical basis of FY.

RR n° 4367



10 Canteaut & Videau

Actually, we have

Proposition 5 [23] Let F be a function from F¥% into F§ of degree d. Then, for any
(d + 1)-dimensional subspace V C F%, we have

DyF(z)=0 forallxzeFy.

Note that the dimension of the smallest subspace V satisfying Dy F = 0 may be smaller
than deg(F) + 1. Since

r—1
Jax deg(Gr) < (% deg(Fk)) ;
it follows that a cipher is vulnerable to higher-order differential cryptanalysis when its round
function has a low degree. This property was used by Jakobsen and Knudsen [18] for breaking
a cipher example proposed in [31], whose round function is a quadratic AB permutation.
However, this condition is not sufficient and a stronger requirement on the round function
will be exhibited in the following.

All three properties involved in differential, linear and higher-order differential attacks
are invariant under both right and left composition by a linear permutation of F% [30].
Then, they only concern the confusion part of the round function.

3 Divisibility of the Walsh spectrum and degree of a com-
posed function

In this section, we focus on the degree of a function F' o F where F and F’ are two mappings
from F¥ into F. We show that the trivial bound

deg(F' o F) < deg(F") - deg(F)

can be improved when the values occurring in the Walsh spectrum of F' are divisible by a
high power of 2. This situation especially occurs when F' is an almost bent function (see
Prop 4).

Definition 6 The Walsh spectrum of a function F from FY into F' is said to be 2¢-divisible
if all its values are divisible by 2¢. Moreover, it is said exactly 2¢-divisible if, additionally,
it contains at least one value which is not divisible by 2¢+1.

The divisibility of the values occurring in the Walsh spectrum of a function F' provides
an upper bound on its degree. As a direct consequence of [6, Lemma 3|, we obtain the
following bound:

Proposition 6 Let F be a function from F3 into FJ'. If the Walsh spectrum of F is 2¢-
divisible, then deg(F) <n — £+ 1.

INRIA
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The i-th Boolean component of F’ o F' can be expressed as f'(Fi(z),... ,F,(z)), where

f' is the i-th Boolean component of F' and (Fi,...,F,) denote the Boolean components
of F. Using the algebraic normal form of f', we can write this function as Z H F;(x)
J jeJ

where each product involves at most deg(f') Boolean components of F'. We deduce that the
degree of F' o F' cannot exceed the degree of a product of deg(F") Boolean components of F'.

Now, we focus on the Walsh spectrum of the product of some Boolean functions. We
use the following lemma.

Lemma 1 Let fi,..., fr be k Boolean functions of n variables, with k > 0. We have

k

FY =20 1]+ Y (AL @)

i=1 Ic{1,...,k} icl

Moreover, for any nonzero o in F%, we have

k
FO fitea)= >, EMF(] fi+ 0a) -
i=1

Ic{1,...,k} icl

Proof.

e We first prove Relation (2) by induction on k. It obviously holds for k£ = 1. For k = 2,
we have

wt(fi + f2) = wt(f1) + wt(fa) — 2wt(f1f2) ,

leading to (2). Now, we suppose that Relation (2) is satisfied for all 1 < k, and we
want to show that it holds for (k¥ + 1) functions. We have

k+1 k k

FO_ ) =FO £+ F(frsr) = 27O fi) frgr) + 27
i=1 i=1 i=1
By applying the induction hypothesis to fi,... fr and to fi fr+1,--- fr fk+1, we obtain
k41
FO_f) = 277 [E0F+1]+ 0 >0 (T FE(L ) + Flfern)
i=1 IC{1,...,k} i€l
20 [(=DF 1]+ > CYE] fifer) 27
Ic{1,... .k} iel
A (CS VAR S | D DR ) b 2( | PO

ICc{1,...,k+1} iel

RR n° 4367
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Theorem 1 Let fy,...
for any subset I of {1,... ,k} we have

e Now, we consider a nonzero element « in F}. For any Boolean function f, we have

from (2):

F(f +¢a) = F(f) + Flpa) = 2F(fpa) +2" = F(f) = 27 (foa) + 2" .

Therefore, we have

Now, Relation

F(f +¢a)

k k k
FO_ fitoa) =FO_ £i) —2F_ fipa) +2" .
=1 =1 =1
(2) applied to fi,-..., fr,pa leads to
[+ 1] + Flea)+ D, (=Y E(] £

IC{1,...,k} iel
+ Y (TF] fiea)
Ic{1,...,k} iel
()R 1]+ YT (=2 l}' I ) —27(] fiee) ]
IC{1,...,k} el el

P ]+ Y (-2 "'I[fﬂwa”nl
}

IC{l,....,k iel

k
gn—1 [(_1)k+1 + 1] +2n71 lZ(_mz(f)]

i=1
+ Y (2ME]T i+ va)
Ic{1,...,k} iel
Y MFEQL fi+ )
IC{1,...,k} iel

<

Using the previous relation between the Walsh coefficients of the sum of k Boolean
functions and the Walsh coefficients of their product, we obtain:

, fr be k Boolean functions of n variables, with k > 0. Suppose that

Vo € Fy, }'(Zfi + ¢o) = 0 mod 2° .
il

Then, for any I C {1,...,k} of size at most £, we have

VYo € Fy, f(H fi + ¢a) = 0 mod 26+ 11 (3)
i€l

INRIA
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Therefore,
deg(J[ f) <n—t+11].
i€l
Proof.
We prove Relation (3) by induction on the size of I. The result obviously holds for |I| = 1.
We now assume that (3) holds for any I with |I| < w and we consider a subset I C {1,... ,k}

of size w + 1. From Lemma 1, we have for any a € F}

(2" F(J[ fi+ ) =FO_fitea)— >, (=207 'F(] £ + ¢a) mod 2 .

icl iel JCI,J#£I jed

From induction hypothesis, we derive that

(=2 F([ fi + ¢a) = FO_ fi + 9a) mod 2° .

el i€l

Therefore, we have

f(H fi + o) =0mod 267 .
il

The upper bound on the degree is a direct consequence of (3) and Proposition 6. 3

By applying the previous theorem to the Boolean components of a mapping F' from F7 into
F%, we derive the following corollary.

Corollary 1 Let F be a function from F3 into F} such that its Walsh spectrum is 2¢-
divisible. Then, the degree of the product of anyt Boolean components of F is at most n—{+t.
Therefore, for any function F' from F% into F}, we have

deg(F' o F) <n —{+ deg(F') .
As a consequence, when F' is an almost bent function, we obtain
, n—1 ,
deg(F' o F) < —— + deg(F") .
The result presented in Corollary 1 was already proved for the particular case of power

functions. Here, we identify F§ with the finite field with 2" elements, Fa». In this context,
any function F' from F} into F} can be expressed as a unique univariate polynomial in

m—1
Fan [X], F(X) = Z a,X". The degree of F (in the sense of Definition 5) is given by
u=0
deg(F) = ma;go wa(u), where ws (1) denotes the number of ones in the 2-adic expansion of u,
Uy A

RR n° 4367



14 Canteaut & Videau

n—1
U= E u;2°. The case of power functions is of great interest since all known highly nonlinear
i=0
mappings are equivalent to some power functions z — x* over Fan. Now, if we write F” as
2" 1

a univariate polynomial F'(X) = Z a, X", we obtain for F : x — z°® that F' o F(z) =

u=0
m_1
Z a, X ™0d(2" 1) Therefore, deg(F' o F) < max, wo(us mod (2" — 1)). This bound
u=0 i
is related to the divisibility of the Walsh spectrum of F' by the following proposition [4,
Coro. 2|. The result is directly derived from McEliece’s theorem which provides the weight
divisibility of a cyclic code [27]. We refer to [7, 4] for the link between cyclic codes and

power functions.

Proposition 7 Let F : © — z° be a power function over Fan. Then, the Walsh spectrum
of F is 2t-divisible if and only if, for any integer u, 1 < u < 2" — 1, we have

wa(us mod (2" — 1)) <n — £+ wa(u) .

4 Cryptanalysis of 5-round Feistel ciphers using highly
nonlinear functions

We now focus on 5-round Feistel ciphers. In a Feistel cipher with block size 2n, the round
function is defined by
F,: FpxF; — F3 x Fg
(L,R) ~— (R,L+Sk(R))

where Sk is a function from F3 into F} called the confusion function. In the following, L;
(resp. R;) denotes the left part (resp. right part) of the output of the i-th round.

In a 5-round Feistel cipher, the right part of the output of the third round, R3, can be
derived from the ciphertext (Ls, R5) and the last-round key:

Rz = Rs + Sy, (Ls) -

Moreover, when we consider any plaintext (z,co) whose right part is a given constant cy,
R3 can be computed from x by only two iterations of the confusion function :

Rs(z) =z + c1 + Sk, (co + Sk, (z + 1))

where z stands for the left half of the plaintext and ¢y, ¢; are some constants.
When the Walsh spectra of all functions Sy, are 2¢-divisible, we can apply Corollary 1.
Then, we obtain the following upper bound for the degree of R3:

deg(R3) <m—£+ max deg(Sy)-
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Plaintext
LO RO
k1
¥
S
ko
Ly ; R
<§S<
Lo ks Ry
gs<
Ls b
S Bs
ks
¥
L4 S R4
Ls l Ry

Cliphertext

Figure 2: A 5-round Feistel cipher

Let § = min(r}fla’%( deg(Sk)> + 1,m — £+ 1+ max deg(Sk)), if we consider the attack
ce ve

described in Section 2.5, we have exhibited a new attack on the last round key with average
running-time of #K -2, where #K is the size of the round key space. This attack is feasible
as soon as § < n.
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16 Canteaut & Videau

Algorithm 2

INPUT: (L;, R;)1<i<as: the ciphertexts corresponding to the plaintexts (x;,co)1<i<2s,
where ¢y is any fized element of F} and (x;)1<i<2s is a 8-dimensional subspace of FY}

OuTPUT: A set of candidates for the last-round key ks.

Forallk e K
For i from 1 to 2° do y; «— R; + Si(L;)

If Zfil y; =0 then return k.

For example, if all Sy, are almost bent, a higher order differential attack can be performed

n+1 . . . .
—5 i.e., when Sy is an almost bent function of maximum

degree. A similar situation occurs when S is a function of an even number of variables
which has the highest known nonlinearity, £(S;x) = 22%!. All known functions satisfying
this property are equivalent to one of the power functions given in Table 1 (or to one of their
inverses) [11].

except when max deg(Sk) =
€

‘ exponents s ‘ condition on n ‘ divisibility ‘ ‘
an-1 1 n =0 mod 2 22 [22]
2F +1, with ged(k,n) =2 and k < 2 n = 2 mod 4 23 +1 [12, 30]

2%k — 2% 4+ 1, with ged(k,n) =2,k <2 | n=2mod 4 25 +1 [19]
25 425 +1 n =2 mod 4 25 +1 [10]
25 +22 141 n =2 mod 4 23 +1 [10]

n/2
22““, with ged(k,n) =1,k < % n =0 mod 4 2% [11]

i=0
2% +2% 41 n =4 mod 8 2% [11]

Table 1: Known power permutations x® on Fon, n even, with the highest nonlinearity and
exact divisibility of their Walsh spectra

All optimal functions for n even are such that their Walsh spectra are divisible either
by 2% or by 2211, except the inverse function whose Walsh spectrum is exactly 4-divisible.
If the Walsh spectrum of the confusion function Sy, is 22 *!-divisible, then deg(Sk) < n/2.
Therefore, the attack is always feasible. When the Walsh spectrum of Sy is 2% -divisible, the
attack can be performed except if deg(S) € {n/2,n/2+ 1}. These results are summed up
in Table 2 (general case).

It is also possible to improve this attack when the round key in the Feistel cipher is
inserted by addition, i.e., Sp(z) = S(z + k). In that case, we obtain the following expression
for Rj3:

R3(z) =z +c1+ S(co+ ks + S(z + c1 + k2)).
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Weakness of Highly Nonlinear Confusion Functions 17

function Sy | divisibility General case
differential order ‘ feasibility
n odd 2"+ ntl 4 max deg(Sk) except for
€

L(Sk) = 2" deg(Sk) = "T‘H
n even 25 +1 24 max deg(Sk) always feasible

L(S) =25+ 2% 241+ max deg(Sk) except for

deg(5,) € (3.2 +1)

Table 2: Higher order differential attack on a 5-round Feistel cipher using a highly nonlinear
confusion function Sy, : general case

Let G be the function defined by G : z — S(ks + co + S(z + c1 + k2)) and let G' be
defined by G' : x — S(ks + co + S(z)). Then, we know that deg(G') < n — £+ deg(S). The
expression of G' shows that the terms containing the constants ¢y or k3 are the result of the
product of at most (deg(S) — 1) Boolean components of S. Thus, their degree is at most
n—~L+deg(S)—1. We then deduce that the terms of maximal degree in G’ are independent
of the constants. In particular we have for any subspace V of dimension (n — £ + deg(95)):

Va € F}, DyG'(a) = z G'(a+v)=c
veV

where c is independent of any kind of constants. We can see that G is obtained by translating
G', so we have:

Va € FZ, ZG(a—k’u): ZG'(a+v+c1+k2):DvG'(a+c1 + ko) =c.
veV veEV

The constant ¢ can be computed, for example, with the null value for all the subkeys.
The above attack requires 27 ¢+4¢9(5) pairs of plaintexts-ciphertexts and 227~ ¢+des(S) eya]-
uations for the function S. It can be performed for any almost bent function S (see Table 3).

The inverse function is very specific in this context (see Table 1). Its Walsh coefficients
F(pq o F + ¢p) are all the values which are divisible by 4, such that

|F(pao F+ )l <28+ [22].

Therefore its Walsh spectrum has the smallest possible divisibility for a permutation of F7,

n even. Moreover, it is proved that z — 22" 7' is the only power permutation of Fan (up
to equivalence) whose Walsh spectrum is exactly 4-divisible [15]. Thus, the inverse function
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18 Canteaut & Videau

function § | divisibility Sk(z) = S(z + k)
differential order ‘ feasibility
‘ n odd ‘ 255 H 2=l 4 deg(S) ‘ always feasible ‘
n even 25+1 2 — 1+ deg(S) | always feasible
L£(S) =235+ 2% 2 4 deg(S) except for
deg(S) =% +1

Table 3: Higher order differential attack on a 5-round Feistel cipher using a highly nonlinear
confusion function S: case where the round keys are inserted by addition

is the only confusion function which is optimal with respect to all resistance criteria; it
opposes the best resistance to differential, linear and higher order differential attacks. This
function is used in the new block cipher standard AES.

5 Higher order differential cryptanalysis on a generaliza-
tion of MISTY1

MISTY is a model of block ciphers designed by Matsui in 1997 [26]. It was proposed in two
variants, MISTY1 and MISTY?2, the former being the object of this study. More precisely,
M’1, the version of MISTY1 reduced to 5 rounds and without FL functions (linear roud
functions) is “provably secure” against both differential and linear crytanalysis, therefore
the background of the attack is this simplified version of the algorithm. Indeed, in [34] it is
shown that M’1 can be attacked with a 7-th order differential. Moreover in [1] the attack
is extended to the case where any almost bent power function of degree 3 on F} is used for
the S7-box. In this section we extend the use of this higher order differential attack to a
generalization of the algorithm M’1 where the block size becomes variable and whose value
is 16m bits, instead of the original one of 64 bits. In this generalization, we show that the
weakness of M1 is due to the use of an almost bent function as a round function.

5.1 The M’1 algorithm

The cipher M’1 is depicted in Figure 3. In the following z¢ and z; are the left and right
halves of the plaintext. Similarly, (x;1+1,%;) denotes the intermediate value after ¢ rounds.

Notation 1 Let v be a 16m bit word. We denote by u”, u®, ul*, uf*, respectively the
left and right halves of u and the k left and right most bits. The || symbol stands for the
concatenation of two binary words.
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Weakness of Highly Nonlinear Confusion Functions 19

16m

Figure 3: The 5-round Feistel cipher M’1 with equivalent key schedule

The cipher uses both following functions. The “zero-extend” function is defined by:
E: Fim! — F2m+l
(ula"' 7u2m71) = (ula"' 7u2m71;070)
and the “truncate” function by:
T: F3mt - Fy!
(w1, u2myr) = (U1, ,U2m—1)-

The nonlinear part of the cipher consists of two permutations, So,,—1 and Sa, 1 respec-
tively defined over Fosm-1 and Fysm+1. In the original cipher, we have Sy(z) = A(z®') over
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20 Canteaut & Videau

Fy7 where A is an affine permutation and and Sy is a quadratic almost bent permutation
over Fyo.

5.2 The general principal of the attack

Let V be the (2m —1)-dimensional subspace of plaintexts of 16m bits whose form is (Ogm+1 ||
|| Og,n) where x is in F2™~!. T denotes the subspace such that V x W = Fi6™. We are
interested in ciphering plaintexts whose form is:

(O6m+1 Il 2 || Osm) + (wo || O2m—1 || w1)

P w

where P € V and w is a fixed constant in W.
We now consider the function Gk defined as follows:

. 2m—1 2m—1
GK . F2 — F2

Lom—
x -z

To sum up the higher order differential attack proposed in [34], with m = 4 and the
original S7 and Sy boxes, we can say that the 7-th order derivative of G with respect to
V is a constant independent from the secret key K:

Yw e W, ZGK(;U-HU):C. 4)

T€V

Here, we show and explain how this property can be generalized to different block sizes.
First, we give the exact expression of xf“‘l.

5.3 The detailed structure of z,>"
5.3.1 Expressions of FO; and FI;; outputs
fAs shown in Figure 4, for FO;(z;) we have:

[FO,(II},)]L = FI,'Q((L‘?,K,’Q) + FI;; (.’L’{’,Kﬂ) + .’L‘ZR

[FO(z:))¥ = FIig(FLy(zF, Ki) + o, Kiz) + [FO;(z)]*
and FIzJ(h) :

1: 52m+1(hl’2m+1 + Kz'jl)
2: Sam_1(hfrm—1 4 K;ja)
31 Somi1 (Samir(hE2m+1 + Kij1) + E(RE, 1) + Kij3)

At the end we obtain:

[Ffij(h)]f;m_l = Som-1(Afem=t + Kijp) + T 0 Samyr (RP2m+t + Kijy) + hfem—
[FLj(R)] ™ = Somy1 (Semar(hEom+ + Kij1) + E(hfom=1) + Kijs)
+E ([FI;(n)]")
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Ki1

FIil(sz,Kil)

K2

FIis(zf Kiz)

K3
FI3(FIix(z] Ki1)+zf,Kis)

!

FO;(z;)

FI;;(h)

Figure 4: Transformations in details

The following paragraph is devoted to the calculus of mfzm‘l

constants.

. ¢; will denote any kind of

5.3.2 The first round
zo = FO1(x ,.K +xo=( ¢ C Tr—+Co).
2 1( ! 1) 0 (\3-/ “ \i./ ” W—()

a4m 2m+1 2m—1

5.3.3 The second round
z3 = FO2 (22, K2) + 21 = (p || A) + 71,

RR n° 4367



22 Canteaut & Videau

with:
po= [FOu(22,K3)]" = Flyn(al, Ky) + Floi (ak, K1) + ot
Fly(cr || x +co) +est+ (e1 || ¢+ co)

c3llz+ca

where Floy (22, Ko1) + 2l = cst + (c1 || z +co) = (e3 ||  + ca).

X = [FO3(w3, K2)]" = Flos(cs || & + ca) + Flza(er | o+ co) + (s || o + cq).
On the other hand, we have:

[Flxy(c ||z + Co)]Lzm_1 = Som—1(x +co+ Koaa) + T 0 Sopyi(c1 + Koor) + 4+ ¢o
= Som_1(xz+c¢5)+x+ e,
hence:
prom=t = Som_ 1 (T +c5) + 2 + o ;
By the same way we obtain:

[Fls(cs || z + 04)]L2m_1 = Som_1(@+cs+ Kasza) + T 0 Sopyi(cs + Koz1) + 4+ ¢4
= S2m—1($+c7) +.Z'+Cg,

hence:
/\Lzm_l = ng_l(ib' + C7) + SZm—l(x + 05) + C1o-
We also have:

[Flxn(cr ||z + Co)]Rszr1 = Som+1 (S2m+1(c1 + Ko91) + E(x + ¢o) + Kao3)
+E 0 Sam—1(x +¢s5) + E(z) + E(cs)
= Somt1(E(z) +c11) + EoSom_1(z+¢5) + E(x) + c12
[Flxs(cs ||  + 04)]R2m+1 = Som+t1 (S2mt1(cs + Koo1) + E(x + ¢4) + Kaaz)
+E o Som-1(z +¢7) + E(z) + E(cs)
= Somt1(E(z) 4+ c13) + E o Sop—1(x + ¢7) + E(2) + c14,

which leads to the following expressions for g®2m+1 and A\fem+1:

uR2m+1 = S2m-|—1 (E(SE‘) + C11) +FEo ng_l(ib' + 65) + C15
Aamir = Gy (B(x) +c13) + Eo Som_1(z +¢7) + E(x) + c14
+Som+1 (E(z) + c11) + E o Som—1(x + ¢5) + E(x) + c12 + E(x) + E(c4)
= Somt1 (E(z) +c13) + E 0 S 1(x + ¢7)
+S2m+1 (E(Z‘) + 611) + FEo ng,1(33' + 05) + E(.’L’) + C16.-
So the final result is:
po= (Sem—1(z+cs)+x+co |l Somer (E(x) +c11) + E o Sam_1(x + ¢5) + c15)
A= (Som—1(@+cr) + Som—1(z+c5) + cro || Soms1 (E(x) + ¢13) + E 0 Sopp1(x + ¢7)
+S2m41 (E(x) + c11) + Eo Sop_1(x +¢5) + E(x) + ¢16) -
As zz3 = (p || A) + z1, we have

xz3 = (p+cir || A+ cas).
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5.3.4 The third round

We are interested in a:f““l, the (2m — 1) most left bits of z4. If we note ~ the left half of
FOs; output, we want to determine y*2m-1,

v =[FOs(23)]" = FIsn(A+ c18) + FIsi (1 + c17) + A + cs.

and
[Fls(p+cir)]*mt = Sopor(pfem-1 + cff"“l + Ka12)
. +T o Szm+1(ﬂL2’”: + 01L72m+1 + K311) + pfem-1 4 cff”‘l
[FIis(A +c18)]*™ " = Som_1(AB2m—1 + 3™ + K399)
+T o S2m+1()\L2m+1 + cf82m+1 + K321) + )\Rgm_l + cfs2m_1’
so we have:
,)/L2m—1 — 'u’Rzm—1 + )\RZm—l + /\Lzm—1 + c19 +To S2m+1(,UfL2m+1 + 020)

+T 0 Sommi1(AL2m+1 + €91) + Sam—1(p2™=1 + c22) + Som—1(AB2m=1 + ¢a3).

Lom— Lom— .
As 2,27t = ylem—1 4 4?1 e obtain
——

=cst

Z’me_l _ uR?m—l +)\R2m—1 +AL2m—1 + oy +T°S2m+1(NL2m+1 +620)

L R R (5)

+To S2m+1()\ ZmAl | (221) + Szm_1(/L Zm-1 622) + S2m—1()\ 2m—1 623).
where

,u,LZ'"_1 SQm_l(.CL' + 65) + T+ ¢y

)\Lzm_1 = ng_l(ib' + C7) + ng_l(ib' + C5) + C1o

pfemst = Sy i (E(@) +c11) + Eo Samo1(z + ¢5) + c15

)\Rzm+1 = ng+1 (E(:U) + C13) +Fo ng_l(:v + 67)

+Samt1 (E(z) + c11) + E 0 Sapm—1(x + ¢5) + E(z) + c16-

where all ¢; are some constants depending on the round keys.
5.4 The analysis of the degree of z,°™
The aim of our study is to determine the degree of the Boolean components of xf“‘l, and

to show that it is not as high as we can think at first.

We restrict our study to the case where Sa,,41 is a quadratic function, as in the original
cipher. We assume that the almost bent permutation Sa,, 1 can be written as Sam_1(z) =
L(z¢) where L is a linear permutation. We denote by d the degree of Sa,,,—1 and we assume
that 2d < 2m — 1, i.e., that the degree of S5,,_1 differs from the highest possible degree for
an almost bent function over F'g’m—l. These conditions obviously imply that we can neglect
the terms T o Sopy1 (E2m+1 + ¢99) + T 0 Samp1 (AE2m+1 4 ¢91) in (5) for a (2m — 1)-th order
differential.
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Notation 2 We denote by [F|q the terms in the algebraic normal form of F whose degree
are at least d.

-1

It appears that the terms of degree 2m — 1 in :cf“‘ correspond to

I:-Z_f2m—1j|2m71 _ [Sszl(lﬁmm_l + 022)] om_1 T [S2m71(AR2m—1 + C23)]2m_1 .

5.4.1 Terms of highest degree in Sy, 1(A\f2m-1 + ¢53)

We first consider the terms of highest degree in Sa,, 1(Af2m=1 + ¢23). We make a change of
variable, since we consider all z € F3™~!. Then,

[Som—1 (A= + c3)]am -1 = [S2m—1(9(2))]2m 1

Som—1(x) + S2m—1(x 4+ c28) + T 0 Somy1(E(x) + c29) + T 0 Somi1(E(x) + ¢30)
+x + c31
= DiyySom-1(x) + A(z, c29, c30,C31) ,

<

~—~
8

~—
I

where all terms of A have degree at most 1. Therefore, all terms of Sa,,—1(g(z)) correspond
to the product of 81 components of D, S2m—1 and of B2 components of A(z,cag,¢30,C31)
where 31 + 82 = d. The degree of such a term is then lower than 8;(d — 1) + (d — (1) as
deg(D;ysSom—1) < d —1. When f; = d (and then §; = 0), this term corresponds to a
product of derivatives with respect to csg. Hence it has the same value on = and x + cag for
all z € F2™! and it cannot have degree 2m — 1. Therefore, the degree 2m — 1 can only be
obtain for 8; < d — 1. In such cases, the degree admits the upper bound (d — 1)% + 1. It
follows that Sa,,—1(g(x)) have degree at most (2m — 2) if

d<1++v2m—-2.
Note that this condition is satisfied by the original parameters (m = 4 and d = 3).
5.4.2 Terms of highest degree in Sy, _;(uf2m-1 + ¢35)
Now, we apply a similar treatment to Sa,,_1(u®2m-1 + co5), where
pRemtt = Sy i1 (BE(@) + e11) + E o Sam—1(z + ¢5) + 1.
We also make a change of variable. Then,
[Sam-—1 (1™ + 22)lom 1 = [S2m—1(8())]2m 1

with
t(.CL') = Sszl(.’ﬂ) +To 52m+1(E(.CIL') + 625) + Co6-
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Moreover, the explicit writing of the almost bent power function Sa,—1(z) = L(z°) leads
to:
L7Y(t(x)) = 2° + Q(z) + A(w, c25, ¢26)

where @) contains quadratic terms only and A affine or constant terms (since cz5 and cog
only appear in linear or constant terms).

In [1], Babbage and Frisch give the following explanation for the 7-th order differential
attack on the original cipher: the only way to obtain a term of degree 7 in Sap,—1(¢(z)) with
d = 3 is to multiply at least two terms of degree 3 of L~1(¢(z)) and another term. But, the
terms of degree 3 in L™ !(#(z)) come from the almost bent function S7, and they observe
that the product of any two Boolean components of S7 has degree at most 5 [1, Fact 2].
This observation is a direct consequence of Corollary 1. Thus, the maximum degree that we
can obtain is at most 7.

More generally, all terms in [S2,,—1(t())],,,_; are the result of the product of 3; terms
from z¢, (B2 terms from @Q(x) and B3 terms from A(x,cas,c26), with f1 + 02 + 03 = d. In
other terms, we can write them as: 2°* - 222 - 23 - ¢ where A1, Ay and A3 are integers lower
than 22™~1 and verifying ws(A1) = B1, w2(A3) < B3 and w2(A2) < 285 as Az is the sum of
(o integers whose 2-weights equal 2. Such a term depends on a constant only if 83 # 0. Its
degree is then:

(1%} ((6)\1 + >\2 + Ag) mod (22m71 — 1))

and the attack could be done as soon as ws ((eA1 + A2 + Az) mod (22m 1 —1)) < 2m — 1.
Now, we derive from Proposition 7

1U2((€A1 + )\2 + A3) mod (22m71 — 1)) S UJ2(€A1 mod (22m71 - 1)) + ’le(Az) + UJQ(Ag)
< (m—1)+pB1+2B2+ B (6)
< (m—1)+d+p (7)

as 1+ B2+ B3 =d.

Such a term depends on the constants only if 83 > 1. We then have 8 < d — 1. But the
terms including a high value for 32 (82 > d—2) correspond to one of the following particular
cases:

e Case 31 = 0. Then, we have 82 + 83 = d. We deduce that

wa((eA; + Az + A3) mod (2271 — 1)) ws(Ae + A3 mod (221 — 1))

< 284+ 33<52d—B3<2m -3

since O3 > 1. Note that this completely solves the case 82 = d — 1.
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e Case B =1 and B2 =d— 2. As wa(A\1) = w2()A3) = 1, we have \; = 2% and A3 = 2.
Therefore,

w2((6)\1 + )\2 + A3) mOd (22m_1 _ 1)) = w2(2ie + )\2 + 2.7 mOd (227)1—1 _ 1))
wa(e + Ay + 2% mod (2*™ 1 — 1))

wa(e) + w2 (Ay) + 1
d+(d-2)+1<2m-3.

IA N

Both previous situations include the case 82 > d — 2. Now, for any 82 < d — 3, we derive
from (7) that

wa((edr + Ao + A3) mod (221 —1))<m—-1+2d-3.
This upper bound cannot exceed (2m — 2) as soon as

m+3
d .
< 2

This study emphasizes that for any block size 16m, with a Sa,,+1 box of degree 2, the
cipher is vulnerable to a higher order cryptanalysis of degree 2m — 1 as soon as the degree d
of the almost bent function S,,,,_1 satisfies

3
d < min(1 4+ v2m — 2, %) .
The condition required by the first bound is clearly the most restrictive one, since it does
not exploit the almost bent property. For any Sa,,_1 of degree 3, the cipher is vulnerable
when m > 4 and for Ss,,,_; of degree 4 when m > 6. The attackable degrees are classified
in the following table.

| m | block size | attackable degrees |
3 48 d<2
4 64 d < 3 (original parameters)
5 80 d<3
6 96 d<4
10 160 d<5

Then, our study points out that the property of high divisibility of the Walsh spectrum
of the confusion function is at the origin of the vulnerability of such a cipher. This property
leads to the following new design criterion: the Walsh spectrum of the confusion function
should contain at least one value which is not divisible by a higher power of 2.
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