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Abstract
These seminar notes constitute the proceedings of a seminar devoted to the analysis of
algorithms and related topics. The subjects covered include combinatorics, symbolic com-
putation, probabilistic methods, and average-case analysis of algorithms and data structures.

This is the tenth in our series of seminar proceedings. The previous ones have appeared as INRIA
Research Reports numbers 1779, 2130, 2381, 2669, 2992, 3267, 3504, 3830, and 4056. The content
of these annual proceedings consists of summaries of the talks, usually written by a reporter from
the audience.? The primary goal of the seminar is to cover the major methods for the average-
case analysis of algorithms and data structures. Neighbouring topics of study are combinatorics,
symbolic computation, asymptotic analysis, probabilistic methods, and computational biology.

The study of combinatorial objects—their description, their enumeration according to various
parameters—arises naturally in the process of analysing algorithms that often involve classical
combinatorial structures like strings, trees, graphs, and permutations. Beside the traditional topics
of combinatorics of words and algorithmics on words, over the years an increasing interest has
been given in the seminar to biological applications of combinatorics. Symbolic computation, and
in particular computer algebra, plays an increasingly important role in these areas. It provides
a collection of tools that allows one to attack complex models of combinatorics and the analysis
of algorithms via generating functions; at the same time, it inspires the quest for developing ever
more systematic solutions and decision procedures for the analysis of well-characterized classes of
problems. Our seminar shares a large part of its audience with ALEA, a working group dedicated to
the analysis of algorithms and to the analysis of properties of discrete random structures. This year’s
workshop, ALEA’2001, started with a series of short courses on various aspects of probability and
enumerative combinatorics. It was decided to include lecture notes for the courses in the seminar
proceedings.

The thirty-one articles included in this book represent snapshots of current research in the areas
mentioned above. A tentative organization of their contents is given below. Three ALEA lecture
notes follow.

PART I. COMBINATORICS

Sand piles are integer partitions that can be obtained from a column of grains by moving grains
from left to right according to a specific set of rules; their enumeration for several models is attacked
in [1]. The abelian sand-pile model is a different, 2-dimensional model, with an underlying group-
theoretic structure; several algorithms to determine the identity of this group, which presents fractal
aspects, are considered in [2]. The “s-tennis ball problem” is a combinatorial model of a tennis

lPartially supported by the Future and Emerging Technologies programme of the EU under contract number
IST-1999-14186 (ALCOM-FT).

2The summaries for the past nine years are available on the web at the URL http:// algo.inria.fr/seminars/.
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player who receives s (labeled) new balls at each of his services. The problem of the enumeration of
all orders balls may be served is explored in [3] together with a generalization in which several balls
are served simultaneously. The classical coupon-collector problem is extended in [4] to the case
where the collector shares his harvest with other members of his phratry. In a different direction,
effective manipulations of sums is a very active research topic. An old method by Mac Mahon
for the evaluation of sums over indices constrained by linear homogeneous diophantine inequalities
and equations is revitalized in [5] and given an algorithmic status. Another intriguing type of
expansions of g-series is the topic of [6] and is another example of combinatorics that received
recent nice symbolic developments. A combinatorial problem on permutation statistics is solved by
computer algebra calculations in [7].

[1] Enumeration of Sand Piles. S. Corteel.

[2] On the Group of a Sandpile. D. Rossin.

[3] The Tennis Ball Problem. D. Merlini.

[4] Hyperharmonic Numbers and the Phratry of the Coupon Collector. D. Foata.

[5] Mac Mahon’s Partition Analysis Revisited. P. Paule.

[6] Engel Expansions of g-Series. P. Paule.

[7] Eulerian Calculus: a Technology for Computer Algebra and Combinatorics. D. Foata.

PART II. ANALYSIS OF ALGORITHMS AND COMBINATORIAL
STRUCTURES

Probalistic methods are at the heart of the analysis of several combinatorial structures or pro-
cesses on combinatorial structures: the asymptotic shape of “large” random partitions is studied
in [8]; the covering time of random walks on graphs satisfying self-avoiding properties is addressed
in [9]; various tail bounds for occupancy problems are derived in [10], with applications to the
determination of the conjectured satisfiability threshold in the random k-sat problem. Dynami-
cal systems are a different approach used in [11] to analyse parameters of the data structure of
Patricia tries. Pattern matching methods and their analysis are surveyed in [12]. More recent
is the interest of our seminar to biological applications of combinatorics, and in particular to the
crucial problem in genomic analysis of distinguishing “biologically significant” signals in sequences
from those that are part of the ground noise. This problem has been discussed in two talks this
year, both from the biologist’s point of view [13] and from the combinatorial point of view [14].
NP-hard problems cannot be solved exactly and efficiently at the same time, and polynomial-time
algorithms for these problems can only return approximate solutions. A general method to design
polynomial-time approximate algorithms for solving such problems is described in [15], together
with a survey on applications. Scheduling loads between n agents trying to achieve a global goal is
a difficult task; the case when no communication is allowed between agents is studied in [16].

[8] Asymptotics for Random Combinatorial Structures. A. Dembo.
[9] Random Walks and Heaps of Cycles. Ph. Marchal.
[10] Tail Bounds for Occupancy Problems. P. Spirakis.
[11] Patricia Tries in the Context of Dynamical Systems. J. Bourdon.
[12] New and Old Problems in Pattern Matching. W. Szpankowski.
[13] Genome Analysis and Sequences with Random Letter Distribution. M. Termier.
[14] Random Sequences and Genomic Analysis. A. Denise.
[15] The Primal-Dual Schema for Approximation Algorithms: Where Does It Stand, and Where
Can It Go? V. Vazirani.
[16] Distributed Decision Making: The Case of No Communication. P. Spirakis.

ii



PART III. COMPUTER ALGEBRA AND APPLICATIONS

After integers, whose long-studied question of factorization is surveyed in [17], the most funda-
mental data structures in computer algebra are (sorted) polynomials and series. Fast algorithms
for them are discussed in [18] in the univariate case, and in [19] in the case of multivariate series.
Effective manipulations of sums by a counterpart for recurrences to the theory of differential forms
are described in [20]. A new linear algebra algorithm for matrices with entries in skew rings is
presented in [21], and has many applications to the solving of linear ordinary differential equa-
tions. Examples of Hamiltonian systems are considered in [22], which is a showcase for algorithms
to solve linear ordinary differential equations. Two talks discuss effective methods for control the-
ory, a new topic in the seminar: effective tests to capture structural properties of control systems
are described in [23], leading to Grobner basis calculations, while series expansions and Newton
iteration are used in [24] to address the question of observability.

[17] Thirty Years of Integer Factorization. F. Morain.

[18] Variations on Computing Reciprocals of Power Series. A. Schénhage.

[19] Fast Multivariate Power Series Multiplication in Characteristic Zero. G. Lecerf.

[20] A Tutorial on Closed Difference Forms. B. Zimmermann.

[21] Transformations Exhibiting the Rank for Skew Laurent Polynomial Matrices. M. Bronstein.

[22] A Criterion for Non-Complete Integrability of Hamiltonian Systems. D. Boucher.

[23] Effective Algebraic Analysis in Linear Control Theory. A. Quadrat.

[24] Effective Test of Local Algebraic Observability — Applications to Systems and Control
Theory. A. Sedoglavic.

PART IV. PROBABILISTIC METHODS

Brownian motion is a central tool in probability. The area under a variant, the reflected Brow-
nian bridge, is analysed in details in [25]. Brownian motion can be viewed as the limit of some
simple random walk on integers. Two talks study other kinds of random walks: conjectures on
the frequence of visits of points in a planar random walk are proved in [26]; random walks on
groups are viewed in [27] from the point of view of probability theory, statistical physics, ergodic
theory, harmonic analysis, and group theory. A model of queues is studied in [28], together with
a link to random matrices. The information-theoretic problem of source coding had already been
considered in great generality over the past years in the seminar, the key question being to analyse
the redundancy of a source; in [29], different models for redundancy are detailed, and a general-
ized Shannon code is introduced in order to solve the minimax redundancy problem for a single
memoryless source.

[25] Reflected Brownian Bridge Area Conditioned on its Local Time at the Origin. G. Louchard.

[26] Cover Time and Favourite Points for Planar Random Walks. A. Dembo.

[27] Introduction to Random Walks on Groups. Y. Guivarc’h.

[28] Random Matrices and Queues in Series. Y. Baryshnikov.

[29] Information Theory by Analytic Methods: The Precise Minimax Redundancy. W. Sz-
pankowski.

PART V. ASYMPTOTICS AND ANALYSIS

Linear functional equations and their special functions solutions are a common denominator
to various topics addressed in the seminar—combinatorics, the analysis of algorithms, computer
algebra. Two talks in this year’s seminar are analytic studies of some properties of solutions of linear

functional equations: connection formulae for a g-analog to the Bessel function equation are derived
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in [30], generalizing the asymptotic expansion of the Bessel J, functions; the Borel summation
technique is used in [31] to recover convergent representations for everywhere divergent formal
power series solutions to some “irregular singular” problems coming from differential equations.

[30] On Jackson’s ¢-Bessel Functions. C. Zhang.
[31] On the Convergence of Borel Approximants. D. Lutz.

PART VI. ALEA’2001 LECTURE NOTES

General algebraic methods to solve combinatorial enumeration problems with nice decompos-
ability properties are described in [32], where a central role is played by generating functions.
The modern view of combinatorial analysis also makes enumerative generating functions its central
objects: the singularity structure of the latter, now regarded as analytic functions of the complex
variable, contains all information essential to the asymptotic enumeration of the combinatorial ob-
jects. The basics of this approach, nowadays known by the name of analytic combinatorics, are
introduced in [33]. Connections between Brownian motion and related processes (meander, bridge,
excursion) on the one hand, and combinatorial objects like Dyck words, trees, bi-sorted permuta-
tions, combinatorial and algorithmic problems like hashing and the parking problems on the other
hand make the partial review of the numerous properties of Brownian motion proposed in [34] very
welcome.

[32] Enumerative Combinatorics: Combinatorial Decompositions and Functional Equations.
M. Bousquet-Mélou.

[33] Symbolic Enumerative Combinatorics and Complex Asymptotic Analysis. Ph. Flajolet.

[34] Aléa discret et mouvement brownien (Discrete Randomness and Brownian Motion). Ph.
Chassaing.

Acknowledgements. The lectures summarized here emanate from a seminar attended by a com-
munity of researchers in the analysis of algorithms, from the Algorithms Project at INR1A (the
organizers are Philippe Flajolet and Bruno Salvy) and the greater Paris area. The editor expresses
his gratitude to the various people who have actively supported this joint enterprise and offered to
write summaries. Thanks are also due to the speakers and to the authors of summaries. Many of
them have come from far away to attend a seminar and kindly accepted to write the summary. We
are also greatly indebted to Virginie Collette for making all the organization work smoothly.

The editor,
F. CHYZAK
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Enumeration of Sand Piles

Sylvie Corteel

PrisM, Université de Versailles - Saint-Quentin-en-Yvelines (France)
October 16, 2000

Summary by Michel Nguyén-Thé

Abstract
Sand piles are integer partitions that can be obtained from a column of n grains by moving
grains from left to right according to rules defined by a model. We try to better understand
the structure of those objects by decomposing and counting them. For the model introduced
by Goles, Morvan, and Phan, we fing generating functions according to area, height, and
width. We establish a bound for the number of the sand piles consisting of n grains in
IPM(k) for large n. We present the series according to area and height for Phan’s model
L(#). We introduce a more general model, where grains can also go to the left, that we call
Frobenius sand piles. (Joint work of S. Corteel with D. Gouyou-Beauchamps (LRI, Orsay)).

1. Preliminaries and SPM(k) Model

After the necessary basic concepts, we present here the simplest model of sand pile, i.e., the
SPM(k) model, from which all other models are derived.

1.1. Definitions. A sand pile made of n grains is a partition of the integer n. A partition of an
integer m is a non-increasing sequence of positive integers A = (A1,..., ;). The A; are called the
parts of the partition. The area of the sand pile is the sum |A| = A1 + --- + A\; = n. The height of
the sand pile is the number h(A) = [ of parts of the partition. For any partition A, we will consider
that \; = 0 for i < 1 and i > h(X). The width w(\) of the sand pile X is the largest part A;. The
Ferrers diagram of a partition X is a drawing of A such that the ith column is a pile of \; packed
squares (called grains). The rows are labelled from bottom to top. The conjugate X' of X is the
partition whose ¢th part is the number of squares in the ith column of the Ferrers diagram of .

Let 7 = (m1,...,m) be a sand pile and n’ = (n{,..., 7. ) be its conjugate. The moves of the
sand grains are of two types (see Figure 1):

1. Vertical rule: a grain can move from column ¢ to column ¢ + 1 if 7j — 7, < 2, so that

(7r{,--- ,ﬁ;l) is replaced with (7r'1,--- LT — 1,7r§+1 +1,--- ,w;l).

2. Horizontal rule: a grain can move from column ¢ to column j if j > i+l and mj—1 =7, =
- =m=my + 1, so that

! ! . . / ! ! ! ! !
(7r1,--- ,7rm) is replaced with (7r1,--- b — L Mgy My Mg + 1,00 ,7rm).

The shift is said to have length 0 or or j — 7 — 1, respectively.
In the SPM(k) model (Sand Pile Model), introduced by Goles and Kiwi [3], the initial configu-
ration is made of one column of n grains, and the only available rule is the vertical rule.
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FIGURE 1. (a) Application of horizontal rule to (5,4,2,1) and (4,3,2,1,1); (b) appli-
cation of vertical rule to (4,4,2,1) and (4,3,2,1,1,1).
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1.2. Generating function. Let p(n, k) denote the number of partitions of n of width k. Then:

= 1

1—zq"

)=14 Y p(n,k)q"z* = 2qF(q,z) + F(q,3q) =
n,k>1 =1

1.3. Example of bijection. There is a bijection between partitions with odd parts and partitions
with distinct parts, as is reflected by the generating functions identity
oo o0

[ = 1 =110+ ).

=1 =1

1.4. Order on partitions. Let y = (u1,p2,...) and A = (A1, Ag,...) be two partitions of n. We
say that u > A if and only if there exists a sequence of moves of n induced by the rules to go
from y to A. In the SPM(k) model, this order is equivalent to the dominance order Lg(n) [1] on

the conjugates: g > X if and only if ZZ Lpk > 307 X for all j > 1. Brylawski [1] showed:

Theorem 1. Let n be an integer. The set of partitions of n with the previously defined order is a
lattice, where the mazimal element is (1,1,...,1), and the minimal element is (n). Moreover, the
infimum and the supremum of two partitions can be respectively defined as follows:

L inf(u, ) = 7 such that m; = min( g_l [hhs j_ )\’~) - jzl o, for all j > 1.
2. sup(p, A) = @ such that of; = max( AR )\’) 5:1 of for all j > 1.
In Figure 2, the maximal element (1,1,1,1,1,1) is on the left.

Length of a mazimal chain. The length of a maximal chain is greater than 2n — 3 [1], and smaller
than 2(“51) + 15+ 1 [3], where [ and j are defined by n = j + (I +1)/2 and 0 < j < [. For n = 6,
the two bounds are equal to 9, which shows that they both can be attained. The corresponding
maximal chain is displayed in Figure 2.
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FIGURE 3. Decomposition of a sand pile in IPM(1).

2. IPM(k) Model

A more realistic generalization of SPM(k) model limits the lengths of the possible horizontal
shifts of a grain.

2.1. Definition. In [4], the sand piles in IPM(k) are characterized in the following way:

Proposition 1. A sand pile in IPM(k) is a partition m = (71,...,m) of n such that
—fOT'lSiSl, 0§7ri—7ri+1§k+1;
— forany i < j with m; —miy1 = k+1 and mj — mj11 = k + 1, there exists z with 1 < z < j
such that m, — 41 < k.

2.2. Generating functions.
2.2.1. Area and height.

Theorem 2. The generating function Sg(q,z) of IPM(k) sand piles, with q and x respectively
counting area and height, satisfies

Selg,m) =1+ Y alg" = 1+Z

TeIPM(k)

Sk g, 2q") + 24" S (g, 2¢").

Proof. A sand pile in IPM(k) is either the empty partition, or a partition in IPM(k) where one
duplicates 7 times the highest column and adds to it at least one part ¢ (1 <7 < k), or a partition
in IPM(k) where one duplicates k times the highest column and adds to it one part of length &+ 1.
This decomposition yields the last expression for S(g,z) in the statement of the theorem, after
noting that Sk (g, zq") is the generating function obtained by duplicating r times the highest column
in each sand pile. O

Note the particular cases:

_1+Z$n n(n+1)/ H(q+1_1$qi>; Soo(q,m):H<q+1_

n>1 i=1 i=1

2.2.2. Area and width.

Theorem 3. The generating function Si(q,y) of IPM(k) sand piles, with q and y respectively
counting area and width, satisfies:

Sk(a,y) = (71 ~ )™

Ty T ykq’“‘l) Sk(a,y9) +v* " (Sk(q, ya) — Sk(g,vd?)) -
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0-52 [ T T —
smallest root —
0.5

0.48 - i

0.46 +— i

0.44 - i

0.42

04 | | | | |
0 5 10 15 20 25 30
k axis

FIGURE 4. Evolution of the smallest root of the polynomial 1 — 2z — 322 4 gk+3 4 gh+1,

In particular:

1_|_ i—1
_1+Zynqn(n 1)/2H 9—4q )

n>1 1_q

2.2.3. Height and width. Let pg(h,w) be the number of sand piles in IPM(k) of height h and
width w and Pjn(y) the generating function -, pi(h, w)y"

Theorem 4. The generating function Py p(y) follows the recurrence:

1— yk+1 1— yk—l—l 1— yk+2
Pro(y) = 1; Pealy) = U Peoly) =y T 2641,
1—y +1 & p
Pinly) = 1—y + 4" | Pen—1(y) — v Prn—2(y) for h > 3.

Now, let Py(z,y) be the width (variable z) and the height (variable y) generating function
> 450 Pen(y)z". From the previous recurrence one gets:

Theorem 5. The generating function Pg(z,y) is given by:
1—a(y* +1—y*) + 2% (1 —y)
_yk+1 .
1-a (52 4 yh(1 - )

Let pg(n) be the number of sand piles in IPM(k) of half perimeter (width + height) n, and
Pr(z) = > ,>0Pk(n)z™ be its generating function. As Pi(z) = Pi(z,z), its expression is:

(1 _ .’E)2(1 — gkt + :Ck+2)
1 — 2z — 3zk+2 4 gh+3 4 ghtl”
When k grows, the quantity pi(n), asymptotically equal for large n to ci/pj with ¢, € R and py

the smallest root of the denominator 1 — 2z — 3.’L‘k 2 + .’Ek 3 + .’.Ek 1 ets closer to 2 ; the number
) 8
of partitions of semi—perimeter n.

,Plc(way) =

Pr(z) =
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2.3. Asymptotics. Define

1— gki k—1 1 /(k—1\"*
= n _— = — _
Pk = [q ]i|>|1 1_ qz ’ Bk = 6k ) and Ck 9 ( 6]{33 ) .

Then p(n) = Crn~3*exp (Bknl/Q) (0] (1 +n_1/4). If It(n) is the number of partitions of n in
IPM(K), then pgi1(n) < Ix(n) < pri2(n).

3. The Model L(6)

The model L(#) generalizes the SPM(k) by restricting its vertical rule, instead of the horizontal
rule as IPM(k). Namely, the difference between the two consecutive columns involved must be
greater then 6.

3.1. Definition. In [4], the sand piles in L(6) are characterized in the following way:

Proposition 2. A sand pile in L(0) is a partition m = (71,...,m) of n such that
— for1<m, mj —m 4 >60—1,
— for any i < j with mj—mj,, =0—1 and 7; —m;; =0 — 1, there ewists z with i < z < j such
that w, — wy41 > 6.
Let Lo(g,z) =14 3 cp ) 4™ gl the generating function of sand piles in L(6) according to
their height and area.

Lemma 1. Ly(q,x) satisfies the g-equation:

1—(z -1 T -1
tola,0) =0 (D4 284 ) Lol ).

Theorem 6. Ly(q,x) is given by:

16 "
Zlﬁn On(n+1)/2 1 - (an+ ) H + 1
1 —zgnt! T %)
n>0 i=1

Bounds can be obtained for all # for the number [,, g of partitions in L(n, §).

4. Frobenius Model

Another generalization consists in allowing the grains to move both to the left and to the right.
In [2], Corteel defines such a model, called the Frobenius sand pile, in the following way:

Definition 1. Let [ be an integer. A Frobenius sand pile is a pair consisting of a pivot indice
p(a) <1 and a sequence of integers (ai,as,...,a;) such that

a; < ag < - < ay(g)

> Ap(a)+1 > 2> ay.
4.1. Order on Frobenius sand piles.

Definition 2. Let a = (p(a), (a1,a2,...,q4;)) and b = (p(b), (b1, b2, ...,b;)) be two Frobenius sand
piles. Then a >F b if and only if, for all z',j >0,

p(b)+j
Z a; > Z bl.
I=p(a)—i I=p(b)—i

Proposition 3. Let Lrp(n) be the set of Frobenius partitions ordered by >p. Then Lp(n) is a
suborder of Lp(n).
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Length of a maximal chain. For n > 3, the length of a maximal chain is greater than 2n — 4, and
smaller than 2(“51) +1j + 1, where [ and j are defined by n =5 +1({+1)/2and 0 < j <.

Definition 3. Let a = (p(a), (a1,as,...,a;)) be a sand pile. ac, as, a<, and a> are defined by
a< = (ap(a)fla Qp(a)—17--- 7a1) ) a> = (a'p(a)+17 Qp(a)+27 - -+ 7al) )
a< = (ap(a) Bp(a) 15+ +501) ; a3 = (ap(a) Gp(ay+1+ -5 1) -

If we constrain horizontal shifts to be smaller than k, we can create an increasing sequence
of orders IFPM(k) with the relations of order >;. The Frobenius sand piles of IFPM(k) are
characterized by:

Proposition 4. Let a = (p(a), (a1,a2,... ,al)) be a sand pile. This sand pile belongs to IFPM(k)
if and only if both of a< and a>, and at least one of a< and a> belong to IPM(k).

4.2. Generating functions. The only available generating function is the series of F-partitions

given by
1+ ¢ H -
E>1 = 1 (1—q )
For IFPM(k), we must so far satisfy ourselves with the bound Fj(n |IFPM n, k)‘ < Fiy1(n) for
1— q(k—H)
o=l (14 Do T 00

j>1 =1

5. Conclusion and Open Questions

We have studied different sand pile models related to integer partitions, and in particular we
have computed generating functions and asymptotic bounds. A question of interest would consist
in getting exact asymptotics instead of asymptotic bounds only. One could start with the area
generating function in the SPM case, given by

1
1- qi) '

an n(n+1) /Qﬁ (q—l—
i=1

n>0
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On the Group of a Sandpile

Dominique Rossin

Lix, Ecole polytechnique (France)
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Abstract

The abelian sandpile model is a cellular automaton. Its rules generalize the sandpile rules for
general graphs. This model has been introduced by Bak, Tang, and Wiesenfeld [1] in 1987.
Dhar [9] showed that the set of recurrent configurations of this automaton has the structure
of a finite abelian group.

In this talk, we describe several algorithms to determine the identity in the group. This
element presents fractal aspects that we are not able yet to explain. These algorithms
allow us to introduce relationships between the sandpile group and well-known algebraic or
combinatorial objects.

Details may be found in the recent works of R. Cori, D. Rossin, and B. Salvy [6], and D. Rossin
[12]. The papers [1, 10], the book [2], and the thesis [13] are good introductions to sandpiles.

1. Introduction

Let G = (V,E) be a non-oriented and connected multi-graph with V- = {1,...,n} its set of
vertices and F a symmetric n X n matrix whose entry e; ; is the number of edges with endpoints
i, j. It is assumed that for any 4, e;; = 0 so that the multi-graph has no loops. Frequently, G is a
graph, and hence e; ; is either 0 or 1. The degree of vertex i in G is d; = D7, e;,7. A multi-graph
is rooted if one of its vertices is distinguished, it is called the sink and is numbered n.

A configuration u = (u1,...,u,) € N* of G is a vector of non-negative integers. In the context
of the sandpile model, the vertices of the graph are cells, and the number u; may be interpreted
as the height of a pile of grains of sand standing in cell ¢. In the rest of this talk, the number of
grains in the sink is not taken into account. Thus two configurations u and v which differ only in
position n are considered as equal; we write u = v if u; = v; for all 1 <4 < n. This translates the
fact that the sink collects all grains of sand getting out of the system.

A toppling of the vertex i, 1 < ¢ < n, in configuration u consists in decreasing the number of
grains in this vertex by its degree while the number of those of each of its neighbours j increases
by e; ;. This is equivalent to the addition to u of the vector A; such that (A;); = —d; and
(A;); = e;; for j # i. The notation v — v means that v is obtained from u by toppling a vertex,
so that there exists an 1 < 4 < n such that v = u + A;. The transitive closure of the toppling
operation —» is denoted —»: u — v if v is obtained from u by a sequence of topplings. An
avalanche is a sequence of topplings (see Figures 1, 2 and 3).

The sandpile model has been introduced by Bak, Tang, and Wiensenfeld [1] in 1987. In a
recent book, Bak [2] gives an overview of many physical problems—earthquakes and solar flares for
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FiGure 1. Multi-graph corresponding to the 4 x 4 grid.
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FiGuRrE 2. Topplings and avalanche on the 4 x 4 grid.

FiGure 3. Topplings and avalanche on a graph.

example—whose models are based on the sandpile one. All these models follow the Gutemberg—
Richter law: logN = a — bM, logE = ¢+ dM, and N ~ E'"7 (7 ~ 2) where M is the
magnitude, N is the number of topplings, and E is the energy. In three dimensions, N ~ E'~7
(1 = 2.5). A very similar automaton was introduced independently by other authors under the
name of the chip-firing game [4, 11]. Biggs [3] found many algebraic and combinatorial properties
of the chip-firing game, some of which correspond to Dhar’s results on sandpiles [10]. In [5], we
also showed a close relationship between recurrent configurations of the complete graph and the
parking functions.

2. The Sandpile Group

A vertex is stable if it contains a number of grains less than its degree, otherwise this vertex is
unstable. A stable configuration is a configuration where all vertices are stable. It is not difficult
to prove that for every configuration u there exists a stable configuration @ such that v — .
Moreover this configuration is unique, and the number of topplings is independent of the way in
which 4 is obtained from u [9].
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FIGURE 4. A recurrent configuration.

Let u, v be two configurations. Let u; (resp. v;) be the number of grains on vertex 7 in configura-
tion u (resp. v). We will denote by u+v the configuration w such that w; = u;+v;. A configuration u
is recurrent if it is stable and if there exists a configuration v # 0 such that u + v — u (see Fig-
ure 4). The simplest example of a recurrent configuration is 6 = (d; — 1,d2 — 1,...,d,—1 — 1,0).
The set of recurrent configurations is isomorphic to the set of equivalence classes defined by the
symmetric closure = of ——.

Let Tg(x,y) be the Tutte polynomial of the graph G. Then T (1,y) is the the generating function
(a polynomial) of the recurrent configurations according to the number of sand grains.

We can associate to the set of recurrent configurations the operator @& defined by u @ v = U+
where u and v are two recurrent configurations. The set of recurrent configurations with the
operation @ is an abelian group G [8], this group is equal to the product G = [, Z/d;Z and the
group structure does not depend on the sink choice in the graph G.

Let v = (uy,...,un) be a recurrent configuration. We denote @ the recurrent configuration
(d —1—wuy,do —1—ug,...,dy—1 — 1 — up_1,0). Then the identity of the sandpile group is
Id = 0 @ (6 @ ) and the opposite of a recurrent configuration u is Ou = Id ® (J§ @ u).

3. Toppling Ideal, Set Topplings and Minimal Grébner Basis

Configurations and topplings are easily translated from the linear algebra setting into polyno-

mial operations by associating to a configuration v = (uj,us,...,u,) € N* a monomial z, =
ztzy? .. zln € Qzy,...,2,). To a toppling A; is associated the binomial T'(z;) = :z;;-ji -1, a:j”

The addition of two configurations translates into the multiplication of the corresponding monomi-
als and toppling vertex ¢ in u translates into the division of z, by x?" followed by the multiplication
by H?:1 xj” . We define the toppling ideal Tg as the ideal generated by x, — 1 and the toppling
polynomials T'(z;) for ¢ € {1,...,n}.

A toppling polynomial can also be associated to a subset X of the set V' of vertices as follows.
For a vertex ¢ of V', define

di(X) = Z €ij»
jeX
the number of edges with endpoints ¢+ and a vertex of X. The set toppling of the set X in configu-
ration u consists in adding the vector Ax to u, where
—d;(X), foric X,
(Ax); = (%) PR
di(X), forie X,

where X denotes V' \ X.



12 On the Group of a Sandpile

Accordingly, the toppling polynomial of the subset X of V is defined by

T(X) _ H w;l’b(X) _ H :L.;iz(X)
ieX i€X

Grobner bases are a classical computational tool for dealing with polynomial ideals. Given an
ordering on monomials which is compatible with the product (a so-called admissible ordering) and
a set of generators of an ideal Z, one can compute a Grobner basis for Z and from there test ideal
membership and more generally compute normal forms in the quotient of the algebra by Z. The
rest of this work makes use of the notation and basic results from [7, Chapter 2].

The graded reverse lezicographic order (grevlex) denoted <, is defined as follows. If A = [" | =

and B =[], mzﬂl are two monomials in the variables z;, 1 =1,2,...,n, then A < B if
n n
o] = s < 1Bl =) B
i=1 i=1
or o] =|B| and in (a1,...,a,) — (B1,---,B,) the right-most non-zero entry is positive.
From there a toppling order is defined as follows: let o be a permutation of {1,...,n} such

that o(n) = n and if the distance from vertex 7 to the sink is larger than the distance from vertex j
to the sink, then o(i) > o(j). The toppling order is the graded reverse lexicographic order on z, ),

To(2)s + -+ To(n)-
Theorem 1. A Grobner basis of the ideal Zg with respect to a toppling order is given by
T={T(X)| X c{1,...,n} } U{z, —1}.

A Grobner basis is minimal when its elements have leading coefficient 1 and no leading monomial
divides another leading monomial in the basis. A subset X of vertices of the graph G = (V, E) is
well-connected if both subgraphs of G induced by X and X are connected.

Theorem 2. The set S. of toppling polynomials corresponding to the sets X C {1,2,...,n — 1}
which are well-connected is a minimal Grobner basis for the toppling order.

In the worst case, the minimal Grobner basis still contains 2”~! elements for the complete graph.

As mentioned before, the quotient Q[z1,zs,...,z,]/Zc is a Q-vector space whose dimension is
the order of the group of recurrent configurations. From a Grobner basis for Zg, a basis of this
vector space is given by the set of monomials that do not reduce to 0 by the basis. We call these
reduced monomials. Theorem 3 below gives a simple bijection between reduced monomials for the
toppling order and recurrent configurations.

Let ® be the mapping from the set of stable configurations onto itself given by ®(u) = § — u.

We also denote ®(M) = ®(a1,as,.-.,a,) for a monomial M = z{*z3? ... zt».

Theorem 3. The mapping ® defines a bijection between the set of reduced monomials with respect
to the toppling order and the set of recurrent configurations.

For a configuration u, let p(u) denote the reduced configuration obtained from the monomial
associated to u by performing reductions by the Grébner basis of Zg associated with the toppling
order.

Proposition 1. If u is a configuration then the recurrent configuration equivalent to u s

2(o(2(pw)).

The identity in the group of recurrent configurations is @(p(é)).
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FIGURE 5. Multigraph with 4 vertices.
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FIGURE 6. Representation of irreducible monomials.

Corollary 1. For two recurrent configurations u and v,
udv = @(p(@(u) + @(v)))

Proposition 1 yields the following algorithm to compute the identity on a graph G with sink s: be-
ginning with the configuration ¢, perform the set topplings for all well-connected subgraph of G \ {s}
(this is equivalent to reducing by the Grobuer basis for the toppling order). When no further set
toppling can be performed, for each cell ¢ replace its number of grains n; with d; —n;. The resulting
configuration is the identity.

4. Examples

Our first example corresponds to the graph displayed on Figure 5. The structure of the graph is
reflected by the toppling polynomials for the vertices:

3 2 3 2 2 2
T] — T3%3, To— T{T4, T3 — T1T4, T4 — T2T3, T4 — 1.
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The minimal Grobner basis for the graded reverse lexicographic order on monomials is
2 3_,2 3 2,2
T3 —T1, THp— ], T — T2, Tox3— 1, mox1— T3, T3T]— T3, T4— L.

Apart from the last, these polynomials correspond respectively to well-connected subgraphs with

vertices
{3}, {2}, {1}, {1,2,3} (1,2}, {1,3}

Given a Grobner basis G = {p1,p2,...,px} C Klz1,22,...,2,] for some field K, it is usual to
represent the leading monomials of the p; on an integer lattice in n dimensions. Each polynomial p
is associated to a point ¢(p) whose coordinates are the exponents of its leading monomial. The
leading terms of the p; generate the ideal of leading terms of polynomials in the ideal. These
leading terms are thus exactly represented by (Jc(pi) + N*. This removes from N* a staircase
shape whose lattice points correspond to the quotient (see Figure 6). Their number is exactly the
order of the group of recurrent configurations. Note that in our example, those seven monomials
are {1,z1,72, 29,73, x3, 7173}, none of which correspond to a recurrent configuration. However,
applying @ yields the recurrent configurations as explained above.

Our second example is the 2 x 2 grid consisting of 4 cells, each connected twice to the sink. The
sandpile group of this grid, computed for instance in [9], is the product of two cyclic group of orders
24 and 8.

After the computation of the Grobner basis of the ideal generated by the toppling polynomials of
vertices, it follows that x4 is of order 24 and that any element can be expressed as a product x%xi
where 0 < ¢ < 7 and 0 < j < 23, which gives that the order of the group is 192. Also, since z1
and x4 can be expressed in terms of x3 and x4, it is seen that the group has two generators.
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Abstract

Our object is to explore the “s-tennis ball problem” (at each round s balls are available and
we play with one ball at a time). This is a natural generalization of the case s = 2 considered
by Mallows and Shapiro. We show how this generalization is connected with s-ary trees and
employ the notion of generating trees to obtain a solution expressed in terms of generating
functions. Then, we present a variation in which at each round we have 4 balls and play
with 2 balls at a time. To solve this problem we use the concepts of Riordan arrays and
stretched Riordan arrays, and a generalization of generating trees. This is a joint work by
D. Merlini with D. G. Rogers, R. Sprugnoli and M. C. Verri.

1. Introduction

Let 1 <t < s be two integer numbers. A tennis player begins a match with 0 ball in the pocket.
At each round, he is given s new balls, that he puts in the pocket, and throws away ¢ balls, and so
on until the nth round. The balls are labelled from 1 to sn and are served in increasing order. The
tn balls thrown away form a sequence of ¢tn labels. Two sequences which are equal once sorted are
considered equivalent. The tennis ball problem consists in evaluating the following two quantities:
the number f,, of nonequivalent configurations after n rounds and the cumulative sum ¥, (i.e., the
sum—over all the possible configurations—of the labels of the ¢n balls that the player threw away).

Turns | Balls received | Balls in the pocket Balls thrown away
n=1 1 and 2 1 and 2 1
n=2 3 and 4 2,3, and 4 3
n =3 5and 6 2,4, 5, and 6 2
n=4 7 and 8 4,5,6,7, and 8 6
sum =1+3+24+6=12
Turns | Balls received | Balls in the pocket Balls thrown away
n = 1 and 2 1 and 2 2
n=2 3 and 4 1, 3, and 4 3
n = 5 and 6 1,4, 5, and 6 4
n = 7 and 8 1,5,6,7, and 8 1
sum =2+34+4+1=10

FIGURE 1. Two scenarios for the (s = 2,¢ = 1)-tennis ball player.
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The configuration after 4 rounds is (1,2,3,6) for the first example and (1,2, 3,4) for the second
example. In fact, for the (2,1)-case, one has f1 =2, fo =5, f3 =14, f4 = ... do you guess what?
There is indeed 42 different configurations (after 4 rounds), and if one adds all the sums, one gets
Y1=1+42=3, Z=(1+2)+(1+3)+(1+4)+(2+3)+(2+4) =23, ¥3 =131, T4 =664, ...

In the next section, it is shown how the (s,1)-case can be solved in terms of s-ary trees (by
symmetry, this also solves the (s, s — 1)-case). Then, the last section is dedicated to the (4, 2)-case,
that the authors solved with Riordan arrays and a bilabelled generating tree technique.

Turns | Balls received Balls in the pocket Balls thrown away

n=1 1,2 3,4 1,2, 3,4 2,3,

n=2 5,6,7,8 1,4,5,6,7,8 1,7

n=3| 9,10, 11, 12 4,5,6,8,9,10, 11, 12 10, 12

n=41]13,14, 15, 16 |4, 5,6, 8,9, 11, 13, 14, 15, 16 5, 16
24+34+14+74+10+12+5416 =56

FIGURE 2. A scenario for the (4, 2)-tennis ball problem.

This is the only case solved with ¢ # 1. The general (s, t)-tennis ball problem remains open.

2. The (s,1)-Tennis Ball Problem

Generating trees are a convenient way to reexpress the problem. Consider an infinite rooted
tree 7. The root (labelled 0 and corresponding to level 0) has ¢ children (labelled 1,...,¢). Each
path in this tree corresponds to a scenario, thus each node at level n has a label which corresponds
to the ball thrown away at round n. As we are counting the sorted configurations (that is, one
does not care for the order of the balls thrown away), we can without loss of generality suppose
that the labels increase with the depth.

FIGURE 3. The generating tree T for the (2,1)-case and an isomorphic tree T.

root : (1)

rule: (k) = (1)...(k+s—2)...(k+s—1)
formation of a tree 7 which is isomorphic to the generating tree 7 of the (s,1)-case: a node with
label b at level 4 in the generating tree 7 becomes a node with label si — b+ 1 in the tree 7.

More generally, the rewriting rule { describes the

Theorem 1. The number f, of configurations for the (s, 1)-tennis ball problem is the number Ty 1
of s-ary trees with n 4+ 1 nodes. One has
(%)
T _ n

n= m and T(z) =1+ 2T(2)°.
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Proof. The problem can be seen as the enumeration of walks on the integers (with an unbounded set
of jumps described by the rewriting rule), for which the generating function can be made explicit [1].
Merlini et al. used Riordan array techniques [4]. O

Theorem 2. The cumulative sum (i.e., the sum over all the configurations of the labels of the
thrown balls) is

5 - sn?+(s—Dn+1 (5 (sk> ( (n_—:)).

2 (s—l)n—l—l__

Proof. Consider A, = >"7"  4; n, the sum of all the labels (with multiplicity) at level ¢ in the tree 7.
The cumulative sum X, satisfies

(sn+2)(n+1)
2

En = An — Tn—|—1-

The generating function for the sequence A, is:
s(s —1)2T"(2)?
2T (2)

From these two equations, one gets the almost closed form of the theorem.
Note that the asymptotics of 3, can easily be deduced from the asymptotics of A,,. O

A(z) = +T'(2).

These theorems are consistent with the fact that the (2, 1)-case leads to Catalan numbers f,, =

2n
7(1+Z (proven in [2]) and to X, = 2"%’%4'4 (>t

of sums of binomial coefficients).

)—227*1 (as it was found in [3] by hand manipulations

3. The (4,2)-Tennis Ball Problem

Here again, as one does not care for the order (of the balls thrown away), one can without loss of
generality suppose that any configuration is represented by the smallest equivalent sequence with
respect to lexicographical order. Thus the configuration (1,4),(5,8),(2,10) is considered to be the
same as the configuration (1, 2), (4,5), (8, 10).

Let M be the number of pairs at level n (in the bilabelled generating tree of the (4,2)-case)
with larger element equal to m; one has the recurrence

m—2
Z —r—1)M, [ n,
r=2n

Defining f, , = in] |, 1_j gives an infinite lower-triangular array:

n/k| 1 2 3 4 5 6 7 89
0 | 1
113 2 1
2

3

4

22 16 10 4 1
211 158 105 52 21 6 1
2306 1752 1198 644 301 116 36 8 1

One has the relation fp11 542 = Z;io(j +1) fnk+j- The sums f, = Zk21 [,k give the sequence
(1,6,53,554,...), the number of configurations for the (4,2)-tennis ball problem.
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It is convenient to transform the above array into a proper Riordan array. A proper Riordan
array is an infinite lower triangular array (Dy, x)n xen Which satisfies

dpt1k+1 = Z a;jdp k+j for all n and k£ in N.

The generating function A(z) =}, a;2’ ' allows to express d,, ; by a Lagrangean-like formula

dni = [2"]9(2) (zh(z))k where h(z) = A(zh(z)).

The above array can be embedded in the array

k|0 1 2 3 4 56 7
0 |1
1 0 1
2 1 1 1
3 0 3 2 1
4 16 6 6 3 1
) 0 22 16 10 4 1
6 |83 53 53 31 156 5 1
which satisfies A(z) = 1L, h(z) = C(z) (the generating function of Catalan numbers), and

g9(z) = m In particular, the function g(z) generates the first column of this array and
corresponds to the number of nonequivalent configurations one wants to enumerate: f, = g, =

% (2::5) — % ((HT;’? /2) (for even n). The cumulative sum in the tree with root (0,0)

and rewriting rule (k1, ko) — (O 0)(0,1)... (k1 +2,k; + 2) is then given by

Zzu2n 2h ZZMQTL 2h

h=0 r T h=0

Here, ,u?n_%] is the number of nodes at level n — h in the subtree starting with (r, %), and w?h]

the total weight that the couples (7, %) have at level h. (Note that a label (k1, k2) at level n in the
new tree corresponds to a label (4n — ko — 1,4n — k1) in the generating tree of the (4, 2)-case.) The
Riordan array property yields u,(z) = ¢(2)C(2)"*2 and w,(z) = ¢g(2)2"C(2)" ! (2C(2)? + 2r), thus

1
Y(z) = 1 Z(u,«(z) + pr(—2)) (wr(2) + wp(—2)) = 1227 + 2842 + 54362° + 967682° + O(2'?).
T
The next nontrivial open cases are the (5,2)- and (5, 3)-tennis ball problems. This is related to
the enumeration of 2- and 3-dimensional constrained discrete random walks for which no closed
form (or even recurrence) is known. Articles and slides related to this summary can be found at
Donatella Merlini’s web page http://www.dsi.unifi.it/ merlini/Publications.html.
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Abstract

The classical coupon-collector problem is here extended to the case where the collector
shares his harvest with other members of his phratry. She (!) remains the single buyer, but
she gives to his brothers all the pictures that she got in double. When her album is filled,
her brothers’ albums have some empty places. How many in average? Dominique Foata (in
a joint work with Guoniu Han and Bodo Lass) answers this question via an expression for
the multivariate generating function. The problem is related to hyperharmonic numbers,
that are studied here as solutions of finite differences equations.

1. Coupons Collector

A cleaver firm sells chocolate, with a picture (or “coupon”) of a famous cricket player in each bar.
In total, there are m different pictures to collect and each picture appears with probability 1/m.
Mr. and Mrs. Brown have 7 sons and one daughter, chocolate and cricket addicts. The girl (she’s
the oldest) is the only one to buy chocolate. She tries to complete her collection. When she gets
a new picture, she puts it in her album, and when she gets a double, she gives it to her oldest
brother, and when this one gets a double, he gives it to the remaining oldest brother, and so on.

After having bought T bars of chocolate, the girl has completed her album, and it remains M¥ )

empty places in the album of the ith brother (i = 1,...,7). Let X,(,k) be the number of coupons
which appeared exactly k times until time n. As M = X\ + ... + X the distribution of

(T, MD, ..., M) is then totally determined by the distribution of (T, X%, ... x;% ).

The question is to find formulae and asymptotics for M¥ ), or equivalently for XTk .
There is a lot of ways to solve coupon-collector-like problems. One can distinguish three main
approaches:

— formal approach: combinatoricians indeed used a language-theory approach (shuffle products
and Laplace transforms [2] or manipulation of regular expressions [6]);

— probabilistic approach: a lot of folklore results are established via basic probabilistic consid-
erations, and more sophisticated tools such as martingales theory were also useful [5];

— matricial approach: this is in fact a mixture of the two precedent approaches, which is
exploited to solve a Markovian generalization of the coupon-collector problem in [1] (with
Perron—Frobenius theory and approximation of integrals).

This is with a combinatorial approach (enumeration of surjections and formal Laplace transform)
that Foata et al. obtain in [4] the multivariate generating function of the coupon-collector problem,

from which they derive the formulae for the expectations of E[T"] and E[X;k)].
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2. The Multivariate Generating Function

Theorem 1. The generating function of the random variables T, XJ(}), ey Xj(f) 18

ST PT=01,XY =n,. X =0yt =

r
I>m,n

Ultz (a e ,Cr) (-1)° (kli[l(ukkT 1)Ck> : (Z/tr/nmzlkfgk kex (Z ka)

The proof follows from setting u; = 1 (for i+ > r + 1), expanding (with Newton multinomial
formula), and applying the Laplace transform to

S > e =mn(Tug)”

lZm T on seS(l,m;n) i>1

The formal Laplace transform is defined as a linear map such that E(gn%n!) = gpt". This implies
L(exp(at)t™) = n!ﬁ. The set S(I,m;n) is defined as a subset of the surjections from
[1,...,1] to [1,...,m] for which s € S(I,m;n) implies ¢ is reached n; times and the restriction
of s to [1,...,1 — 1] is still a surjection from [1,...,0 —1] to [1,...,m]\ {s()}. The weight 7 of
a surjection S € S(I,m;n) is defined by 7(s) = []u;™.

3. Hyperharmonic Numbers

In order to complete one collection, it is well known that the average number of needed bars is

m
1
E[T] =mH h —
[T] = mHp, where ,;_k

For example, when there are m = 50 different pictures, E[T] = 50H35 ~ 50 x 4.5 ~ 225 and thus
the daughter has a lot of doubles and we can expect that the oldest brother has almost completed

his album with the 175 remaining pictures.
Pintacuda [5] proved with martingale theory that E[MJ(}) | = Hy,. Foata et al. prove

Theorem 2. For k > 2, the average number of empty places in the kth brother’s album is

k 4 m k 1)
(k)]zl-l-ZKr(é) where Z , (k>1,m >3)

=2
with the following initial conditions K( 219 (for k >0) and K9 =1 (for m > 2).

A first derivation of this result follows of Theorem 1. Another proof is in two steps: first get the
generating function for the KT(,'f ) (end of this section) and then prove that this generating function
is also the one of the coupon-collector problem (next section).

Consider the rising factorial defined by (a), = a(a+1)...(a +n —1) if n > 1 and (a)y = 1.
An hypergeometric function with respect to two lists (a1,...,a,) and (b1,...,bs) is defined as the

function given by the series

b1,yeenybs

.F, (al,...,aT_ .’L‘) — Z (al)n . (ar)n ~77_
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The authors prove that the numbers K},’f ) (that they call “hyperharmonic numbers”) satisfy

m(m — 1) -m+2,2,...,2
Comparing the recurrences satisfied by both sides and then summing gives the generating function
o (-m)y, 11 1
(1) Z Z( —2)nl—t/n (1A-1t/2)(1—-1/3)...(1—t/m)

k>0

(the last equality following from a partial fraction decomposition).
Thus KT(,’f ) = hk(%, cee %), the symmetric homogeneous polynomial of (total) degree k in m — 1
variables. Reexpressing Ay in the basis of the power symmetric functions py := )" xf gives

k k
(k) N & N (lnm)
K k! k!

One also has explicit asymptotics (for fixed k), e.g.,
K% ~1.16661n% m — 0.2113In m + 0.4118 In m — 0.0815.

4. Martingales Rescue the Phratry

Let X;L ) be the number of empty places in the daughter’s album. Now, define the process X
as X, (X,(LO), x{ ), . ,X,(L )). For any function f, the average increase of f(X) (knowing all the
previously drawn coupons) is easy to get:

xP
E[f(Xn1) = F(Xn) | Yo, Ya] = D>° S = (F(X, ., X -1, XV 41, XD) = £(X0);
k=0
this simply reflects the different possible updates (Xy(Lk)/ m is the probability to get a new coupon
which was already in k-tuple).
If f is such that the sum is 0, one has also W, 1 —W, = 0 and thus W is a martingale, where W is
the process f(X) stopped at T, that is W,, := f(X,,) (for n < T) and W,, := f(X7) (for n > T).

More generally, suppose that for  functions f), ..., f() from Nft1 to R one has:
k
1. in(f(xo, v — Lz + 1,000 3y) — f(k)(xo,...,xk)) =0 for o > 1;
1=0
2. fB(0,21,...,2%) = T

Then E[X\F] = f(k)(m,O,...,O).

Proof. 2. implies that X;k) = f(Xr) = Wp; 1. gives a martingale property for W, Doob’s
theorem for stopping time of martingales gives E[Wr| = E[W;] = Wy, and 2. implies that
Wy = f®)(m,0,...,0). a

Pintacuda [5] used this result with k& = 1 and found f®(zo,1) = Hy, + - Foata et al.
guessed the general formula:

Proposition 1. For k > 2, the function f*) defined as

k K( 1) (1)
= k) o1 +1 Tk—1 41 T Tk
f( )($0;$1,--.,xk) = K(o) Zo $+ K o +
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is the only solution of 1. and 2. One also has f®)(xz0,0,...,0) = Kfc’;)

They give two proofs in [4], but I prefer to explain what I heard in the meeting Random Struc-
ture and Algorithms (Poznan, August 2001), where Doron Zeilberger explained how to use a lan-
guage theory argument to get a shorter proof. A complete collection of coupons can be written
11*2{1,2}*3{1,2,3}*4...{1,2,...,m — 1}*m. Let W be this set of words. This leads to the gen-
erating function

1 1 T2 1 Tm—1 1

f(xla"' 7$M) = El _x " El _ Z14T2 4y 1 Tt Em_t Tm
m m -

m

Recall that E[Xq(qk)] is the expected number of kinds of coupons in k-tuple (at time 7', that is
when the daughter has completed her album). Thus,

iE[XTQc)] =3 ip(w)tmm _ i ) <%>Iw|tm

weW k=1 k=1wew
=m!(f(t,0,...,0) + f(0,¢,0,...,0) + -+ f(0,...,0,1))

k! m!

m—1
:t+t; 2-t)8—-4)...(k+1-1) =t—1+m_

As words of W are ordered (whereas it is in fact irrelevant for the coupon collector), there is
a factor m! at the second line takes into account all the permutations. The generating function
obtained at the last line shows that the hyperharmonic numbers generated by Equation (1) indeed
gives the average value of Theorem 2.

5. Conclusion

The coupon-collector problem (like the ménage problem, the birthday paradox) belongs to the
large class of problems that can be modeled by simple urns models. It is very likely that, during
the next years, the symbolic method will be applied with success to all these urns problems, and
analytic combinatorics will then provide enumeration, complete asymptotics expansions and limit
laws. The “classical” coupon-collector problem waits for his next revisitor!

This summary is related to Foata’s article [4] (the more recent preprint [3] is also relevant).
These articles are accessible at http://www-irma.u-strasbg.fr/~“foata/paper.
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Abstract

The purpose of this talk is to present the {2 operator introduced by Mac Mahon in 1915 and
to show its power in current combinatorial and partition-theoretic research. This operator is
implemented in the Mathematica Package Omega which was developped by A. Riese. This
is joint work with G. E. Andrews (Penn State University) and A. Riese (RISC-Linz).

1. Introduction

Mac Mahon devoted many pages of his famous book “Combinatorial Analysis” [9] to Q-calculus.
Netherveless this method was not used for 85 years except by Stanley in 1973 [10]. The purpose of
this talk is to present the {2 operator and to show its power in current combinatorial and partition-
theoretic research [1, 2, 3, 4, 5]. In this summary, we define the Q operator and exhibit a few of its
elimination rules, before giving two problems where this operator is a powerful tool: lecture hall
partitions and k-gons of integer length.

2. The Omega Operator
Let us now define the operator and present a few rules.

Definition 1. [9] The Omega operator () is defined as follows:
>

o o o0 o
Q Z ces Z As1,...,sr)‘il i A:T = Z ce Z ASI,---,ST'
>

§1=—00 Sp=—00 s1=0 sr=0

To evaluate this operator, Mac Mahon proposed a list of elimination rules. The proof of each is
straightforward as it uses the simple identity

Zmn =1/(1 —z).

n>0
We list a few of them only:
A—S :L‘S
= ? S Z 07
Qaoi—g=a a0 =
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1
= s> 0,

1
9 (1 - Mz) (1—)\%) (1 —-2)(1 —z5y)’

Q 1 14+ zy 1y8y1 0
= , s> 0.
L2 (1= M) (1-%) Q-2 —zy°)

For example to find the generating function of the partitions with three parts and whose parts
differ by at least two, we use the first rule:

_ Q Z )\clufa272>\t212*a3*2qa1+a2+a3 _ Q AL
1 — )\1q (

> al,a2,a3>1

2,2

q
-3 (1- %)

;% _ ¢

(1—q)(1—,\2q2)(1_%) (-9 -¢)(1-¢)

It is also possible to generalize this result for partitions with k& parts and whose parts differ by
at least two for any k£ > 0, that is
]C2
q
filg) = :
1-q)(1—¢%)...(1 ¥

3. Lecture Hall Partitions

The lecture hall partition theorem is one of the most elegant recent result in partition analysis
[6, 7]. Let us state the refinement of this theorem [8].

Theorem 1. The number of partitions of n of the form (bj,bj_1,...,b1) with bj—J > I;.j__ll > >
le >0andbj —bj 1+---+ (—1)7=1b; = m is equal to the number of partitions of n into m odd

parts less than 2j.

This theorem can also be proved with the Omega operator [1], which is what motivated G. E. An-
drews to resuscitate the Omega operator. The proof mainly uses the elimination rule

1 1
Q (1-Xz)(1-£&) (A—=z)(1—az%)

Let us illustrate it for j = 3.

xb3—b2+b1 qba+bz+b1 — Q Z )\%bsf?’bz )\32*21)1 $b3_b2+b1 qb3+b2+b1

b3 > b >bT1>0 2 b3,b2,b1 20

1 1
_Q (1— Xgz) ( )\2q)( qsc) :Q(l—mq)(l—wq3)(1—wq5)'

A3 A2

The Omega operator can also give a bijective proof of the theorem [5]. Let us show how to
proceed for j = 3:

_3bs \ b 1+ ¢203
by ba by 2b3—3ba \ ba—2b1 b3 ba _ 3
E q3q2q1—Q Z A A ngl—Q _ _ — 2.3\
b32b2 Zbl 20 > b3,b2,b120 2 (1 q3)(1 q2q3)(1 q1q2q3)
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From the previous equation we get that there is a bijection between the lecture hall parti-
tions (bs, by, b1) of n and the partitions of n into parts {1,3,5} with multiplicity m; for the part 7.
This bijection becomes:

by = 3mg + 2m3 — [@

m
9 J + m, by = 2ms + ms, by = [_3J

2

4. k-Gons with Integer Length

The problem can be defined as follows. The number ‘Tk (n)‘ of k-gons with length n is equal to
the number of solutions of

(1) ap > ap 1>->a1>1, a1+ax+---+ag=n, agt+as+---+ar_1> a.
Let Fi(q) =3, |Tk )‘q" be the associated generating function. For triangles (k = 3) we get
3
q
Ts(n .
= 2Bl = T

This is easy to prove as conditions (1) give

F3(q) = Q Z /\(113_'12)\;2_“1 )\gl+a2—as—1qa1+a2+a3

> ar>1
a2,a3>0
L) (o) (1) A0 - )
A2 A1
We can even be more specific
Fy (Q1, 92, C]3) — Z qllll quqgs — Q Z Xlls—az Agz—m /\g1+a2—a3—1q4111ql212
az>az>a1>1 > a1>1
a1+az>a3 a2,a3>0
-~ Q gAT " _ 719293
(1 _ m) (1 _ qA/\1A3> (1 _ q)\ﬁ) (1 — q203)(1 — q192¢3) (1 — q14243)
2 1

This shows there is a bijection between the 3-tuples (u1,uo,u3) of N® and the triangles whose
sides have length w1 + us + 1, 1 + ug + ug + 1 and wq + 2ug + ug + 1.
Thanks to the Omega operator we can compute the generating function for larger k:

*(1+q+q°)

Fy(q) = (1-¢2)(1-¢3)(1—g¢H(1 —qb)’

_ ¢(1—4q")
FS(Q) = (1 — q)(l — q2)(1 q4)(1 )(1 )(1 - q8),
Fs(q) = TO e L q13)

(1-g)(1-¢>)(1—¢*)(1 —¢%) (1 —¢®)(1—q'%)

We then can see that no pattern can be found and the Omega operator was a quick tool to show
that the solutions of this k-gon problem do not have “nice” generating functions.
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1. Engel Expansions

A real number A > 0 has a unique expansion of the form
1 1
ail ai1a2 a1a2a3

where the a; are positive integers with a;41 > a; for ¢ > 1. These expansions were called Engel
expansions by Perron and their study goes back to Lambert around 1770. Uniqueness of the
expansion is not difficult to see, together with the following recurrences from which an iterative

algorithm derives:

1 1 1
ak:LTkJ+1, — = —+ , k> 1.
Tk a  AgTk4+1

The initial conditions are given by a9 < A < a9+ 1 and A — ap = 1/r;. Rational numbers
are characterized by the ultimate stationarity of the sequence (a;). An obvious example of Engel
expansion of a non-rational number is provided by e = exp(1) for which gy = 2 and a; =7+ 1
for ¢ > 0.

Arnold and John Knopfmacher defined in [4, 5] an analogous notion for Laurent series.

Definition 1. Given a Laurent series A=) . ¢,q¢" € C((g)), and an integer p > 0, the g-Engel

sequence associated with A and p is the unique sequence (a;) of polynomials in ¢~! such that
—n
PR . i
al " an
n>1
with the degrees of the a; obeying deg(a;11) > deg(a;) + p + 1.

This definition is motivated by the numerous g-identities involving such expansions. A sample
is given in Table 1, using the classical notations

@@o=1, (s9r=(1—-a)l-ag)---(1-ag"") fork>0, (a;¢)oo = [[(1—ad").
k>0

Again, uniqueness is not difficult to check and an iterative algorithm follows from

1
(1) Agt1 = ¢ (arAp — 1), ap = [A_] ,  k2>1,

k
with Ag := A, a9 = [A] and A; = ¢°(Ag — ap). The bracket notation corresponds to the integral
part of a Laurent series defined by [A] := }°, ., o cng™ € Clg™'].
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(*39)
(2) Yoo =Tla+d, (Buler)
el G
quk2 1
3 = , Cauchy
®) ,;0 (G Dk(z9)k  (%9)00 ( )
k? k+1 k
q (=1)""q .
4 — = —_ Fine
“ ,;) (=48 ,CZN) (¢ Dk (Fine)
(5) qk(3k—1)/2 _ H (1 _ qlok—6)(1 _ qlok—4)(1 _ qIOk) (Rogers)
S (GOG P 3 1—g* ’
(6) Z qk(3k—1)/2 _ (1 _ q10k—8)(1 _ qlok—2)(1 _ qIOk) (Rogers)
= @GOe1(G6 P 5 1—g¥ ’
F@k=1) \
7 = 1+4+4"), Slater
@) =0 (@ )2 kl:[()( ) ( )
qk2 1 .
(8) Z @ = GO ) (1st Rogers—Ramanujan)
/CZO ’ 9 o0 ? o0
qk2—|—k 1
(9) - = —— s (2nd Rogers—Ramanujan)
@0k (0%0°)0(¢%¢%)w
Z q2k2 H 1
(10) = —, (Slater)
k>0 (a5 0)2% k>0, k=+2,+3,+4,45 (mod 16) 1-¢
2k2+2k
q 1
(11) Z = H — (Slater)
k>0 (5 @)2n+1 k>0 k=+1,+4,46,+7 (mod 16) 1-4

TABLE 1. g¢-identities involving g-Engel expansions.

2. Engel Guessing

Equipped with (1), it is very natural to implement a package computing ¢-Engel sequences of
Laurent series. Such a package opens the way to experimental mathematics with ¢g-Engel expan-
sions [2]. For instance, starting from a truncation of the series expansion of the right-hand side
of (2) (a special case of an identity due to Euler) and using p = 0, the package outputs

3 6
q q q 10
1+ + + +0(q™)
(o)1 (G492  (g49)3 ’
from which the left-hand side is easily guessed. The task of proving such an identity still requires
human work.
Using p = 1 on the same series does not reveal any pattern. However, with p = 2, one gets

6 15
q q q 28
1+ + + +0(¢™)
(:9)2  (©9)s (39 ’
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from which it is easy to conjecture the general formula (7).

3. Identities of Rogers—Ramanujan Type

In one of his independent proofs of the Rogers—Ramanujan identities (8-9), Schur introduced
two sequences of polynomials

_ -1 m—1
dy, = Z (—1)kghGr=3)/2 [Uﬁl—“ﬂ]’ em = Z (—1)kghGr+1)/2 [L’”‘é‘“”ﬂ]’ m>1,
2

k k
with eg = 0 and dyp = 1 in terms of the Gaussian polynomials
(9)n .
[n] — ¢ (@De(@G:0)n—r’ f0<k<mn,
0, otherwise.

The sequences d,,, and e, appear in the recent generalization of the Rogers—Ramanujan identities
due to Garrett, Ismail and Stanton [3]:
(12) 00 qn2+mn _ (_1)mq7(’§)dm - (—1)mq*(?)em

= G0n (60°)0(@h67)0  (6%50%)0c (0% ¢°) 0

Setting m = 0, m = 1 in this formula yields (8) and (9).

The left-hand side of (12) is the g-Engel expansion of the right-hand side for p = 0, which
motivates [1] in looking for a g-Engel “proof” of this identity. For this, it is sufficient to prove that
the sequence a,, = g~ (?7*tm—1) _ g=(n+m-1) ig the corresponding ¢-Engel sequence. Defining

AQ = A, An = (—1)mq_(?)_(m_1)(n_1) Z an(dmej — d]em) for n > 1,
ji>m
the proof consists in showing that a, A, = 1+ A,y and ay, = [1/A,], together with correct initial
conditions. In view of (14) below, this is not too difficult, but technical (see [1] for details).
Schur proved that both d,,, and e,, satisfy the recurrence
(13) Cm+2 = Cmt1 +q"em,  m > 0.

Nowadays, this identity is proved automatically by invoking the ¢-WZ algorithm [7] and this leads
to the first purely automatic elementary proof of the Rogers—Ramanujan identity [6]. In view of
this recurrence, d,, and e, are nothing but g-analogues of the Fibonacci numbers. It turns out
that a generalization of the Cassini identity, namely

melFm—Hc - Fm—Hc—lF = (_1)ka7
admits a g-analogue in terms of e, and d,;,:
(14) dmemak — Amikem = (—1)mq(gz) Z [k B 1 B J:| qj2+mj.
320 J
This identity can be proved automatically from (13) by univariate D-finite closure properties (m be-

ing fixed). In fact, a non-Engel proof of (12) follows from letting & tend to infinity in (14) in view
of Schur’s limit formulae

1 1
do = —— )k h(5k=3)/2_ ’
(4 9)o0 Xk:( \'e (4%58°)o0 (9% ¢°) oo

1 1
o — 1)k qk(sE1)/2_ .
T (@9 zk:( ) (45 4°)o0 (4% ¢°)oo
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The infinite products are obtained by Jacobi’s triple product identity, which also admits a simple
computer proof [6].

4. A New Identity Discovered by Engel Guessing

The identities (10) and (11) can be conjectured by Engel guessing after first multiplying the
product by 1 — ¢q. An Engel proof is also available [2] using the Santos polynomials defined by

2 m 2 _ 9. m
Sm = Zq4] J |:|_m+;—4jJ:|a Tm = ZQM 3 |:|_m+§—4jj:|,
J

J

whose limits So, and T\, when m — oo are precisely the right-hand sides of (10) and (11).

In view of (12), a natural idea consists in experimenting with g-Engel expansions of ST — T S0
or variations of it. It turns out that a pattern readily emerges leading to conjecturing the following
generalization of (10) and (11):

2k2+2(n+1)k

q
S Too — ThSoo = q™(q; ¢° A
e e ( )nkz;o (45 9)2k+1

Again, a possible proof [2] consists in relying on a finite version, namely

m
SuTotm = ToSuim = 4" (¢:¢°)n Y [2k + 1] K 2D,
£>0

5. Conclusion

Engel expansions are a new way of looking at g-identities which allows for easy computer experi-
ments and hence should lead to many discoveries. A pending issue is to make ¢g-Engel proving into
an algorithmic task.

Bibliography

[1] Andrews (George E.), Knopfmacher (Arnold), and Paule (Peter). — An infinite family of Engel expansions of
Rogers-Ramanujan type. Advances in Applied Mathematics, vol. 25, n° 1, 2000, pp. 2-11.

[2] Andrews (George E.), Knopfmacher (Arnold), Paule (Peter), and Zimmermann (Burkhard). — Engel expansions
of g-series by computer algebra. In Alladi (K.) (editor), g-Series. Kluwer Series Developments in Mathematics. —
Kluwer, 2000. Proceedings of the Conference “g-Series”, Gainesville, November 1999.

[3] Garrett (Kristina), Ismail (Mourad E. H.), and Stanton (Dennis). — Variants of the Rogers-Ramanujan identities.
Advances in Applied Mathematics, vol. 23, n° 3, 1999, pp. 274-299.

[4] Knopfmacher (Arnold) and Knopfmacher (John). — Inverse polynomial expansions of Laurent series. Constructive
Approzimation, vol. 4, n° 4, 1988, pp. 379-389.

[6] Knopfmacher (Arnold) and Knopfmacher (John). — Inverse polynomial expansions of Laurent series. II. In Pro-
ceedings of the 8rd International Congress on Computational and Applied Mathematics (Leuven, 1988), vol. 28,
pp- 249-257. — 1989.

[6] Paule (Peter). — Short and easy computer proofs of the Rogers-Ramanujan identities and of identities of similar
type. Electronic Journal of Combinatorics, vol. 1, 1994. — Research Paper 10. 9 pages.

[7] Wilf (Herbert S.) and Zeilberger (Doron). — An algorithmic proof theory for hypergeometric (ordinary and “q”)
multisum /integral identities. Inventiones Mathematicae, vol. 108, n° 3, 1992, pp. 575—633.



Algorithms Seminar 2000-2001, Available online at the URL
F. Chyzak (ed.), INRIA, (2002), pp. 31-36. http://algo.inria.fr/seminars/.

Eulerian Calculus: a Technology for Computer Algebra and Combinatorics

Dominique Foata

Département de mathématique, Université Louis Pasteur (France)
May 21, 2001

Summary by Dominique Gouyou-Beauchamps

Abstract

Babson and Steingrimsson have introduced pairs of permutation statistics that they conjec-
tured were all Euler-Mahonian, i.e., equidistributed with the pair (des, maj) where des is
the number of descents and maj is the major index. How to prove their conjecture? We
use the so-called “Umbral Transfer Matrix Method” implemented by Zeilberger and spe-
cific combinatorial constructions leading to new transformations on the symmetric group.
Details may be found in the recent work of D. Foata and D. Zeilberger [2].

1. Introduction

We use the Babson-Steingrimsson notation [1] for “atomic” permutation statistics. Given a
permutation w = z1x9... T, of 1, 2, ..., n they denote (a — bc)(w) the number of occurences of
the pattern a — be, i.e., the number of pairs of places 1 < ¢ < j < n such that z; < z; < zj41.
Similary, the pattern (b — ca)(w) is the number of ocurrences of =1 < z; < z;, and in general,
for any permutation «, 3, v of a, b, ¢, the expression (o — 57y)(w) is the number of pairs (4, j),
1 <4 < j < n, such that the orderings of the two triples (z;,z;,2;41) and «, 3,7 are identical.
The statistic (ab — ¢) is defined in the same way by looking at the occurences (z;, z;11,;) such
that 1 +1 < j and z; < z541 < zj. Of course, (ba)(w) denotes the number desw of descents of w
(i.e., the number of places 1 <4 < n such that z; > z;;1) and (ab)(w) denotes the number rise w
of rises of w (i.e., the number of places 1 < i < n such that z; < ;11).

The classical permutation statistics inv and maj may be written as (bc—a)+(ca—b)+(cb—a)+(ba)
and (a — ¢b) + (b — ca) + (¢ — ba) + (ba), respectively. This inspired Babson and Steingrimsson
to perform a computer search for all statistics that could be thus written, and look for those that
appear to be Mahonian. They came up with a list of 18. Some of them turned out to be well-known,
and some were new. Yet eight new conjecturally Mahonian statistics were left open. Here we prove
four of them.

2. Notations

Recall the usual notations
(a;q)n = 1 if n=0,
% jn = (1-a)(1—-aq)...(1—ag™') ifn>1,

(@;9)oo = 1lim (a;q)n = [T —-ag),
n>0
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n—1 . n
e % “T] e

=1

[n]q =

A statistic stat on the symmetric group S, is said to be Mahonian, if for every n > 0 we have
Z ¢ = [nl,
wWESy
A sequence (An (¢, q))n>0 of polynomials in two variables ¢ and g, is said to be Fuler—Mahonian,
if one of the following equivalent conditions holds:

= (s + 1"

tnt "

1. For every n > 0,

An(t,9)

2. The exponential generating function for the fractions e is given by

va( =D t*exp(uls + 1]o).

nso ™ (b Dnt1 $>0
3. The sequence (An (¢, q)) satisfies the recurrence relation:
(1) (1 —q)An(t,q) = (1 — tg")Ap—1(t,q) — q(1 — 1) An—1(tg, @)
4. Let An(t,q) = > 5501°An,s(q). Then the coefficients An s(g) satisfy the recurrence:
An,s(q) = [s + 1]gAn-1,5(q) + ¢°[n — slgAn—1,5-1(q)-

Now a pair of statistics (stati,state) defined on each symmetric group S, (n > 0) is said to be
Euler—Mahonian, if for every n > 0 we have

Z tstatl qutatgw — An(t,q).
wWESy,

3. Results
Our results are the following:
Theorem 1. The permutation statistic S11 = (a — ¢b) + 2(b — ca) + (ba) is Mahonian.
Theorem 2. The permutation statistic S13 = (a — cb) + 2(b — ac) + (ab) is Mahonian.

Theorem 3. Let S5 = (b — ca) + (¢ — ba) + (a — bc) + (ab). Then, the pair (rise, S5) is Euler—
Mahonian.

Theorem 4. Let S6 = (ba — ¢) + (¢ — ba) + (ac — b) + (ba). Then, the pair (des, S6) is Euler—
Mahonian.

Our Theorems 1, 2, and 4 are the three parts of Conjecture 8 of [1], while Theorem 3 is Con-
jecture 10 of [1]. It turns out that, thanks to Zeilberger’s recent theory of the Umbral Transfer
Matriz Method [4], the proofs of the first three theorems are completely automatic, using the
general Maple package ROTA, together with a new interfacing package PERCY that computes the
appropriate Rota operators for what we will call Markovian Permutation Statistics.

However, ROTA is useless in the case of S6. So proving Theorem 4 still requires the traditional
combinatorial method: construct a bijection w — w' of S,, onto itself which has the property that

(des, S6) w' = (des, maj) w
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FIGURE 1. rs(10,11,2,4,5,9,6,12,14,15,7,3,1,8,13) = (8,13,1,4,5,12, 14, 15,7,6,9, 3,2, 10, 11).

holds for every w € S,,.

4. Proof of Theorem 4

Instead of the pair (des,maj) we will take another Euler-Mahonian pair (des,mak), where
mak is a Mahonian statistic that was introduced by Foata and Zeilberger in [3]. In the Babson—
Steingrimsson notation mak reads

mak := (a — cb) + (cb — a) + (ba) + (ca — b).

First, the descent bottom of a permutation z1zs ...z, is defined to be the set desbotw of all
the z;’s such that 2 <47 <n and z;_1 > z;. Its cardinality is the number desw of descents of w.

Next, the word statistics U and V are introduced as follows. Let y = z; be a letter of the
permutation w = z1xs...x,. Define

Uy(w) = (ca = b)|p—y, w; Vy(w) = (b — ac)l,_, w.
Thus, Uy(w) is the number of adjacent letters z;x ;11 to the left of y = z; such that z; > z; > z;41.
The word statitics U and V are then:
U(w) = Uy (w)Uz(w) ... Uy(w); V(w) = Vi(w)Va(w) ... Vy(w).

Now, recall the traditional reverse image r, which is an involution that maps each permutation
W= T1T3...Tn ONLO YW = TpTy—1...21. We shall introduce another involution s of S, called the
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rise-des-exchange, which exchanges the rises and the descents of a permutation and keeps peaks and
troughs in their original ordering. The involution s is not explained here, but can be immediately
visualized in Fig. 1.

Proposition 1. The involution rs of S,, has the following properties:
1. desbot rsw = desbot w,
2. (U, V)rsw=(V,U)w.

Let 3 -desbot w be the sum of all the letters z; of the permutation w = z1zs ...z, which belong
to the descent bottom set desbot w.

Proposition 2. For each permutation w we have:
% -desbot w = ((a — ¢b) + (cb — a) + (ba)) w.

Next, we introduce the complement to (n + 1), denoted by ¢, that maps each permutation
W =1T1Ty...Tponto cw = (n+1—z1)(n+1—1z2)...(n+1—x,). Thus the statistic S6 rc reads

S6 rc=(a—cb)+ (cb—a)+ (ba) + (b — ca).
Taking Proposition 2 into account, we get the expressions:

mak w = X -desbotw + Uy (w) + - - - + Up(w),

S6 rc =Y -desbotw + Vi(w) + -+ + Vy(w).

Therefore, Proposition 1 implies the following corollary.

Corollary 1. The involution rs is an involution of S,, having the property:
(des, mak) w = (des, S6 rc) rsw.

But (des, mak) is Euler-Mahonian, as proved in [3]. Therefore, the pair (des, S6 rc) is Euler—
Mahonian, as well as (des,S6), since we always have desr ¢ w = desw. Hence Theorem 4 is proved.

5. Markovian Permutation Statistics

The reduction of a sequence w of n distinct integers, denoted by red(w), is the permutation
obtained by replacing the smallest member by 1, the second-smallest by 2, ..., and the largest
by n. For example red(5 8 374)=3514 2.

A permutation statistic F' : S, — Z is said to be Markovian, if there exists a function h(j,%,n)
such that

F(zy...zy) = F(red(z1...2n-1)) + h(Tp_1, Tn, ).
A Markovian permutation statistic F' : S;, — Z is said to be nice Markovian if the above h(j,,n)
can be written as £ )i
. j,i,n) if j <1,
CEUEE i,
where f and g are affine linear functions of their arguments, i.e., can be written as ai+bj +cn +d,
for some integers a, b, ¢, d.

We, and the Maple package PERCY, will only consider nice Markovian statistics. We will denote
them by [f,g,7,i,n]. For exemple, inv = [n —i,n —1i,4,4,n], maj = [0,n — 1,j,4,n], des =
[0,1,4,i,n], rise =[1,0,7,1,n].

Given a permutation statistic F' we are interested in the sequence of polynomials

gf(F)ulg) = > "™  (n>0).

wESH
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However, in order to take advantage of Markovity, we need to consider the more refined
GF(F)a(g,2) = >, ¢"™"  (n>0)
W=T1...LnESn

that also keeps track of the last letter z,,. Now, by using Rota operators [4], it is easy to express
GF(F),, in terms of GF(F),_1. Let w' =z ... 2!, =red(z1 ... z,_1); then

CF(Falg,2) = » 28 Y  ¢"™
i=1

WESy; Tn=%
n—1 J n
_ Z Z qu(j—l—l,i,n)zi + Z qf(j,i,n)zz' qF('w’).
J=lw' e€Sn_1; 2l =j \i=l i=j+1

Now for i < j < n — 1 we introduce the umbra P,

J n
P(Z]) = qu(j+1,i,n)zi + Z qf(]a%n)z"
i=1

i=j+1
and we extend by linearity, so that P is defined on all polynomials of degree less than or equal
to n — 1. In terms of P, we have the very simple recurrence:

GF(F)n(qa Z) = P(GF(F)H—I(Qa Z))

Maple can compute the umbra automatically. All the users have to enter is f and g, and PERCY
would convert it to the Markovian notation.

6. Proof of Theorem 1
Using PERCY and ROTA we get that the umbra P linking GF(S11),_,(q, 2) to GF(S11),,(q, 2)

maps the polynomial a(z) onto
2" la(1) — za(2) L2 (a(gz) — a(q?))
z—1 z—q '

Hence b,(z) = GF(S11),,(q, ) satisfies the functional recurrence

2", _1(1) — 2bp_1(2) L2 (bn-1(g2) — bp-1(g?))

bn(z) =

bl

z—1 z—q
with the initial condition b1 (z) = z. But if we guess (and if we check) that the sequence
P qn
= —1],!
@) =251,

satisfies the same recurrence, we obtain that b,(z) = c,(2), and finally that b,(1) = ¢, (1) = [n],!

7. Proof of Theorem 2
Using PERCY and ROTA we get that the umbra P linking GF(S13),_,(q, 2) to GF(S13),,(q, 2)

maps the polynomial a(z) onto
z(a(zq) —a(1))  zqa(z) — @' 2" a(g?)
+ .
gz — 1 1— z¢?
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Hence d,(z) = GF(S13),,(q, 2) satisfies the functional recurrence
z(dn—l(zQ) - dn—l(l)) + qun—l(z) - q2"+1z”+1dn71(q_2)

do(z) —
n(2) 1 T :
with the initial condition d;(z) = z. But if we guess (and if we check) that the sequence
(1-2"¢")
en(2) = zﬁ[n — 1!

satisfies the same recurrence, we obtain that dy,(2) = e,(2), and finally that d, (1) = e, (1) = [n],!.

8. Proof of Theorem 3

PERCY can compute the Umbra multi-statistics, when the generating function is the weight-
enumerator of &, according to the weight

weight(w) = 2% H qJ ,
where w = z1 ...z, and Fy(w), ..., F,.(w) are several nice Markovian permutation statistics. Define
t Q% Z 7:desw majw mn t .G % Z trlsew S5w 2%n
wWESH WESH

PERCY and ROTA compute the following functional recurrences

2(1 —tq" VAp_1(t,q;2) — 2(z" —tg" A,_1(t,q; 1
(2) An(t,q;z) — ( q ) 1( q )1_2:( q ) 1( q );

1—tg")B,_(t.0; — 2(1 = tzM\B.._+(t.q:
Bn(t,q;z):z( q")Bn 1(,(1,22_;( 2") By, 1(,q,q).

By comparing the two functional recurrences, we guess and we verify that
Bu(t,q;2) = ¢ 2" An(tq, g; 4/ 2).-
Hence By (t,q;1) = ¢ ™Ay (tq,q;q). By plugging t = tq, z = q into Eq. (2), we get that

1—tq")An_1(t,q;1) —q(1 —t)An—_1(tq,q; 1
An(tq,q;q):q”( q) nl( q i_g( ) nl(qq )
But, this equals ¢" A, (¢, q) by Eq. (1). And we have proved that B, (t,q;1) = A,(t,q;1) = A,(t,q)-
The input and output files of PERCY can be downloaded from
http://www.math.temple.edu/"zeilberg/programs.html.
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Abstract

What does a random partition of a large integer look like? The talk presents asymptotic
results and variational problems for this question, obtained in a work of A. Dembo jointly
with A. Vershik and O. Zeitouni [4]. The techniques involve some combinatorics and mostly
probability theory. Other applications concern asymptotics of various random combinatorial
structures, such as permutations, forests of trees, and convex polygons with integer vertices.
This summary is intended as a casual introduction to the reading of the paper [4].

1. A Bit of Paleontology

A partition of the integer n is an aditive decomposition of the integer n into some number r of
integer summands,

n=x1+x2+---+z,, Tj > Tjt1, xr > 0.

The quantity r is called the number of summands (or parts). A partition is said to be strict if
all its summands are distinct. A partition is naturally represented by a diagram resembling a
staircase and called diversely its Ferrers graph or its Young diagram. We shall let P, and P}
denote the collections of all partitions and strict partitions summing to n, and denote with P,, P,
the corresponding cardinalities.

Euler started the analytic theory of partitions by providing the explicit generating functions

Py =P =[] PE=Y R =] (1+4),

k>1 k>1

and a good deal more. The next century mostly focussed on the corresponding theta function
identities and their elliptic-modular aspects. Andrews’ classic [2] is still a pretty good reference for
many of these aspects.

The asymptotic theory starts 150 years after Euler, with the first letters of Ramanujan to Hardy
in 1913; see [7]. There, Ramanujan stated:

“The coefficient of 2 in (1 — 2z + 2z* — 22% +-..)~! is the integer nearest to

1 sinh/n
_ h _ vy .77
in (cos m/n v )

This assertion (that in fact needs to be mildly amended) is, in view of Euler’s pentagonal number
theorem, directly relevant to our subject. In a celebrated series of memoirs published in 1917
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and 1918, Hardy and Ramanujan found very precise estimates for the partition numbers implying
in particular:

(1) P, ~ 1 e“\/%’ PS~ S VETY
4nr/3 4+/3n3/4
See [7, Ch VIII] for an insightful discussion and [2, Ch. 5] for the reexamination of the subject by
Meinardus.
As far as dominant asymptotics goes, it may be worth pointing out that the simply stated

estimates (1) plainly derive from a saddle-point approximation of the Cauchy coefficient integral,
1 dz

2 MC(z) = — -

@ 06 = 57 | @)

The saddle points to be used here are at the real points ¢ (for P(z)) and (* (for P*(z)) such that

s ™
~l S 01— ’
¢ Von ¢ V12n
the reason being that P(z) and P*(z) = If((:g) tend to infinity like exp (6&—;)) and exp (%) ,

as z tends radially to 1.

Later in the last century, Erdés and Lehner [6] launched the study of various characteristics of
random partitions. In particular, they showed that almost all partitions of P, have a number a
summands in an interval

(3) é\/ﬁlognﬂ:o(\/ﬁlogn), C:=m ;,

while for strict partitions, the interval is

(4) 2\1;5 log2 +o0(v/n), D := W\/g.

The limit law is an extreme value distribution in the first case, a Gaussian distribution in the
second case. (Erdés and Lehner use a mostly elementary recurrence argument induced by generating
functions together with the Hardy—Ramanujan estimates.) Note the similarities between the saddle-
point constants and the normalization constants C, D in (3) and (4). Also, the scaling factor /n
is ubiquitous in all such analyses. Roughly put, these estimates inform us that a random partition
of n is expected to fit in a rectangle with sides about nl/2+to(1),

2. The Shape of Random Partitions

Around 1977, Vershik and Kerov [10] and, independently, Logan and Shepp [8] studied the shape
of the Young tableau(s) associated to a random permutation or a random involution.! Thus, in
contast to what happens in the talk, we are momentarily dealing with a non-uniform distribution
on P,. Indeed, the enumerative formulae relative to Young tableaus under these statistics (the
“hook formula,” also called the Robinson-Frame—Thrall formula) renormalize in the scale of 4/n in
such a way that the probability of a continuous shape f(¢) (in the asymptotic limit) occuring in
tableaus of size n is found to be of the rough form (see (7) below for a precise statement)

(5) e o), o(f) := 2//t< log (261/2(8 - t)) (1- f(s)) (1+ f(t)) dtds

1These are “filled” Young diagrams—the filling rule corresponds to entries increasing by line and column.



A. Dembo, summary by P. Flajolet 41

607]
40%
40
304
30
20
20
N\
10 10
0 10 20 30 40 50 60 0 20 40 60 80

FIGURE 1. Two partitions of Pigg9 drawn at random against the limiting shape U ().

with f the derivative of f. Thus, the most likely shape fy solves the variational problem of
minimizing the functional ©, and “most” tableaus are expected to be close to this particular
shape fo. From the methodological standpoint, the contributions [8, 10] are especially important.
They led to a much wanted solution of Golomb’s conjecture to the effect that the average length
of the longest increasing subsequence in a random permutation of size n is asymptotic to 2/n;
see [1, 3] for recent developments in rather different directions.

We now return to partitions and let (), and @);, represent the uniform probability models on P,
and P3. A partition (or diagram) A can be written under the form A\ = 17272373 ... Graphically,
we define the “contour” or “shape,”

or(t) == Z Tk, ©2>0,
k=[t]

so that ¢, is a monotone decreasing function whose integral over R equals n. We normalize any
such ¢ by

Gult) = 7= (Jtv] ).

Under the models induced by @, and @3, Vershik [9] proved (in the sense of uniform convergence
on compact sets) that contours tend to converge to deterministic limits,

o() n::oql()’ (ﬁs()n:; Ue(.), where

*®  du s *  du s s

6) o) ._/t S, W) ._/t S o= o =
Thus, a random partition under @, or @; tends to have a limiting shape given by the curves
U(t) or ¥ see Fig. 1 obtained with Maple and combstruct. (Observe that ¥ has a logarithmic
singularity at 0, while U is regular there.) Alternatively, the limit contours are the curves satisfying
respectively e + e~ = 1, and ¥ —e~PY = 1, with the first one being symmetrical, as it should.

The main objective of the talk is to consider deviations from the limit shapes. What is proved
is a full large deviation principle, of speed y/n, much in the spirit of (5). We recall that a sequence
of measures p, over a (completely regular Hausdorff topological) space X is said to satisfy the
large deviation principle [LDP] with speed b, and a rate function I if I : X — [0,00) is lower
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semicontinuous, and for any measurable set X C X, there holds:

(7) — inf I(z) < hmlnf—logun(X) < limsupilogun(X) < — inf I(z).

reX° n—0o0 b n—00 bn zeX
There, X° and X denote the interior and the closure of X. It can be recognized that the informally
stated estimate in (5) is of this type (with speed b, = n and rate function ©).

For our purposes, the set X will consist of functions that are left continuous and of right limits
equipped with the topology of uniform convergence. Let also .AC([XD_ 101 be the subset of non-
increasing absolutely continuous functions f(-) satisfying lim;, f(f) = 0—and hence f(t) =
[7°(—f(u)) du—with derivatives belonging Lebesgue-almost everywhere to the interval [—1,0].
This last set represents the collection of all potential “shapes” of partitions considered (after nor-
malization). By want of space, we refer to the original paper [4] for complete topological and
measure-theoretic definitions and state:

Theorem 1. Under the laws Q3 the random variable ¢(-) satisfies the LDP with speed \/n and a
rate function that, for f € .AC[ L0 gnd JoS (=) df (t) < 1, is expressed by

—2p- / ~felt)

with h(z) = log (z*(1 — :v)*(lfw)) the entropy function and g, the absolutely continuous part of g.

Theorem 2. Under the laws Qy, the random variable ¢(-) satisfies the LDP with speed /n and a
rate function that, for f in a suitable space and fooo(—t) df (t) <1, is expressed by

°(f) = 2 — /Ooo (1 _ fac(t)) h (%) dt

The paper also states some equivalent forms that are expressed in terms of a “distance” to the
most likely contours of (6). That distance involves various entropy functions.

3. Boltzmann Models of Combinatorics

The first step in the proof of Theorems 1 and 2 is the introduction of a family of models over the
classes P and P® and large deviations are first established under these models. Since the principles
are of an applicablity that goes well beyond the probabilistic theory of partitions, we depart a bit
from the original paper [4] and discuss them first at a fair level of generality.

Let generally C be a class of combinatorial objects endowed with its size function | -|. What
we call here, by virtue of a vague analogy with statistical mechanics, the Boltzmann model of
parameter z (over C) is the model that assigns to any object v € C the probability

Pkl

m with C(z Z T
yeC
the counting generating function of C. There z is to be restricted to real values less than the
radius p of convergence of C(z).
The class C being fixed, we shall let (),, denote the uniform probability model over the subclass C,,
of objects of size n and, with a slight abuse of notations, @), represents the Boltzmann model of
parameter z. Clearly, @, is a mixture of the family of models {Q,} in the following sense:

Cpz™
C(z)

(8) @z = QN where N is a random integer selected with P(N =n) =



A. Dembo, summary by P. Flajolet 43

In other words, a randomly chosen object under @), has a random size N = N, distributed accord-
ing to the probability in (8); once the value of size has been drawn according to its distribution,
say, N = n, a random element of C,, is chosen uniformly at random, that is, according to Q. (Ac-
cordingly, @, is Q. conditioned upon size, irrespective of the value of z € (0, p).) The distribution
of the random size N according to (), is itself given by a simple generic calculation that we now
explain. The probability generating function of N is
_ . _ Clz2)
zn: P(N =n)z )

Next, the mean and second moment of N are found to be
C'(x) 22C" (1) + zC'(x)
TC) C(a)

The mean size increases as x approaches p~, with p the radius of convergence of C'. In particular,
if the additional condition C'(p~) = +oo is met, the Boltzmann model must give preponderance to
objects of larger and larger sizes. (Work in progress by Duchon, Flajolet, Louchard, and Schaeffer
shows that similar considerations are otherwise of great interest for the random generation of
combinatorial structures.)

We now specialize the Boltzmann model to partitions, with the Boltzmann models Q., @3,
and the fixed-size models @, @Q; taken in association to the combinatorial classes P, P,. The
generating functions P(z), P*(z) have radius of convergence p = 1 and both blow up exponentially
as z — 17. Thus, the models Q;, @; must have something to say on the limiting behaviours of
objects in P, P;. As it is easy to see, the Boltzmann models @), and @ correspond to infinite
sequences of independent integer valued random variables Ry (k = 1,2,...), with laws as follows:

(10) Qw : Rk: € Z>07 P(Rk = E) = xke(l - xk)
Qi+ Ric{01), P(Re=1)=2"/(1+)

In other words, the non-indentically distributed (but independent) Ry are Bernoulli in the case of
Q% and geometric in the case of Q.

A simple calculation based on Equation (9), on Chebyshev’s inequalities, and on the usual
approximation techniques for partition functions shows that a window narrowly centred around
size N = n is obtained by fixing z = z,,, = = z;, given by

a
.Tn:].—%, .’L'z:].—%,
for Q5 and @3, respectively. (Note that these values coincide with the saddle points of the complex-
analytic approach in Section 1! This fact is general since the equations E;(NN) = n and the saddle-
point condition for (2) precisely coincide.) Large deviations of sums of Bernoulli or geometric
random variables involve the entropy function. The Boltzmann models for partitions then provide
a first hint as to the natural occurrence of entropy functions in the statements of Theorems 1 and 2.

(9) E(N) = E(N?) =

4. The Spirit of Complete Proofs

In this short abstract, we cannot do more than presenting a broad (and vague) outline of what
the full proof of Theorems 1 and 2 requires.

First, under the continuous-parameter models @, @3, it is easy to determine information on
single parameters of partitions. The paper under review recovers for instance the analogues of
Erdés and Lehner’s estimates when z = x, and z = . It then proceeds by proving the LDP
for these models. What is required is showing that, for any fixed m, and any fixed “instants”
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t1, to, ..., ty, the random vectors (5n(t1), een, @’n(tm),n*IN) satisfy a large deviation principle.
The proof bases itself on the independence granted by the models: one needs to estimate the
probabilities of “slices” of summands in the scale of 4/n to be away from what is expected; this
is largely based on the approximation of Riemann sums by integrals. As a snapshot of the latter
technique, we offer the simple estimate

*®  du du—: T
E;, (on(t Z \/_1—:1:’“_> A u=: V().

k=tnl/2

Last but not least, the treatment relies on an intensive use of large deviation techniques as exposed
in [5].

In a second step, a Tauberian type of process needs to be applied. Indeed, the models @), are
a sort of weighted average of various models of a size N, which is only controlled to lie in the
vicinity of n but still fluctuates randomly. However, results at N = n exactly are wanted. Contour
integration is one common way of achieving this, but the authors of [4] opt for a more combinatorial
path. One of the ideas is to appeal to the following area transformation: given a diagram X of
area N at most n, form a new diagram of area n exactly, by completing the last row of A by n — N
elements. This establishes a mapping from (J_; Py to P, that does not affect shape and various
other characteristics of partitions too much. In this way, large deviation properties established for
values of N slightly smaller than n (as given by the family of @, models) can be “transferred” to
partitions of exact size n, that is, to the model Q.

The paper under discussion concludes by noting that several such large deviation principles
should hold for various types of partitions with multiplicities and constrained partitions, as well
as labelled trees and set partitions. In the last case, the objects at stake are enumerated by expo-
nential generating functions, and suitable adaptations of the Boltzmann models (with the Poisson
distribution replacing the geometric or Bernoulli distribution) are lurking in the background.
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Summary by Cyril Banderier

Abstract
The problem addressed here is the covering time of random walks on a graph satisfying
“self-avoiding” properties. Appealing to the combinatorics of heaps of cycles, the author
derives explicit expressions of the laws for several algorithms related to loop-erased random
walks (and thus to spanning trees and Hamiltonian cycles samplings), Lukasiewicz walks,
and taboo random walks.

1. Spanning Trees, Hamiltonian Cycles, Spanning Heaps of Cycles

Combinatorial tools (such as generating functions, context-free grammars) generally have too
little “memory” to deal with “self-avoiding” walks, and thus their enumeration remains a widely
open problem. However, for a few years, an approach via loop-erased random walks has seemed
promising (see [3] and also the summary of R. Kenyon’s talk in the proceedings of years 99-00).
Philippe Marchal exploits here the theory of determinants related to properties of heaps of cycles!
and then gives the average time needed to generate self-avoiding walks of several kinds.

Define a cycle as a path beginning and ending at the same point, and not containing any subcycle.

Given a connected graph G (where each edge is oriented and weighted), one wants to find

— a spanning tree T' of this graph (i.e., a tree T' whose each edge is an edge from G and each
vertex of G a node of T');
— a Hamiltonian cycle C (i.e., a cycle C' whose each edge is an edge from G, and each vertex
of G is visited exactly one time by C);
— a spanning heap H of cycles (i.e., a heap H of cycles whose each edge of is an edge from G,
and each vertex of G is visited by at least one of the cycles of H).
In order to get a spanning tree or a Hamiltonian cycle of the graph, it is interesting to use
probabilistic algorithms, since these problems are NP-complete.
On the connected edge-weighted oriented graph G (the weights are given by a matrix P), one
considers the Markov chain (X,,),en, defined by

P( X, =1|X,=j) =Py
This means that the probability to go from vertex ¢ (where you are at time n) to vertex j is the
weight Pj; of edge (7, j). In this talk, one considers irreducible Markov chains only (i.e., the random

walk visits each of the m vertices of the graph G an infinite number of times with probability 1) so
that there always exists a vertex-stationary distribution (71, ..., 7y ), where 7; is the probability

IThe cycle decomposition was introduced by Cartier and Foata [2] and the modelling via heaps of cycles is due to
Viennot [8].
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to be at vertex j, after a long enough time. Similarly, there is an edge-stationary distribution for
the edges.

Define the weight of the tree T (resp. the cycle C, the heap H) as the product of the weights of
its edges. Consider now a trajectory (a realization) of the Markov chain (X, )nen, and whenever
one performs a cycle, one erases this cycle from the walk and one puts this cycle on a heap (by
construction, this cycle has no subcycle). If one stops at time n, one gets a “loop-erased random
walk” (which is a self-avoiding walk of length less than or equal to n) and a heap of cycles. It
will be explained in Section 3 how to use this loop-erased random walk to get a spanning tree, a
Hamiltonian cycle or a spanning heap of cycles.

2. Generating Functions

Let N;; be the number of visits through the edge (i,7) and t;; a formal variables associated
to the edge (4,7). Note that N;; takes also into account the visits in the cycles that get erased,
thus )  N;; = n is the length of the walk. Then, define the formal weight function w as the
function which transforms a path (i.e., a sequence of edges) v = ((wo, Z1)y. e (Tp-1, xn)) into the

polynomial
n
= H Pwifll'itl'ifll'i'
=1

This definition (as a product of the formal weights of each edge) is easily extended to trees, cycles,
graphs. Define now the formal transition matrix p by PZJ = P,Jtzj and, for a subset S of the edges

of the graph G, define Ps as equal to P excepted that (PS) ij =0 whenever : ¢ Sor j € S.
Let C be the set of cycles and H the set of heaps of cycles from C, then

-1
o ke - _ 1
Zw(H>—<Z > (DFH(O)... (0@) T

HeH k>1Ch...ChEC

where (4, ..., C are disjoint cycles belonging to C. The proof comes from an expansion of the
determinant as a sum over all permutations and then decompose each permutation in a product of
cycles (each (—1)* is nothing but an avatar of the signature of each permutation).

If H stands for the set of heap of cycles avoiding a subset S of the edges of the graph G, one has

- _ 1
2 o) = det(Id — Pg)’

HeH
Whereas if H stands for the set of heaps of cycles intersecting a set S, one has

Z G(H) = det(Id — ]iq)

Hen det(Id — P)
For example, if one stops the random walk X as soon as it reaches a given point v and one considers
the associated loop-erased walk v, one has the following probability generating function

w(v)
(Ht” 7 ) det(Id — P,)

The right member has to be read as a generating function in several variables (the number of edges

in G) whose coefficient, e.g., [t‘ll,2 e t(1),4 t3 5l = % gives the probability that the random

walk X visits edge (1,2) 4 times, edge (1,4) 0 time, edge (3,5) 7 times, ... while the associated
loop-erased random walk finally gives 7.
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Remark: For queuing theory, assurance, etc., a usual model is left-continuous random walks
(walks on Z with a finite set of jumps where the only negative jump is —1). These walks are
sometimes called Lukasiewiecz walks, due to their correspondence with simple families of trees,
their nice combinatorial and analytic properties are well understood, see [1]. Let p;, i > —1,
be the probability to do a jump 7 and let P, be the transition matrix restricted to [0,n]. Then
D, (t) := det(Id — tP,) can easily be computed by the following recurrence:

k
Do(t) =D_1(t) =1,  Dg(t) = Dy_1(t) = Y _ put(p—1)" Dg—n—1(t).

n=0

3. Wilson’s Algorithm and Some Variants

By convention, one considers spanning trees whose edges are all oriented to the root. Let 7, be
the set of spanning trees rooted at r; a well-known result, the matrix-tree theorem implies that
Yrer, w(T) _ constant.
Ty
The striking fact is that the quotient does not depend on r.

Wilson’s algorithm [7] allows to construct a random spanning tree with a given root r. Specify
an arbitrary order on G. Start the loop-erased random walk from the first point (with respect to
the above order) until it reaches r. It gives a self-avoiding walk 77. Then, restart from the first
remaining point until one reaches 77, one got a subtree 75, etc. Finally, one gets a random spanning
tree, rooted at r.

The probability to get this tree T' is proportional to its weight w(7") and does not depend on
the chosen order. The proof relies on the correspondence between trajectories and heap of cycles
as explained above. The probability generating function is

N;j _ w(T)
E(( I[ " T) ~ det(Id — P,)

1,j)EG2

and thus the average time is tr((Id — P,)1).

Similarly, one can get a Hamiltonian cycle. Start the loop-erased random walk from a point
r € G and stop the first time one gets a Hamiltonian cycle C in the heap of cycles. Let C be the
set of Hamiltonian cycles. Then the probability generating function is independent from 7:2

Nij o 75(0)
E( Il o ’C> ~ det(ld — P) + Y eree @(C")

(4,9)€G?

Finally, one gets also a sampling algorithm for a spanning heap of cycles. Choose an arbitrary
order on GG. Start the loop-erased random walk from aq, stop when it returns to a;. Then consider
the first remaining non-visited point as and start a loop-erased random walk from as and stop
when it returns to ag, etc. Stop when all the points have been visited. Here again, the occupation
measure does not depend on the chosen order. The proof relies on the fact that one gets a minimal

2Consider a nearest neighbor random walk on a cyclic graph with m vertices, and stop the walk when it comes
back to the starting point, after having covered all the graph. Then, the occupation measure does not depend on the
starting point. This phenomenon was observed by Pitman in 1996 for Brownian motion.
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spanning heap. The probability generating function is

N 1)/
Ht”H = det(Id — pz
. det Id — Pp)

,J)EG? FcaG

The waiting time W of the algorithm is stochastically less than the first time W, that the walk
returns to vertex v, after having visited all the vertices of the graph:

Vv € G,Vn € N P(W <n)>P(W, <n)

The proof follows from the fact that any spanning pyramid (see [6]) contains a minimal spanning
tiling. The author also derives this inequality:

1
infyeq 7Tv B Z Ty

'UGG
4. Killed Random Walks

Let ¢ € (0,1), to kill X with a probability 1 — ¢ means to add a sink s and to put some

probabilities of transition P’ qPij, P/, =1 —¢. Then, if one runs Wilson’s algorithm (rooted

at s), one gets a random heap with a probability proportional to @(H)q ! where |H| is the number
of edges in H. The following process also provides a random heap (with the same distribution):
construct an infinite random heap and then color each edge in red with probability ¢. Drop the
red cycles. Then one gets a red heap with the wanted probability and another heap whose all
minimal cycles have at least one non-colored edge. Let ¢ vary continuously and thus obtain an
increasing family of heaps. At a given value ¢, an upside-down pyramid falls. The probability that
an upside-down pyramid P falls between ¢ and g + dg equals

@(P)q T dg.

Some generalisations of this idea allow to generate walks constrained to avoid a specified set,
known as taboo random walks.

This summary is related to Marchal’s articles [4, 5, 6]. The readers who want to learn more about
“Perfectly Random Sampling with Markov Chains” can have a look at the web site maintained by
David Wilson at http://dimacs.rutgers.edu/ dbwilson/exact/.
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Abstract
The talk was based on [9] and consisted in a presentation of various tail bounds for occupancy

problems and applications to the determination of the conjectured satisfiability threshold in
the random k-sat problem.

1. Bins and Balls and Occupancy Problems

In bins and balls games, m balls are placed independently and uniformly at random among
n bins. Henceforth, a generic allocation will be denoted by w € {1,...,n}™: wy = j if the k-
th ball is located in the j-th bin. Let X, (w,m) denote the number of empty bins when m balls
have been assigned a position. The piecewise constant interpolation is defined by X, (w,t) =
Xn (w, |_tn'|) To alleviate notations, we omit w when this is not a source of confusion. The
behavior of the process X, (-) as n becomes large has been the subject of many investigations in
random combinatorics. The lecture is concerned with different derivations of tail bounds for X, (-)
and their application to the analysis of the threshold phenomenon for the (random) k-satisfiability
problem.

1.1. Approaches to random allocations. There are many approaches to random allocation
problems. Many early successes of analytic combinatorics have been reported in the monograph by
Kolchin, Sevast’yanov and Chystiakov [11].

Probabilistic (Martingale-theoretical) approaches have been successful as well. Let F; denote
the o-algebra generated by the first [nt]| allocations (we do not mention n to alleviate notations).
Then it is straightforward to check the relation

a(es )] 0 2w

From this, one immediately deduces that (1 — %)_L”” X, (t) is an Fi-Martingale. Moreover it has
bounded increments, and its quadratic variation process converges in probability towards ¢ +—
e! — (1 +1). Applying Martingale limit theorems [8], one easily deduces:

E

— a law of large numbers: X, (-)/n converges in probability towards ¢ — e,
— a functional central limit theorem: ¢ — (X,(t) — ne™)/y/n converges towards a rescaled
time-changed Brownian motion, namely ¢ — e *B [et —(1+ t)]
Unfortunately, results on convergence in distribution tell little about asymptotic probability of rare
events: the convergence rate cannot be better than O(l / \/ﬁ), and probability of rare events are
especially relevant to the analysis of extreme values that often constitute the core of applications.
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Nevertheless, central limit theorems suggest that the tail probabilities of the empty cell statistics
might be Gaussian-like. In computer science, sharp upper bounds on tail probabilities are often
desirable.

If instead of throwing a fixed number |nt] of balls into the n bins, one first draws N according
to a Poisson distribution with parameter |nt], and then throws N balls into the n bins, the bin
occupancies become independent Bernoulli random variables with success probability ~ exp(—t).
Xn(t) is now distributed according to a binomial random variable with parameters n and exp(—t).
Let P denote the original probability distribution on allocations and let Q denote this alternate
probability distribution on N and allocations. Note that conditionally on N = |nt|, the distribu-
tions of X,,(¢) under P and Q are identical (the multinomial distribution is a conditioned Poisson
process). Then

AXn(t) € ANN = |nt]}
QN = [nt]}
Inequality (1) provides with an easy tail upper bound for rare events under Q, i.e., for large

deviations of X, () around its expectation. If A = {w | X,,(w,t) > ne ! + ne}, then

P{X,(t) € A} < V2mn exp (—nh (et +e, e_t))

(1) P{X,(t) € A} = < V2t Q{Xn (t) € A}

where h(z,y) = zlog £ + (1 — z)log i=2. It obviously raises two questions: Is the order of the
Y 8y Ty

exponent correct? Can we get rid of the /n factor?

1.2. Known results. As allocation are performed independently, a very straightforward yet useful
bound comes from the Azuma—Mc Diarmid inequality. Namely note that if w and w’ are two
allocation schemes that differ only in one position w; = w;’ for all j < k = |tn| except for j = i,
then ‘Xn(w,t) — Xp (o' ,t)‘ < 1. As a matter of fact, if the space of allocations is equipped with
the Hamming distance, the empty bin statistics is 1-Lipschitz. This implies that

(2) P{‘Xn(t) - E[X,(t)]| > ne} < 2exp (—2?—;2> .

Inequality (2) is obtained by a Martingale embedding argument. Namely X, (t) = E[X,(t) | Fi]
and the process M, (s) = E[X,(t) | F;] is an F,-martingale, as

E[My(s + ) | £] =E[E[Xa(t) | Forn] | F] = E[Xa(0) | ] = Ma(s).
One may wonder what the best way to apply Azuma’s inequality is.

1.3. Painless tail bounds. The first bound presented in [9] is:

(n —1/2)n2e?
3 P{|Xa(t) - E[X(8)]| > ne} < 2exp | - .
When n becomes large, the exponent on the right-hand side is equivalent to
ne
C1—e 2

The trivial Poisson estimates (1) clearly shows that this exponent is rather poor as soon as
t becomes non-negligible. This is not a denial of the merits of Martingale approach. Indeed, this
method provides nearly optimal bounds for smooth Gaussian functionals and for many discrete
problems. The apparent flaw in Equation (3) comes from the fact that we did not use tight enough
bounds on the quadratic variation process associated with E[X,(t) | Fs].
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Next the authors of [9] proceed to establish what they call a Chernof bound for the occupancy
problem. It shows that the Poisson tail estimate (1) is correct even if we do not resort to a
conditioning argument, i.e., that the y/n factor is spurious.

2. The Large Deviation Approach

The large deviation approach (see [2, 5, 7] for recent presentations) aims at identifying the right
exponents for tail probability. It provides the right touchstone for the occupancy problem. Rather
than using the martingale structure of the occupancy problem, the large deviation approach relies
on the Markovian structure of the occupancy problem: conditionally on X, (t), X,(t+ 1/n) does
not depend on F;_;/,. The large deviation principle invoked in [9] comes from a contraction
of a functional large deviation principle derived by Azencott and Ruget. The latter shows that
asymptotically, the exponent in large deviation probabilities can be represented as a the solution
of a variational problem, namely

1 ¢ .
4 lim —logP{X,(t) > =— inf h(— ds.
@ Jim g P{X, () 2na} = = inf [ (=€) ds
The article [9] solves the associated variational problem and provides a closed form for the exponent,
confirming the intuition that the exponent obtained by Poissonization is not optimal.

3. Satisfiability Problems

The second part of the paper presents an application of tail bounds for occupancy problems to
the analysis of the random 3-sat problem. An instance of the 3-sat problem is a boolean formula in
conjunctive normal form, where each clause has at most 3 literals. For each number n of variables,
and each problem size k, the set of instances of the 3-sat problem is provided with the uniform
probability over the m-tuples of 3-clauses over the n variables. At the time of writing [9], it was
conjectured that as n goes to infinity while k/n remains constant, a phase transition occurs. For
k/n < c3, random 3-sat formulas are satisfiable with overwhelming probability, while for k/n > c3
random 3-sat formulas are not satisfiable formulas with overwhelming probability.

The paper [9] proposes an upper-bound on the conjectured satisfiability threshold: cs < 4.758.
This result came in a series of improvement starting from the straightforward c3 < 5.19, through
c3 < 5.08 [6], c3 <4.64 [3], c3 <4.601 [10], and recently culminating with c3 < 4.506 [4].

In the sequel, n and k are supposed to be fixed. F' denotes a random 3-sat formula, #F
denotes the number of assignments of the n boolean variables that satisfy F. F' is satisfiable if
#F > 1. T(F) equals 1 if F is satisfiable, 0 otherwise. Let o denote a generic truth assignment.
F(0) equals 1 if o satisfies F', 0 otherwise. 1 denotes the truth assignment where all variables are
set to 1. Then, we have

(5) Ep[T(F)]=Er | ) # :%:EF [%} =2Er [%]

o:F(0)=1

where the second equality comes from the fact that the number of formulae that satisfy a particular
truth assignment does not depend on the truth assignment. Hence, to get an upper bound on the
probability of satisfiability, it is enough to get an upper bound on

(5) =[5zl
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where F' is now picked at random among the (%)cn (g)cn formulae that are satisfied by 1. This
distribution among formulae is a product distribution where each clause is picked uniformly at
random among the clauses where at least one literal is not negated.

The main idea of the proof is to establish that conditionally on the fact that it is satisfiable, a
3-sat formula with sufficiently many clauses has exponentially many satisfying truth assignments
with overwhelming probability.

What is proved in [9] is actually the following. Let # F; denote the number of truth assignments o
of F where for each clause in F, there exists a non-negated variable that evaluates to 1 in o.
Obviously 1/#F < 1/#F;. Now to lower bound #F1, it is enough to determine a minimum family
of variables Z(F') such that any truth assignment where all variables in Z(F') evaluates to 1 satisfies
the formula F' (Z(F') is sometimes called a prime implicant of F'). As a matter of fact, we have
#F; > 2" #1 and hence

cn
(6) P{F is satisfiable} < (g) Er' [2#1] .

Since the publication of [9], improved upper bounds on c3 have been derived by refining estima-
tions on the fluctuations of #F for random formulae. Those estimations still rely on statistics for
random allocations. But the empty bins statistics are no more sufficient. The best known upper
bounds [4] rely on a statistics that have sometimes been called empirical occupancy measures. As
a matter of fact, an allocation w defines a probability measure on N, X, (4,¢) denotes the fraction
of bins that contain ¢ balls for # € N. The large deviations of this measure-valued random vari-
able may be studied in different ways: by resorting to Azencott—Ruget results and projective limit
arguments [2], or directly as in [1].
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Abstract

Tries, a generalized form of digital trees, are a data structure widely used in numerous
domains: algorithms for searching words, compression, dynamical hashing, ... Their interest
and construction lie in the partitioning of a set of words. We present a compact form of tries,
called Patricia tries, in which all unary nodes are suppressed (and thus do not intervene in
the partitioning). We then study the means of the memory occupation and of the cost of
inserting a word for that data structure when words are produced by a probabilistic source
for which the dependencies between the emitted symbols can be very important.

1. Size and Path Length of Tries and Patricia Tries: Expressions for Expectations

We define the notions of tries and Patricia tries. We find general expressions for the expectations
of the size and path length of tries and Patricia tries in the Bernoulli model, valid for any source.

1.1. Operations on infinite words. For a finite alphabet ¥ = {a1, a9, ...,a,}, let £ be the set
of infinite words on that alphabet, g : 3°° — ¥°*° the map that returns the first letter of a word,
and T : ¥°° — X* the shift that returns the first suffix of a word. Let Ty denote the restriction
of T to the set o' ({a}) of words beginning with symbol a and, for a finite prefix w = a; ... ay, let
T'(,;) denote the composition T'(,, 10T, 10+ 0T, ;. The notations o and T' are kept for operators
acting on reals which will be used later.

1.2. Tries.

Definition 1. Let X be a finite set of infinite words produced by the same source. A trie Tr(X)
is a structure defined by the following rules:
(Ro) If X = & (the empty set), Tr(X) is the empty tree.
(R1) If X = {z}, Tr(X) consists of a single leaf node represented by O that contains z.
(R2) If X is of cardinality greater than or equal to 2, Tr(X) is an internal node represented by e
to which are attached r subtrees:

Tr(X) = (8, Tr(Zyg, 1 X), T (L) X), - Tr(L, X))

a2

The edge that attaches the subtrie Tr(I[aj]X ) is labelled by the symbol a;. Notice a little abuse
in (Rp): if there is no word in X beginning with a;, then 7,1 X is not defined, and we consider
that is equal to the empty set. Hence Tr(I[aj]X ) is the empty tree, and it is as though there were
no subtree corresponding to a; (see Figure 1).
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Ficure 1. Standard trie and corresponding Patricia trie.

1.3. Patricia Tries. A Patricia trie is a trie from which all unary nodes are eliminated. Hence
with any finite set X of infinite words produced by the same source, we associate a Patricia trie
PaTr(X). The first two rules are the same, but the last rule (R}) is more sophisticated:

(R)) If X is of cardinality greater than or equal to 2, we have two cases:
(Ry1) if o(X) consists of a single symbol, then PaTr(X) equals PaTr(ZX).
(Ry5) if o(X) has at least two distinct symbols, PaTr(X) is an internal node generically
represented by e to which are attached r subtrees,

PaTr(X) = (o, PaTr (L, X), PaTr (T)y, X), - PaTr(T,, X) ).

The edges of the Patricia trie are labelled by words. These words are obtained from the associated
trie by concatenating all the labels of the collapsed edges.

1.4. Additive parameters. The depth of a node in a tree is the number of edges of the path that
connects it to the root. The size of a tree is the number of its internal nodes. The path length of a
tree is the sum of the depths of all (nonempty) external nodes.

1.5. Algebraic analysis of additive parameters. In a standard trie built on the set X =
{z1,...,z,}, the structure of a node labelled by a prefix w is a finite string called a slice given by

g I[w]X = (Q I[w](xl)a g I[w](ivn)) .
An additive parameter v on X is defined by a toll parameter ¢ defined on finite strings and the

recursive rule:
0, if | X| <1,
A[X] = H1X]
Sla(X)] + D es V[T X1, if [X]| > 2,

Let |s| and #(s) denote the number of symbols of the string s and the number of distinct symbols
of s, respectively. The parameters of interest are the size on tries and Patricia tries,

59(5) :{ 1 if |s| > 2, 5ps(s) :{ 1 if #(s) > 2,

0 otherwise, 0 otherwise,

and the internal path length on tries and Patricia tries

or(s) = { || if |s| > 2, Spr(s) = { |s| if #(s) > 2,

0 otherwise, 0 otherwise.
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Size of Tr Stn) =Y (1= (1+(n—1)pu)(1 —pu)" )
weX*
Path Length of Tr Ln)= Y npu(l—(1—puw)")
weX*
Size of PaTr Sp(n) = > (1 —(1—pu)" — ( (1= pu(l = )" — (1 —m)"))
weX* 1EX
Path Length of PaTr I/;:(n) = Z NPy (1 — (1 —pu)" 1t~ Zp[i‘w](l — pw(1 —p[i|w]))n_1>
weXH €Y

TABLE 1. Expectations of size and path length for tries (Tr) and Patricia tries (PaTr).

1.6. Expectation of parameters. Let (’PZ,S) denote the Poisson model of rate z relative to
the source S, and p,, the probability that a given infinite word begins with the prefix w. If the
cardinality of X is a random Poisson variable of rate z, the length of the slice 677, X is also a
random Poisson variable of rate zp,,. Hence the expectation of parameter +y is a sum of expectations
of parameter §, E[y;P,,S] =3 cs+ E[6;P.p,, Bul-

The expectation of the parameter is given by E[d; P,, B] = e * %Fg(z, U, P, ,pT)|u:1, where

sl ud [s| s
F(S(Z,U,Zﬂl,"' ’:ET):ZSEE*TP (s)x "'.TJ,-‘T_

Using algebraic depoissonization [3], based on the equalities E[Y;P,] = e7*}_, 5, E[Y;Bn]zn—ﬁ

and thus E[Y;B,] = nl[z"]|e’E[Y; ’Pz] Z7, one can return to the Bernoulli model. Finally, the
expectations of interest are given in Table 1.

2. Tools for the Asymptotics of the Expectations

2.1. Mellin analysis and Dirichlet series. To get asymptotics for the expressions found previ-
ously, we first note that they belong to the paradigm of harmonic sums. Their Mellin transforms
are given in Table 2, where A(s) = >, -\« p;, and

As(s) == > ph— > pu_ [(1—pw)® 1]

SNL=T [£]
1) = (s = DA@) =5 Y [ [[s—9) [(3—1)A ]
k>2 i=2

Ar(s) = P> [0 = pgw)*™" = 1]

wex* 1EX

_1\k k—1
(2) =y (](C _1)1)! (H(s - i)) [(5 - 1)A[k1] ,

k>2 =2

with A¥l(s) = 30, v 0l Mies P, for k> 1,

2.2. Dynamical sources. We have to restrict ourselves to a class of dynamical sources S (see [4]
for more details and [2] for its use in a study of standard tries),

(a) a finite or denumerable alphabet ¥,

(b) a topological partition of Z := (0, 1) with disjoint open intervals Z,, for a € &,

(¢) an encoding mapping o which is constant and equal to a on each Z,,
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Size of Tr S*(s) = —A(=s)(s+ 1)I'(s)
Path Length of Tr L*(s) = =A(—s)T'(s+ 1)
Size of PaTr Sp(s) =T'(s)As(—s)
Path Length of PaTr | Lp(s) = —I'(s + 1) (A(=s) + Ar(—s))

TABLE 2. Mellin transforms of expectations.

P 0 02 04 06 08 1

FIGURE 2. Memoryless source, Markov chain of order 1, continued fraction source,
heteroclinal source.

(d) a shift mapping 7 whose restriction to to Z, is a real analytic bijection from Z, to Z.

Besides, 7 has to satisfy more precise properties. If we let h, be the local inverse of T restricted
to Z, and H be the set X = {h, | a € £}, then we add properties on bounds of the first
derivatives, among which Rényi’s condition which plays an important role in the study of conditional
probabilities. This condition states that, if h, are the local inverse of T, supposed to be locally
holomorphic, restricted to Z,, then there exists a constant K that bounds the ratio |kl (z)/h,(z)|
for all branch h, and all z € [0,1]. With each h,, that are only defined on Z,, we associate its
analytical extension hq to the whole set Z.

If M maps z € [0,1] to (o(z),0T(z),0T?(z),...) € £, T, and o are linked with the previously
defined T and ¢ by cM =0 and TM = MT.

Figure 2 displays several types of dynamical sources:

Memoryless sources. We have affine branches of slope 1/p, on intervals Z, := (qq,qq+1), Where
o = Zz<a Di-

Markov chains. Each Z, of a memoryless source is divided in r intervals Z,p, b € X, of length
Pab = Plb|a] - Pa O0 Which T : T, 5 — T has slope If’—"b = 1% . p%. Notice that when the order d of the
Markov chain goes to infinity in a certain sense, one obtains at the limit a source with unbounded

memory.

Continued fractions. With ¥ =N, 7, := (al?, %), T(z) =1 -1, and o(z) = 1], corre-

sponding to a continued fraction source, we obtain a source with unbounded memory.

Heteroclinal sources. A source for which derivatives in different intervals can be of different signs
is called heteroclinal. Otherwise the source is homoclinal, like the sources presented before.
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2.3. Ruelle operators, multi-secants and prefix probabilities. In the context of dynamical
systems, with transformations T of local inverses h, are associated a transfer operator,

Glf)(@) = |ho(@)] f o ha(2)
acXx

whose interest lies in the following property: if X is a random variable with density function f,
then the density of T'(X) is G[f]. The Ruelle operator generalizes it by introducing a complex
parameter s, interpreted in statistical physics as the temperature:

= Z Ha(w)sf 0 hq(z).
aEX
To deal with probabilities of prefixes of words p,, and hence with fundamental intervals, we have

_‘ :c)h

to replace tangents with secants H[h](z,y) ‘ leading to a first generalization G of the

Ruelle operator, acting on functions L of two complex variables:
= Hy [ha](@,y) L(ha(@), ha(y))-
acy

To deal with conditional probabilities, we have to resort to a further generalization &, of the Ruelle
operator involving multisecants instead of secants:

=Y 9" [ha]L o Viha],

aEX
where the multisecants are defined by ﬁgm][h](m,y,z,t) = H[h]*"™(z,y)H[h]™(2,t), and V by
VI[h](z,y, 2,t) = (h(z), h(y), h(2), h(1)).

Let F be the distribution associated with the initial density f of a source (S, f). The proba-
bility p,, that a word begins with some prefix w is ‘F (hw(0)) — F(hy(1)) ‘ For the special case
F =1d, it will be denoted pZ,. Let @ := H|[F] be the secant of the initial distribution. Then the
quasi-inverses of G; and QSEH are related to Dirichlet series in the following way:

= > ph=0d-G,)'@(0,1);  AM(s) =Z(Idl—es[s’“])f1 B (0,1, hi(0), hi(1)).

weM* S>>
Thanks to a theorem similar to the Perron—Frobenius theorem, we have the decomposition
(1d— Gy = 2 p 4 (1d- Ny,
1—X(s)
and a similar decomposition for the multi-secant operator. We deduce the asymptotics:

lim (s — 1)(1d — &)~ [Z](a) = %wm) /0 o(t) dt),

where U (z) is an eigenfunction associated with the dominant eigenvalue and chosen according to
a proper normalization, and £ is the diagonal mapping of L. We get similar results for the Al™
that also have 1 as pole of order 1, and their respective residues r,, are related to the dominant
[m]

eigenfunctions ¥;™ of the operators 6[1m], which allows us to find the singular expansion

-1
N(1)(s—1)
where C'(S) is a constant depending on the source § and the initial density f. Using the equalities
(1) and (2) we can then get asymptotics for Ag(1) and Ar(1).

A(s) = Al(s) < +C(S),
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1
Size of Tr S(n) =~ ——=n
1 (n) S
Path Length of Tr L(n) ~ ﬁnlogn + <C(S) hZS’))
1
Size of PaTr Sp(n) ~ m(l —Ci(8))n
1
Path Length of PaTr | L(n) ~ mnlogn + (C(S) - %ﬁ) n
TABLE 3. Asymptotics of expectations.
3. Results: Asymptotics
3.1. General expressions. Let h(S) = —X(1) = limg o0 Y et Py | l0g P}y | e the entropy of

fundamental intervals and, besides C(S) encountered before, define the constants
)

1 . * * *
Ci(S) = 1‘2@ (s —1—41520 Z Dy Z (1_p[z‘|w])‘log(1_p[i|w])"

k>2 weMt  weMmt

6o = X = St T s sl s
k>1 weMt weMt

For random tries built from n words emitted by a source S, asymptotics of expectations are
given in Table 3.

3.2. Example. For a memoryless source with probabilities {p;}:

2
MS) = Tiewpillogil, C(S) = ZiemPlo8mi
(EiEM Di logpi)
Ci(S) = 1-iem(1—pi)|log(1 —pi)|, Ca(S) = Piempillog(l —pi)|.
Similar formulae are available for Markov chains and continued fraction sources. Simulations are
in agreement with theory.

4. Conclusion and Open Questions

For the average value of the size, a Patricia trie turns out to be better than a trie, and Rényi’s
condition is not necessary. For the average value of the path length, there is only a correcting
term Cy of order 2, and our proofs made use of Rényi’s condition. An open question (see [1] for
details) would be to know whether this correcting term remains valid for sources for which Rényi’s
condition does not hold, although all the natural sources we are aware of do satisfy that condition.
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Abstract

This talk presents three problems in pattern matching and their analysis. Different methods
are used, that rely on complex analysis and probability theory.

1. Statement of the Problems

Some pattern H (or a set # of patterns) is searched in a text 7. The text T' is generated by
a random probabilistic source that is either a Bernoulli source or a Markov source or a mixing
source. In the string matching and the subsequence matching problems, H is given: the model is
deterministic. In the repetitive patterns problem, in Section 4, H is a string of T' repeated elsewhere.

2. String Matching

One counts the number of occurrences of a given word H or a given finite set of words, , in a
text of size n. This number is denoted O, (H) or O, (#). This counting relies on the decomposition
of the text T' onto languages, the so-called initial, minimal, and tail languages.

Definition 1. Given two strings H and F', the overlap set is the set of suffixes of H that are also
prefixes of F'. The suffixes of F' in the associated factorizations of F' form the correlation set Ay r.
In the Bernoulli model, one defines the correlation polynomial of H and F' as

App(z) = 3 P,
weEAHR F

When H is equal to F', Ap g is named the autocorrelation set and denoted Apy, g; the autocorrelation
polynomial is defined as
Ag(z) = Z P(w)z".
wEAR H
For example, let H = 11011 and F = 1110. Then the overlap set of H and F is {11,1} and
the correlation set is Ay r = {10,110}. Similarly, Apgz = {11}. It is worth noticing that

Arg # An,r. Intuitively, the concatenation of a word in Apg r to H creates an (overlapping)
occurrence of F.

Definition 2. Let H be a given word.

(i) The initial language R is the set of words containing only one occurrence of H, located at
the right end.
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(ii) The tail language U is defined as the set of words u such that Hu has exactly one occurrence
of H, which occurs at the left end.

(iii) The minimal language M is the set of words w such that Hw has exactly two occurrences
of H, located at its left and right ends.

With these notations, any text that contains exactly k occurrences of H, k > 1, rewrites
unambiguously as

rmi...MEp_1U
where r € R, m; € M, and u € U. In other words, this set 7j of words satisfies T, = RM*1Y/.
The power of this approach comes from the equations that can be written on these languages, that
translate into equations on their generating functions in the Bernoulli model and the Markov model.

Moreover, it turns out that these generating functions—hence the whole counting problem—only
depend on the probability of H, denoted P(H), and the so-called correlation set.

Theorem 1. Let H be a given pattern of size m, and T be a random text generated by a Bernoulli
model. The generating function of the set T}, satisfies

Typ(z) = 2™ P(H) (Dy(z) +1—z)F1

>1
Dy (2)k+1 ’ k21,
Th(z) —
" Due)
where
Dy(z) =(1—2)Ag(z) + z2™P(H).
Moreover, the bivariate generating function satisfies
B ko U 2™P(H)
T(z,u) = ZTk(z)“ = 1 _ 4 PaG+== Dy (2)?

These results extend to the Markovian model and to the case of multiple pattern matching [3].

3. Subsequence Matching

A pattern W = wy ... wy, is hidden in a text T if there exist indices 1 < 41 < - < iy < 1
such that t;, = wy, ..., t;,, = wy,. For example, date is hidden 4 times in the text hidden pattern
but it is not a substring. We focus on cases where the sequence of indices satisfies additional
constraints 4.1 — i; < d;, where d; is either an integer or co. Such a sequence is called an
occurrence. One denotes (di,...,d,—1) by D. For example, when D = (3,2, 00, 1, 00, 00,4, 00) the
set I =(5,7,9,18,19,22,30,33,50), satisfies the constraints.

The number of occurrences, 2, is asymptotically Gaussian. This is proved in [1] by the moments
method: all moments of the properly normalized random variable converge to the corresponding
moments of the Gaussian law. For any sequence I that satisfies the constraints, one denotes Xr
the random variable that is 1 if ¢;;, = wy, ..., t;,, = wpy. Then,

im
Q, = Z X7.
I
The computation of the moments relies on a generalization of correlation sets. Let

U= {u1,...,ub_1}
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be the subset of indices j for which d; = oo. Any occurrence I satisfying the constraints can be
divided into b blocks:

[ila Zlm]a [z.m-l—laim]a Ty [iubfl-l—laim}

The collection of these blocks is called the aggregate of I and denoted a(I). In the example above,
the aggregate a(I) is

a(I) =[5,9],[18,19], [22], [30, 33], [50].
Deriving the mean. The collection of occurrences of W can be described as
A* x {wy} x ASY x {wo} X ... x ASIm=1 % L} x A,

where A is the alphabet and A<% is the collection of words of size less than or equal to d;. It
follows that the generating function of expectations is

ZE T prwlszI_z

i¢U

where p,,_; is the probablity of character w;. Hence, the expectation satisfies

(1) B(Q,) = 7;_:’ e ﬁpwi (1 +0 (%))

igU =1
Deriving the variance and higher moments. The variance rewrites
Var(Q,) = ¥ E(X/X,) - E(X)E(X)).
I,J

In the Bernoulli model, the two random variables X; and X ; are independent whenever the blocks
of I and J do not overlap. Hence, the contribution to the variance is zero. If a(I) and «(J)
overlap, one defines the agreggate «(I,J) as the set of blocks obtained by merging the blocks of
a(I) and aJ) that overlap. The number of blocks in «(I,J), denoted S(I,J), is upper bounded
by 2b — 1. For such a pair (I, J), the text can be rewritten as an element of the language

A" X By x A% x -+ x Bgp gy x A”
and the generating function of the covariance rewrites
1
Z Var (€, Z Z WP »(2),
n p>1 B(1,J)=2b—p

where P, are polynomials of the variable z that generalize the correlation polynomials defined in [2]
(see Definition 1). The asymptotic order of each term is n?*~P. Hence, the dominating contribution
is due to the intersecting pairs such that (I, J) = 2b— 1, and

Var(Q,) ~ n?*"1o?

where the variance coefficient ¢ can be easily evaluated for any given pattern by dynamic program-
ming,.
The proof is similar for higher moments.
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4. Repetitive Pattern Matching

Given a pattern H found in a text T, one searches for a second approzimate occurrence of H. A
word F' is a D-approximate occurrence of a word H if the Hamming distance between F' and H is
smaller than D. Recall that the Hamming distance between two words of size m, say H = Hy ... Hp,
and F=F,...F,, is

m
dg(H,F) = Z 1y, 25,
i=1

The usual parameters on trees, such as the depth of insertion, height, fill-up, ..., are extended in
the approximate case. Notably:

Definition 3. The depth L, is the largest integer K such that
min{ d(T} 5+, 10HK) | 1<i<n—K+1} <D.

Rényi’s entropy is generalized. Given a word H, the D-ball with center H, denoted Bp(H), is

the set of words that are within distance D.
Definition 4. Given a text T', Rényi’s entropy of order 0 is

~E[logP(Bo(T}))]

ro(D) = lim
k—o00 k

b
when this limit exists.

Asymptotic properties are proved for the depth, the heigth and the fill-up, that depend on Rényi’s
entropy. Notably, the convergence in probability of the depth of insertion in a trie extends for this
approximate scheme:

L, 1
=
logn  ro(D)

The proof relies on the subadditive ergodic theorem and asymptotic equipartition property.

n — oQ.
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Abstract

The information content of genomes of different organisms reflects their mode of physical
organisation. For the last decades the wet lab biologist’s research interests has been to
decipher this information content, with the purpose of extracting useful biological features.
The reliability of the information extraction process, mainly based on the textual nature
of the underlying messages, was hard to achieve. Therefore, an approach based on the
comparison of naturally occuring sequences and randomly generated sequences, is used for
discerning the artefacts in sequences and for improving the power of our genome models.

Introduction

The building plan for vegetative life is based on the assembly and catalytic function of proteins
and active RNAs. The complete set of instructions that is needed to generate the building blocks of
the reproductary system is called a “genome.” Any production of living tissue from these building
blocks will give rise to an accumulation of secondary metabolites, which are of adverse influence for
the survival of the species. The secondary effects of metabolite production are at the basis for the
requirement of the genome to be able to respond to the induced environmental changes. To counter
this problem, a cell of an organism will only bring to expression those genes that are required at
some specific moment in the cell’s life cycle. For this purpose, a genome disposes of regulatory
systems in the generation processes of building blocks. These systems can be compared to logical
gates that are situated in upstream sequences of most information that needs to be processed. This
permits a modulation in the usage of information. The genomic information is stocked in a linear
fashion, which facilitates the tracking of information. At the time the sequencing of the human
genomic sequence is being accomplished, several tasks remain to be addressed:

— the decomposition of the genomic sequence into streams of messages;
— the distinction of these “messages” in contrast to the “non-coding bulk information”;
— assignment of biologically significant functions to the messages.

Our bioinformatics team is mainly interested in providing an answer to basically two questions:

1. How can messages be extracted from genomic sequences in order to perform the function
assignment task?
2. What is the nature of the message contained within any linear macromolecular structure?
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1. First Task: Message Extraction and Function Assignment

The approach consists in observing the known words in the vocabulary of the genome. These
known words have been indexed through many years of genetic experiments, with the use of tech-
niques handled in molecular biology wet labs. Through this biology-related knowledge accumula-
tion, the following facts are at the basis for the study of genomic sequences:

— the start and end points (the START and STOP signals) of a nucleic acid sequence correspond
to the beginning and to the end of a diffusible product (= protein);

— the information content of a nucleic acid sequence is translated in a unidirectional fashion
to the corresponding protein through some basic transcription rules:

DNA — messenger (nRNA) — protein;

— for the yeast organism, experiments have demonstrated that at least 99 triplets are required
between the START and STOP signals, which leads to the coding sequence expression [5]:

START (n? \ STOP)™ (n?® \ STOP)*STOP,

with n = {a, ¢, g,t}, START = atg, STOP = {taaq, tag, tga};

— by replacing the T-based nucleotides with U, this expression proves to be universally true
for the genes describing the intermediate messenger molecules (mRNA) in the steps between
DNA and protein;

— for the genomic sequences of higher eucaryotes, the protein-describing sequences are inter-
spersed with non-coding intronic sequences (introns, non-coding bulk information);

— a multitude of other signals exists, regulating the expression of specific coding regions, and
responsible for the organism’s physiological response in precise environmental conditions.

1.1. Mechanisms for processing signals in messages. There exist mechanisms for processing
complex signals, both within eucaryotes as well as within viral species. The eucaryotic mechanism
is described as alternative splicing: a protein-encoding sequence can generate different proteins at
the time mRNA is being spliced, according to different translational systems. Sample mechanisms
for this group of organisms are read-through (the transcription machinery is reading through and
beyond the STOP codon), and hopping (the transcription machinery is skipping the STOP codon
and the codons surrounding it). The retro-viral mechanism is called re-encoding, which implies that
different proteins can be obtained at the time the mRNA is being translated. Sample mechanisms
for this group are frameshift (the reading frame for translation is changed, which induces an alter-
ation of the encoded amino acids), read-through and hopping. Several features can be conferred to
some sequences that are responsible for a frameshift:

1. Slipping sequences (structure X XXY YYZ).
2. A badly positioned classical STOP signal: the ribosome looses his grip on the sequence and
gets positioned again in phase —1.
3. A ribosome-blocking structure.
Regulatory sequences that are responsible for the modulation of DNA transcription in a less error-
prone fashion are:
1. Inhibitor signals. Their role is to bind proteins so that the RNA polymerase can no longer
bind to the sequence to initiate transcription.
2. Activator signals. There exists a multitude of signals per protein-encoding sequence, accord-
ing to the specific function of the protein to be generated.

Usually, these regulatory sequences are short sequences, whose observed frequency is higher (hence
unexpected) in comparison to a random word composed of the same letters.
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1.2. Modelling a genomic sequence. A Markov model is frequently used for modelling a ge-
nomic sequence. The number of sequences that can be generated by this model, increases with the
order of the Markov model, and reaches a plateau.

For a Bernoulli-type distribution of the nucleotides, the actual sequence follows a Gaussian dis-
tribution. Additionally, when [A+T] increases, the amount of START and STOP signals increases.
This implies that the certainty of finding a gene increases.

Regulatory signals are words with biased composition, with respect to the global word distribu-
tion of the sequence. These signals have been selected for their properties in the course of evolution.
They have been generated according to mechanisms which include random events [2, 3].

1.3. The importance of codon usage biases. In the context of genetic expression, the codon
usage bias is correlated with the level of tRNAs available, and with the abundance of protein
generated. The level of protein-encoding sequences that are significantly biased is of the order of
20% of the total amount of sequences. Within this respect, several observation have been made:

— the biased structure helps in regulating the transcription turnover [6];

— there is a positional codon bias according to the strand on which the gene is situated [4];

— there is a codon usage bias according to the life cycle of the organism and the cellular location
of the metabolic activity [1];

— there is a bias in relation with mRNA stability problems [9];

— some horizontal transfers can have effects on the codon usage [8].

The codon usage bias determining the level of codons corresponding to the amino acids of proteins
has a direct effect in the genomic sequence composition of the organism. This bias, which is the
result of an interaction of horizontal transfer and metabolic constraints, is at the basis of the
selection of efficient proteins. The codon usage bias reveals information about the nucleotide
triplet usage of the encoded protein and about the eventual external origin of the sequence in the
organism. The significance of the codon usage bias can be evaluated by using weighted linguistics
approaches. This consists in heuristically weighting the codons used to encode the amino acids,
instead of using an average weight for every amino acid that is encoded by several triplets. This
prevents from having resulting frequencies that diverge from the observed values.

Nevertheless, the probability of finding reasonable codon compositions through linguistic meth-
ods is fairly low, because:

— global linguistics are calculated on a larger set of oligonucleotides than the number of oligos
that determine the proteins;

— the number of codons in a gene equals one third of the number of possible triplets;

— the different genes are built up from codons of different composition, and this is increasing
the background noise accordingly.

2. Second Task: Determining the Nature of the Message

Life on any other planet besides Earth can only be detectable for us if it is based on our carbon
chemistry. Any sequential organic macromolecule contains constitutional information, if textual
organization can be detected within it.

Different approaches exist for the detection of organized information:

1. Complexity analysis of sequences. The complexity of sequences is difficult to compute.
Ed Trifonov introduced in 1990 the notion of linguistic complexity [7] that reflects the lin-
guistic wealth of a sequence. This complexity is easily computable as C' = H?:_II u;, with
u; the ratio of the words found in a sliding window at position i in a sequence, versus the
total number of different words that could possibly be found. Computations are made along
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windows, by multiplying the u ratios of words of all possible lengths in the window. This
implies that all redundancies are eliminated. The value of C' varies from 0 to 1.

2. Shannon’s entropy measure H(X) = — Y, P(z;) -log(P(z;)). The entropy H(X) is maximal
in the case of a random equiprobable sequence. A reduction in entropy corresponds to a
generation of information. This implies that the measurement of the amount of information
can be done by:

I(X) = H(without message) — H(with message).
This way, the amount of information can be quantified by comparing a randomly generated
Markovian sequence (sequence without message) with a naturally occurring sequence. This
measure is related to global information content, but does not give any idea on the distribu-
tion of the coding zones of the sequence. It is a common observation in information-bearing
texts that coding zones are separated from each other by areas that are more or less deprived
of information. If the hypothesis of a non-terrestrial genome makes sense, then its linguistics
must respond to the following criterions:
— it must be based on a restricted alphabet;
— it bears coding subsequences that are separated from each other in a way that is recog-
nizable by certain molecules;
— the coding subsequences are likely to share some common characteristics;
— these sequences are constructed using linguistics that can vary from one “genome” to
another;
— the reading direction of the sequences is oriented (this should facilitate their regulation);
— the method used to copy the message determines the ordered relation between the coding
sequences.
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Abstract

A crucial problem in genomic analysis is to distinguish “biologically significant” signals in
sequences from those that are part of the ground noise. To this end, biological sequences
are compared with those expected to be met “by chance.” Models of random sequences
frequently used in this perspective will be briefly described, as will be analytical methods
(developped notably in the Algorithms Project at Inria!) and experimental methods (ran-
dom sequence generation) used to solve these problems. Then, recent works on random
sequence generation according to a model that is more constrained that those studied so far
will be presented, together with a framework in which it applies to the study of genomic
sequences.






Algorithms Seminar 2000-2001, Available online at the URL
F. Chyzak (ed.), INRIA, (2002), pp. 69-72. http://algo.inria.fr/seminars/.

The Primal-Dual Schema for Approximation Algorithms: Where Does It
Stand, and Where Can It Go?

Vijay Vazirani
Georgia Institute of Technology (USA)

December 11, 2000

Summary by Claire Kenyon

Introduction

NP-hard problems cannot be solved exactly and efficiently at the same time. Can they be
approximated in polynomial time? When doing so, we want a guarantee: for every instance,
the solution must be within some factor of the optimal solution. Such questions are discussed
systematically in Vijay Vazirani’s book [6] on which the present lecture is based.

Linear programming duality theory provides many efficient algorithms with a good approzimation
factor. Designing ezact algorithms is a main topic of the paper by Grotschel, Lovasz, and Schrijver
in 1981; see [3]. As we shall see, the primal-dual scheme provides the broad outline of an algorithm;
working out the details for each individual problem then often provides a specific approximate
solution with good complexity characteristics.

1. The Vertex Cover Problem

Given a graph, a subset of its vertices is a vertex cover if and only if every edge has at least
one vertex in the subset. Each vertex has a cost—the cover having cost equal to the sum of the
costs of its vertices—and we wish to obtain the cover of minimum cost. This problem is NP-hard
(as proved by Karp in 1971, see [5]). We need to compare the cost of an approximate solution
constructed by an algorithm to the cost of the optimal solution (OPT), but we do not know the
cost of OPT; so we need a good lower bound on the cost of OPT. This is a key first step in the
design of approximation algorithms.

1.1. Linear programming approximation. To the end of obtaining bounds on OPT for vertex
cover, we start with an integer programming formulation of it. There is one variable z, for each
vertex v, and it is equal to 0 or 1; there is one constraint for each edge {u, v}, i.e., z,+z, > 1, which
expresses that the sum of its two endpoint variables is at least 1; it is then required to minimize a
linear combination of vertex variables times vertex costs, i.e. ), cost(v) X .

We then do a relaxation of the problem by allowing the variables to be real numbers between 0
and 1 (instead of being integers). Each feasible solution provides a fractional vertex cover whose
cost is necessarily a lower bound to OPT. We know since the works of Khachian and Karamarkar
around 1980 that linear programming is polynomial-time solvable, both theoretically and effectively.
The best fractional solution is thus polynomial-time computable, which gives us our lower bound.
The relaxation algorithm is then as follows:

Linear Programming Algorithm. First find the optimal fractional solution, then put in
the cover all vertices v such that =, > 1/2. It is easy to see that this is a vertex cover, and
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the cost is at most 2 times the lower bound, hence at most 2 times OPT. This algorithm has
the defect of requiring to solve a linear program, a polynomial-time but expensive step.

1.2. A combinatorial algorithm. The principle of a combinatorial algorithm that has an ap-
proximation factor of 2 is as follows. Initially the cover C' is empty. While C' is not a vertex cover,
pick an uncovered edge {u, v}, look at the smaller of the two current costs of u and v, subtract this
smaller current cost from the costs of u and of v, put the corresponding vertex in C, and charge
its cost to the edge. What we charge to the edges turns out (by induction) to be a lower bound on
OPT. The cost of the cover is obviously at most twice the amount charged to the edge. Hence this
technique gives rise to a combinatorial algorithm with an approximation factor of 2; the outcome
is in fact a very fast linear-time algorithm.

This alternative algorithm is actually related to the LP-based algorithm seen previously. There
is currently no approximation algorithm known which beats this factor of 2.

2. LP Relaxation and Dual LP

An original linear programming (LP) problem (the “primal”) always admits a “dual” formulation.

Primal linear program (LP). Determine min ), cost(v) x z, subject to Ve z, + z, > 1
and Yv z, > 0.

One can prove an upper bound on the OPT solution to the primal LP by exhibiting a particular
solution (z,) which satisfies all the constraints. One can prove a lower bound by exhibiting a par-
ticular linear combination of the constraints which equals the objective function. This corresponds
to a dual LP solution.

Dual linear program. Determine max )., y. subject to Vv Ze|u6e Ye < cost(v) and
Ve ye > 0.

Equality of the optimal solutions of the primal and dual programs constitutes the strong duality
theorem. The idea of a primal-dual algorithm is precisely to use a feasible solution of the dual LP
as a lower bound on OPT. (Note that duality exchanges ‘min’ and ‘max’.)

How to design the primal-dual algorithm? We need the complementary slackness theorem, which
says that if = is a feasible solution to the primal LP and y a feasible solution to the dual LP, then
both are optimal if and only if for every v either z, = 0 or Zeh}e « Ye = cost(v), and for every edge
e either y, = 0 or z,, +x, = 1. Thus if (z,y) are not both optimal, we can find a slack and decrease
the corresponding z, or increase the corresponding y.. To design an approzimation algorithm, we
change the equality relative to cost(v) into an inequality.

Primal-dual algorithm for vertex cover. Initially z and y are set to 0. Let C be the set
of “tight” vertices. While C' is not a cover, do: pick an uncovered edge e, pick ¥y, and raise it
until one of its two endpoints is tight. Iteratively improve the primal and dual solutions until
a primal feasible solution is obtained; compare the primal and dual solutions to establish the
approximation guarantee.

The set cover problem can be solved in the same fashion. In this problem, one has a set U of
elements and a collection of subsets Uy, each with a positive cost, and one wishes to construct a
minimum collection of subsets whose union is U. (Exercise: Let the frequency of element e be
the number of subsets containing e, and let f be the maximal frequency of an element. Design
a primal-dual approximation algorithm with an approximation factor of f.) By design, the best
approximation factor we can get by these methods is the integrality gap, i.e., the ratio between the
OPT solution to the integer linear program and the OPT solution to the relaxed linear program.
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History. This paradigm started in 1955 (Kuhn) in the context of weighted bipartite matching. The
primal-dual terminology is due to Dantzig, Ford, and Fulkerson in 1956. It was used to design ezact
algorithms for many polynomial-time algorithms much before linear programming was recognized to
be polynomial-time solvable. Examples of this technique include matching, network flow, shortest
paths, minimum spanning trees, branchings, and so on.

These exact primal-dual algorithms all use the fact that the polyhedron defined by the LP
has integral vertices, and so the LP has integral optimal solutions. It is the relaxation of the
complementary slackness solutions that essentially leads to approximation algorithms.

In 1981 Bar-Yehuda and Even [2] gave an approximation algorithm with a factor of 2 for vertex
cover. In retrospect, their work can be reframed in the setting of primal-dual algorithms so that it
can be regarded as the first primal-dual approximation algorithm.

3. Other Problems

Many other problems can be solved approximately using the primal-dual approach. We give a
short list below and refer to the book [6] for details.

Steiner tree problem. Given a graph and a set of red vertices in the graph, find a tree which
connects all the red vertices (possibly using the other graph vertices in the tree) and has minimal
total cost. Gauf} also had a version on the plane (given a set of vertices in the plane, connect them
into a tree, possibly branching out at other points in the plane).

Steiner network problem. Design a network with a prescribed number of edge-disjoint paths be-
tween pairs of vertices. There are numerous applications of this problem in networks.

Steiner forest problem. The connectivity requirement is 0 or 1 between pairs of vertices. In 1991
factor-of-2 algorithms were designed by Agrawal, Klein, and Ravi [1] on the one hand, Goemans,
Williamson on the other hand. These authors use the idea of simultaneously raising the violated
minimal constraints. In 1992 Williamson, Goemans, Vazirani, and Mihail [7] found a 2k approx-
imation algorithm for the extended Steiner network problem when the maximum connectivity
requirement is k; their algorithm has been implemented at Bellcore.

Facility location problem. What is given is a set of locations for installing proxy servers and a
set of clients; the goal is to minimize the sum of server installation cost plus the sum of client’s
connection costs. For this problem, in the late 1990s, several primal-dual approximation algorithms
using LP rounding were designed; they are nice but not so practical. Recently Jain and Vazirani [4]
got an approximation algorithm with a factor of 3 based on a practical combinatorial solution,
which stems from the primal-dual scheme.

The k-median problem. This problem is like the facility location problem, except that facilities are
free, one is constrained to open at most k facilities; what is required is to minimize the connection
cost. This has applications to data mining inter alia. In 1998 there was an O(1)-approximation
primal-dual algorithm based on LP-rounding, but that again had the disadvantage of requiring to
solve a linear program. In 1999 Jain and Vazirani designed a combinatorial algorithm that is more
complicated and relies on randomized rounding. This last algorithm can then be derandomized
using the method of conditional expectations.
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The techniques discussed in this talk are very robust in the sense that once you solve one problem,
you can get solutions to many closely related problems as well.

4. Open Problems

Our approximation algorithms always deal with dual variables in a greedy fashion, whereas exact
primal-dual algorithms are much more sophisticated: there is a long way to go to bring the two
approaches closer!

Some of the main open problems are: get a factor better than 2 for vertex cover, and better
than 3/2 for the traveling salesman path; get a factor of 2 for the Steiner network; design a bidirected
cut relaxation for Steiner trees.
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Abstract

We examine the case of n agents trying to achieve a global goal without any communication.
Our analysis for the bottleneck probability of scheduling loads in common finite buffers also
includes the first exact expressions for the density of a general sum of uniform random
variables, this being obtained via a new polyhedral combinatorial approach.
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Abstract

Factoring integers is quite an old challenge. Thirty years ago, two researchers factored the
mythic number F; = 22" 4 1. A few years later public-key cryptography was born, and
with it the famous RSA algorithm. Even if the security of RSA is not equivalent to integer
factorization, factoring the RSA key is the simplest way to decode everything, so a lot of
people tried to factor. In 1990, Fy = 22 4 1, the ninth Fermat number was factored, with
the help of hundreds of computers. In august 1999, it was the turn of the first ordinary
512-bit integer. What follows is a survey of thirty years of factorization, describing the
different methods used and the technical problems met.

1. Introduction

Factoring is of great interest since it allows to use the properties of prime number in arithmetic.
It is the keystone of the RSA algorithm, the mostly used encryption algorithm. RSA is an asym-
metric public key algorithm that is based on the fact that the product of two very large prime
numbers can not be easily factored, whereas to check if a number is prime can be done quickly.
The complexity class of testing the primality of an integer is NP N co-NP. Factoring a number is
in NP, but can be done in polynomial time on a quantum computer!

Method Complexity
sieve p
p v
elliptic curve method Lp[1,1/2]
quadratic sieve (QS) Ly[1/2,¢]
number field sieve (NFS) | Ly[1/3,¢]

TABLE 1. Complexity of factorization methods (/N is the integer to be factored, p
its smallest factor)

A lot of different methods exist to factor a number, starting from the linear sieve up to the
algebraic sieve, including methods based on elliptic curves. Their complexity can be expressed in
terms of the function

o 1—
Lz[a,c] _ eclog z(log log x) )
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Some complexities are given in Table 1. The smallest factor p of N is usually of order v N.
The letter ¢ stands for a constant and is not specified as it depends on the algorithm and its
implementation. These methods are detailed in the next section.

2. Combination of Congruences

The method of combination of congruences is an extension of Kraitchik’s method. The latter aims
at finding an integer = such that > = 1 mod N and = # +1mod N, then at testing if pged(z —1, N)
is non-trivial. If so, it is a factor of N. The quadratic congruence approach refines the way the
square root of 1 is found. The first step consists in finding pairs of integers (u;,v;);.; such that
u? = v;mod N and u? # +v;. The second step is to find a subset J C I such that HjeJ
a square, noted VJQ. This step is detailed later. If we note Hje suj = Uy then step 2 implies

V5 18

U? =V?mod N. As we also assume that V; and N are together prime (otherwise we have a factor
of N) then x = U;/Vymod N is well defined and is a square root of 1. There is a probability
greater than 1/2 that it gives a non trivial factorization of N. This extension is interesting because
in order to find the pairs (u;,v;), we can use an algorithm that eventually rejects or ignore some
valid pairs, to go faster. One solution for this is Dixon’s method. The idea is to restrict the search
to integers v; that can be factored on a small set of given small prime integers Py = (p1,...,pk)-
To find pairs (u;,v;) according to Dixon’s method, we choose an integer u;, and try to factor u?
on the set Py. If we succeed, then we keep the pair (u;, u?) The integer u; has to be greater than
VN, so as to give a non-trivial pair.

Once the pairs (uj,v;) are found, the second step is to find a subspace J such that Hje Jvj is
a square. As the factorization of each wv; is already known, this can be seen as a linear algebra
problem. Assume that there are k+1 valid pairs available. Consider the matrix M of size (k,k+1)
with coefficients 0 and 1 viewed in the field Z/2Z and such that Mf[i, j] is equal to the exponent
of p; in the factorization of v;. This matrix has a rank smaller than &, so there exists a linear
combination of the colums equals to 0. The subset J corresponds to the non-zero coefficients in
the linear combination, and we can check that Hje 7 vj s a square, because all its factors are of
even degree. To exhibit a concrete linear combination equal to zero is made easier by the sparsity
of the matrix M. As a matter of fact, the techniques of Wiedemann or of Lanczos have complexity
O(k**€) on sparse matrices, whereas the Gauss pivot has complexity O(k3). Then we have the
expression of V; easily, and a square root of 1 that may give a factorization of N. This algorithm
has a complexity Ly[1/2,c], where c is a constant that depends on the algorithm.

3. Sieves

A sieve algorithm searches a lot of candidates satisfying a certain property. Then it makes some
tests systematically on all candidates, and at the end keeps the ones that have passed all the tests
successfully. One of the first sieves concerning primality and factorization is the Erastothene sieve.
The sieve technique is useful in factorization for the search of the set of pairs (u,v) such that
u? = vmod N.

The basic quadratic sieve, found by Pomerance in 1981 is an extension of the combination of
congruence, with a specific choice algorithm for the pairs (u;,v;). The idea is to choose u; =
i + [V/N|, which implies

1) vi=(i+|VN]) - N
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The advantage is that v; is close to 2iv/N, and thus v; < N, this increases the probability that the
prime factors of v; are small. To check that these factors are in the prime number basis P, we use
a sieve algorithm. This sieve algorithm can be described as follows. First fill an array S such that
S[i] = v; for i from 1 to a bound L, then for every p in the prime number basis Py, for the two roots

of the equation (i+ I_\/NJ)Z = N mod p noted i+ (p), do i < i+ (p), and while s < L do S[i] «+ S[i]/p
and i + ¢ + p. This algorithm is justified by the equivalence plv; <= (i + VN J)2 = N modp.
Then at the end of the loops, for every 7 such that S[i] = 1, wv; is factored on Py. The complexity
of this algorithm is Lx[1/2,3/+/8], and the cost in memory space is Ly[1/2,1/+/8]. The algorithm
can be optimized in many ways, for example the large prime or double large prime variation that
we are going to detail in the next paragraph.

The large prime variation owes its name to the use of large primes, not in the prime factor basis,
and smaller than the square of the largest prime in the basis Pk. The sieving stage of the algorithm
can easily be modified to find new relations v; = g [[p®, where ¢ is a large prime. Now we can
combine two relations using the same large prime ¢, namely v; = ¢ [[p®* and vy = ¢[]p?*, and
see that vivy/q? is factored on Py. This large prime technique allows us to search for more “good”
pairs (u;, v;) and so to get more candidates to factor N. In practice it means a speed-up by a factor
of approximatly 2.5 [5]. The double large prime variation is quite similar, the difference is that
two large primes are allowed in the factorization of the integers v;. For example if v1 = qig2 [ P
Vo = @2q3 Hp;f, and v3 = q1q3 Hp;‘ (p* stands for any power of p), then v;vov3/(q1g2g3)? is factored
on the prime basis. The choice of v;, v; and vy such that their product can be factored upon the
prime basis P, modulo squares of large primes can be modelled by a graph problem. Let G be the
graph with vertex g; and multiple edges g;, g; labelled by the multiples vy, of ¢;q;. A useful relation
corresponds to a cycle in the graph G. This technique was used for the sieving step of a 138-digit
number in 1990, as the non-optimized sieve was too big to be handled [5] (see also [4]).

The algebraic sieve [2] or number field sieve (NFS) algorithm is based on the factorization in a
number field. Given a polynomial P € Z[X] irreducible over Q, we will work in the number field
Q[X]/(P(X)) = Q(6) where 6 is a root of P. In the ring Z[¢] we can talk about the primality or the
prime decomposition of an element, and the norm of the number a — b0 is [ [(a — bf;) where 6; are
all the roots of the polynomial P. In particular the norm does not depend on the particular choice
of . The description of the algorithm requires the following notation. First let m be an integer
such that P(m) = 0mod N, then consider the ring homomorphism ¢ that maps Z[f] onto Z/NZ
and that satisfies ¢(6) = m. We are now looking for a set A of pairs (a, b) such that [] 4(a —b0) =
(A—B6)? and [] 4(a — brn) = Z2. These properties give ¢ ((A — B6)?) = (A — Bm)? = Z?mod N.
Then (A — Bm)/Z is a square root of 1, that provides a candidate to factor N. The choice of
the polynomial P plays a large part in the efficiency of the algorithm [6]. If the degree of P is
O ((log N)*/3(log log N)?/3) then the complexity is Ly[1/3,c], where c is a constant.

The way the factorization is done in Z[6] needs to be explained as it is a non trivial part of the
algorithm. The idea is to factor first the norm of a — b0, Norm(a — bf) = &[] p®»(%t). This helps
because the factorization of a — bf follows the factorization of its norm. If p is a factor of N(a — b6),
and p does not divide b (this being a pathological case), then there exists an integer r such that
a —br = 0modp and P(r) = O0modp. We denote by [p,r] the ideal of Z[#] such that any element
x — yb of [p,r] satisfies Norm(z — fy) = Omod p and = — yr = 0 mod p. This family of ideals is very
interesting because (a — b0) = [][p, 7]*»(*?), where (a — bf) is the ideal generated by a — b.

Now that we know how to factor a number in Z[f], we apply the sieve algorithm over the pairs
(a,b). The factorization algorithm can be optimized by a good choice of the polynomial P [1]. The
variant SNFS, Special Number Field Sieve, targets the numbers " + 1 by the choice of P. The
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FIGURE 1. Size in bits of the factored numbers depending on the year.

general NFS algorithm becomes better than the quadratic sieve with large primes optimizations
for numbers of size around 130 digits.

4. Records and Conclusion

Figure 1 shows the evolution of the factorization records. For each specific algorithm, the progress
follows Moore’s law that states that the speed of computers double every 18 months. Then for each
change of algorithm, there is a jump. Remark that the SNFS algorithm factors specific numbers,
that are thus larger than for GNFS that factors general numbers [3]. The linear algebra is often
the limiting factor, and unless there is a new idea on the subject, RSA can still be used for some
times if used with a key big enough.
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Abstract
Fast algorithms for polynomial division with remainder are key tools in computer alge-
bra. The power series domain defines a suitable framework where such algorithms can be
efficiently constructed. While revisiting Kung’s article [5], Arnold Schonhage discusses al-
gebraic complexity bounds for the computation of reciprocals of power series and describes
a new algorithm for this task involving Graeffe’s root squaring steps.

1. Introduction

By means of Newton’s iteration, reciprocals of power series modulo z"*! can be computed

with complexity O(M (n)), where M (n) denotes the complexity of multiplication (see, e.g., [6]
for a survey). However, the Bachmann-Landau O-notation hides a multiplicative constant, which
needs to be investigated, for instance in order to determine cross-over points when a collection of
algorithms is available.

Section 2 sets the required background by recalling a few definitions from algebraic complex-
ity. Section 3 presents an algorithm for computing reciprocals of power series, while discussing
complexity bounds. Section 4 describes a new algorithm and its implementation over Z.

2. Algebraic Complexity

Let F be a field and let A(z) = Y,5,a;z* € F[[z]] denote a formal power series of the indeter-
minate z. Here, formal means that convergence matters are out of concern. Let D = F(ag,a1,...)
define a domain where a;’s are regarded as indeterminates. If D is endowed with the four arith-
metic operations (4, —, %, /) and a scalar multiplication, then an algorithm that inputs the power
series A(z) consists of a finite sequence of operations in D. Counting these operations defines the
algebraic complexity, which is an intuitive way of reflecting performances of the algorithm. Two
models of complexity are worth considering. The arithmetic complexity, denoted by L,! charges
one unit of cost for each operation in D, while the nonscalar complexity, denoted by C', only counts
nonscalar multiplications and divisions.

3. Kung’s Algorithm Revisited

The underlying algorithm used for the accurate cost calculation is based on Newton’s iteration
for reciprocals, as discussed by Kung in [5].

lFor notational convenience, arithmetic complexity is also denoted by M (resp. A) for multiplication (resp. fast
Fourier transform).
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3.1. Kung’s algorithm. Let R(x) be the reciprocal of the unit A(z) with respect to the field D[[z]].
Define the function f from the subdomain of D][z]] whose elements have nonzero constant term
to D[[z]] by f(s) = s ! — A(z). Thus R(z) is just the zero of f.

Newton’s iteration is a second-order iteration® and consists of a linear approximation of f. New-
ton’s iteration function A is given by:

f(s)
1 N(s)=s— =s(2 — A(x)s),
) ()= 1= 52 = (2= Ala)s)
where f’ denotes the derivative of f, which is defined algebraically (see [8]). Let n be a power
of two and

(2) Agn(z) = A(z) mod 2",
(3) Ry(z) = 1/A(z) mod z™ .

Newton’s iteration features a quadratic convergence (see [3, Chap. 4]): the number of accurate
terms doubles at each iteration. This may be expressed by

(4) Ron(z) = N'(Rp(z)) mod z?" 1.
From (2) and (3), there exists a polynomial P of degree at most n — 1 such that
(5) Rn(z)Agp(z) = 1+ 2" P(x) mod z*"*1.

Combining (1), (5) and the expansion (4) leads to a recursive formula that computes the reciprocal
of A(z) modulo z?"+1:

1
(6) —— = Roy(z) = Rp(z)(1 — 2" P(2)) mod x>
A(z)
Equations (5) and (6) both charge M (n) 4+ O(n) units of cost. Therefore, the overall arithmetic
complexity of Kung’s algorithm is bounded by

(7 L(2n) < L(n) +2M(n) + O(n).

Unfolding this reccurrence leads to L(n) = O(M(n)) for all known multiplications.

The derivation of the exact arithmetic complexity from (7) depends on a specific algorithm for
multiplication of polynomials. The next section describes a multiplication algorithm involving fast
Fourier transfrom (FFT). Originally, Kung derived (7) for nonscalar complexity, where M(n) =
2n + 1, and found C(n) < 4n. Actually, the lowest upper bound presently known for the nonscalar
complexity is C(n) < 3.75n. Kalorkoti derived this latter result from Kung’s third-order iteration [4]
and taking advantage that squaring modulo z"t! is less expensive than multiplying modulo z"*!
(see [2, Chap. 2]).

3.2. FFT and fast multiplication. The N-point FFT defines a ring isomorphism from the quo-
tient F[[z]]/(z") to FN. It is an evaluation-interpolation map where the evaluation points, also
called Fourier points, are the Nth roots of unity. Actually, the FFT is the evaluation-interpolation
map whose implementation yields the lowest known complexity. Indeed, the symmetry properties
of the Nth roots of unity allow a divide-and-conquer implementation [3, Chap. 4]. The arithmetic
complexity of N-point FFT is bounded by A(N) < 3/2Nlog N — N + 1 (see [2, Chap. 2]).

The FFT performs fast back and forth conversions from an evaluated form to its interpolated
form. Thus, low complexity algorithms can be achieved by taking advantage of each representation.
In particular, fast multiplication consists in converting both operands into their evaluation forms
with two FFTs, performing a coefficient-wise multiplication, and delivering the result with one

2Third-order iteration is mentioned later and consists of a parabolic approximation.
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backward FFT. Schonhage shows that multiplication of polynomials of degree n (some restrictions
on n are needed and discussed later) according to this method has algebraic complexity

(8) M(n) = (9+ o(1)) nlogn.
3.3. Kung’s algorithm revisited. Direct substitution of (8) into (7) leads to
L(n) < (18 4+ o(1)) nlogn.

However, Schonhage obtains a lower multiplicative constant by deferring the last backward FFT.
R, and A,, are first converted into their evaluation forms, requiring two direct N-point FFTs,
which cost 2A(N). Then, steps (5) and (6) compute the evaluation form of R, P, involving two
coefficient-wise multiplications and two subtractions, which add 4N units of cost. One ultimate
backward N-point FFT interpolates R, P with A(NN) operations. Therefore, (7) becomes

L(2n) < L(n) + 3A(N) + 4N.

A typical value for N is the lowest power of two that is greater than d = deg (R, (z) Az, (z)) = 3n.
However, a significant overhead is expected when d is slightly greater than the nearest power of two.
In this case, the arithmetic complexity for the N-point FFT is A(N) < 3dlog(2d). Thus, Schonhage
suggests for N a scaled power of two of the form N = ¢ 2, where v = [log(d)]| — |loglog(d + 1) |
and ¢ = [d/2"]. This latter choice for N yields a lower bound

A(N) < d(3/21og(d) + 13/51og log(d + 1) + O(1)).
This precise count yields the arithmetic complexity for reciprocals
L(n) < (27/2 + o(1))nlog n.

Surprisingly, Newton’s third-order iteration does not yield a better bound for arithmetic com-
plexity, as opposed to the case of nonscalar complexity (see Section 3.1).

4. A New Algorithm over Z

Algorithms for division of polynomials reduce the division task to multiplications. However,
while featuring an attractive asymptotic complexity, such reductions may involve detours and tricks
whose implementations lead to tremendous multiplicative constants. Indeed, earlier algorithms for
division of polynomials shared this drawback. Therefore, Schénhage suggests a new fast algorithm
by means of Graeffe’s root squaring with a low constant and ready for an immediate implementation
due to its extreme simplicity.

4.1. Graeffe’s root squaring method. Graeffe’s squaring method originates in numerical anal-
ysis for solving polynomial equations [1]. This method proceeds from any polynomial A(z) in F[z]
to the even polynomial G(z?) = A(z)A(—x).
In F[[z]] the reciprocal of A(z) modulo z™*! may be written as
1 A(—x)
9 = d 2z,
(9) A(z) ~ ACo)A) 007
In equation (9), the denominator of the right hand-side contains at most n+ 1 terms, but only half
of them are significant when computing modulo z"*!. Therefore, Graeffe’s rule reduces the task of
inverting n 4 1 terms to a half-sized problem. Thus, the corresponding algorithm works recursively
as follows (notations are those of (2) and (3)). With k = |n/2], Graeffe’s step computes

Gk (1‘2) = An(z)An(—z) mod $n+1>
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charging at most n 4+ 1 nonscalar units of cost. Indeed, typically, nonscalar complexity for such a
multiplication is C'(n) = 2n+1 (see [2, Chap. 2]). However, the polynomial A, may be rewritten as

An(w) = AL (2) + 2 AL (22),

which shows that both A, (zy) and A, (—x¢), for any z¢ lying in the ground field, can be computed
together as follows

An(a0) = AL (a2) £ 20 AL (o3).
Therefore, Graeffe’s step requires at most n + 1 essential multiplications, by evaluation of A,, for
n + 1 distinct squares. The reciprocal of Gy (z) modulo z*¥*!, denoted by Hy(z), is determined by
recursive calls. An ultimate multiplication

R, (z) = Ap(—x)Hg(2?) mod ™!

delivers the result, charging extra n+2k+1 units of nonscalar cost. Then, the nonscalar complexity
is bounded by C(n) < 6n + 21log(n/2), which is slightly weaker than Kalorkoti’s (see Section 3.1)
but the implementation of Graeffe’s approach is straightforward.

4.2. Application to reciprocals over Z. This section deals with units of the ring Z[[z]] of
the form A(z) = 1+ >,5,a;z’. This form naturally arises with divisions by monic polynomials
computed via the substitution z — 1/z.

Basically, the implementation of Graeffe’s method consists in mapping polynomials to integers
expressed in some radix rg notation, so that multiplication of integers can be used. This idea is
based on Kronecker’s trick of encoding polynomials with bounded coefficients in a single integer.
Let ¢, be a ring morphism from Zjy[z] (i.e., polynomials of Z[z] of degree less than n) to Z that
evaluates polynomials at ry € N. If there exists a constant 3 such that |a;| < 4 holds for each i > 0,
then the bit size of the coefficients of R and G can be bounded. Thus, under this assumption, ry € N
can be chosen such that the evaluation map ¢,, is a bijection and N can be optimally determined.
The arithmetic complexity can easily be derived

L(n) = 6M (rn?),

where 7 = log(3/) and where the Schénhage—Strassen algorithm for multiplication of integers, which
features the lowest known complexity M (m) = O(mlog(m) loglog(m)) [7], is likely to be used.
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Abstract

Let S be a multivariate power series ring over a field of characteristic zero. The article [5]
presents an asymptotically fast algorithm for multiplying two elements of S truncated ac-
cording to total degree. Up to logarithmic factors, the complexity of the algorithm is optimal,
in the sense that it is linear in the size of the output.

1. Introduction

Let k be a field of characteristic zero. We write S = k[[z1, ..., zy]] for the multivariate power
series ring in the n variables z1, ..., z,. Let J be any ideal of S. By computing at precision J in S,
we understand computing modulo the ideal J in S. In other words, power series in S are regarded
as vectors in the k-algebra S/J. We denote by m the maximal ideal (z1,...,z,) in S and by d
any positive integer. The paper [5] sets the problem of a fast algorithm for multiplying two power
series in S truncated in total degree d, that is computed at precision m?+t!,

The general question of a fast algorithm for multivariate multiplication in S modulo any ideal
remains an open problem and has received very little attention in the literature. Previous works
(e.g., [2]) investigated computation modulo the ideal (z4t1,... z%*+!) that is truncation accord-
ing to partial degree with respect to each variable x;. The method used is called Kronecker’s
substitution and is briefly discussed in Section 3.

The need for multiplication routines modulo m®*! arises in various fields, such as polynomial
system solving [7] and treatment of systems of partial differential equations.

The efficiency of the algorithm is measured with respect to the model of nonscalar complexity.
By nonscalar complexity, we understand the number of primitive operations in the field k¥ needed
to complete the algorithm, independently of the sizes of the numbers involved (see [3]). We now

introduce some notation. We denote by D = deg (m‘”l) the degree of the ideal mt1. D is the
d+1

+1

number of monomials in S which are not in m?*!, that is the dimension of the k-algebra S/m
Simple combinatorial considerations give

D= deg(md+1) — (d—;n)

We set C := deg (md) and denote by M, (d) the complexity of the multiplication of two univariate
polynomials of degree ¢ in k[t].
The next section presents the algorithm; its complexity belongs to

(1) O(Dlog® D loglog D).
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Since D is the size of the output, the algorithm is optimal, up to the logarithmic factors.

2. The Algorithm

2.1. Description. The first step of the algorithm consists in translating the multivariate problem
into a univariate one. This is motivated by the fact that fast algorithms for univariate power series
multiplication are known (e.g., [6]).

Let ¢ be a new variable. We consider the substitution

Ri: S/mdt! — K[z, ..., z,)[[t]/ (%))
flxi,...,zn) — f(xit, ... zpt).

If f is an element of S/m%!, R;(f) is a univariate power series in the single variable ¢ truncated
at degree d. It can then be written Ry(f) = fo + fit + --- + fat%, where each coefficient f; is a
homogeneous multivariate polynomial in the variables z1, ..., z, of total degree ¢. This remark on
the degree suggests that:
1. the substitution R; is optimal, in the sense that it provides us with a representation of f
that retains exactly the monomials that form a basis of S/m?*!. In particular, the algorithm
does not suffer from any overhead caused by unnecessary terms (see Section 3);
2. in view of the homogeneity of the fi, keeping all of the variables z; is redundant. The
substitution defined by

Rt S/mtl Kz, @[]/ = (R0 22, 3]
flxy,...,2) +—  f(t,zat, ..., x4t)
reduces the complexity in the step of evaluation-interpolation (see below): n — 1 variables,
instead of n variables, are actually needed.

The second step of the algorithm performs the multiplication. Let f and g be two power series
in S/m*! and h be the product fg in S/m%*!. The equality h = fg turns into

(2) Ri(h) = Ri(f)Re(g)-

Consequently, we concentrate on a fast way to compute R;(h). We use an evaluation-interpolation
scheme. We first consider the evaluation map at the point P = (pa,...,p,) in k"' defined by

Ep: (K[[t]/ () [m2,. .. @] —> R[]/ (47)

f(-’E?a--'axn) L f(P)
We then apply Ep to equation (2), which yields
(3) Ep (Rt(h)) =&p (Rt(f))gp (Rt(g)) mod t%t1.

Equation (3) holds for any point P and computes the product R;(h) at P by using a univariate
power series multiplication algorithm. Such an algorithm is described in [6].

The last step of the algorithm consists in reconstructing h from a set of values of Ry(h). We
regard R¢(h) as a multivariate polynomial in the variables xo, ..., x,. There exists an interpolation
map

o (k[ ))© — (K[[E/ (D)) [22,- ., 2]
f(Pl) af(PC)) — f(wZa axn)a
which recovers R¢(h) from a set of C' pairwise distinct values {Ep, (Ri(h)), ..., Ep, (Ri(h))}. The
evaluation points P;, for ¢ in 1,...,C, are chosen to be powers of distinct prime numbers, namely
P, = (p,...,p!), where pj are distinct prime numbers. Note the key point is that the characteristic
of the ground field % is zero, so that all £p, (Rt(h)) have pairwise distinct values. An implementation
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of both maps £p and 7 is described by J. Canny, E. Kaltofen, and Y. Lakshman in [4]. Their method
relies on fast univariate multipoint evaluation and interpolation (e.g., [1]).

Finally, we reconstruct h from R;(h). If Ry(h) = ho + hit +--- + hqt? is given, h is obtained by
homogenizing each h; in degree ¢ with respect to the variable £; and then evaluating at ¢t = 1.

We are now ready to unfold the algorithm.

MultivariatePS_Mult := proc(f,g)
(1) F«+ Ri(f); G+ Rui(g); // new representation
(2) foriin (P,...,Pc) do // evaluation
Fp, < &p,(F); Gp, « Ep(G);
(3) forito C do // univariate multiplication
Hp, <+ Fp,Gp;;
(4) Ry(h) < Z(Hp,...,Hp,); // interpolation
(5)  h < homogenization in degree with respect to z; // reconstruction
in R¢(h);
return h;

The next section derives the complexity result claimed by (1).

2.2. Complexity. Steps 1 and 5 can be performed in O(C) operations. We examine the cost of
Steps 2, 3, and 4 separately:

— Step 2 evaluates the d coefficients of F' and G at C points. The C points P; are chosen to
be powers of the n — 1 distinct prime numbers (ps, ..., py), namely P; = (ph,...,pt). Each
coefficient can be computed in O(MU(C) log C) operations, according to the algorithm for
fast multipoint evaluation given in [4]. This yields an overall complexity of O (dM,,(C)log C)

for Step 2.
— Step 3 performs C' univariate power series products. Each multiplication requires O(Mu

operations. Complexity of Step 3 is then O(CM,(d)). )

— Step 4 interpolates the d coefficients of H. Each interpolation requires (9( «(C)log C)
operations, also using the algorithm presented in [4]. Step 4 then requires O(d/\/l C)log C’)
operations.

The overall complexity of the algorithm is then derived by replacing M,(C) by its estimate
O(Clog C loglog C) obtained in [6] and noting that C' < Dlog(D)/d. This yields

o(D log® D loglog D).

2.3. Generalization. We mention that van der Hoeven generalized the algorithm to the case when
J= (w'lil :vg“, for ardy + -+ + and, > d),
where the «; are positive integers, by using the substitution defined by

Vi: S/3 — k[z2, .-,z [[t]]/ ()
flzi,...,zn) >  fE, 22t?2, ..., z,t)

instead of R;. The rest of the algorithm remains unaltered.
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3. Appendix: Kronecker’s Substitution

Kronecker’s substitution is defined by the map

Ki: S/3 — k[[t]]/t(z‘”l)"
f(x17"'7‘7’.n) }_) f(t7 t2d+17"'7t(2d+1)n71)7
where J = (ac‘f“,...,a:%“). This substitution truncates power series in partial degree d with
respect to each variable z;. Let f be a power series in S/J, one recovers the coefficient of z{* ... z&»

in f by simply reading off the coefficient of te1+(2d+l)ea+-+2d+1)" en jn fC,(f). The cost of this
algorithm is the cost of the multiplication of two univariate polynomials of degree (2d)", that is
O(My((2d)™)). This is the lowest known complexity for multivariate power series multiplication

modulo the ideal (ac‘f“, ...,z&*1). In particular, when addressed in this context, the algorithm
presented above requires precision m"*t1 and yields a similar complexity.

Kronecker’s substitution may be used to compute modulo m%*+! as well. However, it results in a
significant overhead of O(2"n!), for fixed n and d > n, with respect to the size of the power series.
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A Tutorial on Closed Difference Forms

Burkhard Zimmermann
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Summary by Frédéric Chyzak

Abstract

Zeilberger’s theory of closed difference forms provides with a deeper understanding of the
creative telescoping method used to prove many (g-)hypergeometric (multi-)sum identities,
and of “companion” or “dual” identities. By introducing new types of summation domains,
the closed form approach allows to discover new identities of the form “sum equals sum,”
including new summatory representations of (3). A transform similar to a pullback (change
of variables) of differential forms is introduced, and permits to find more new identites. This
summary is freely inspired by [1, 2, 4, 5] and the talk.

1. Comparison Between Differential and Difference Calculi

By mimicking differential calculus [2], Zeilberger has developped a complete difference calculus
[4]. This theory, which we recal here, culminates with a discrete analogue to Stokes’s theorem.

Given a C-vector space V', which will take the role of a tangent space momentarily, an alternate
multilinear p-form on V is just a multilinear map ¢ : VP — C that satisfies the rule

A(V1, - Vi1, Voo, Up) = —P(V1, ..., Up).
This represents a p-volume measure, in the sense that it assigns an (oriented) volume to the par-
alellepipedic polyhedron determined by the vectors v;. By a natural convention, 0-forms are just
constants. To a p-form ¢ and a g-form 1), one associates a (p + ¢)-form, i.e., a (p + ¢)-volume
measure, by means of the exterior product ¢ N 1:

(¢ N w) (Ula .. a"’p+q) = Z 6(0)¢ (UU'(].)’ s 7”0(]))) () ('Uo(p—f-l)a - a'Ua(p+q))
0€Sp,q
where S}, , denotes the set of permutations of {1,...,p+¢} witho(1) <--- < o(p) and o(p+1) <
-+ < o(p+ q), and where €(o) denotes the signature of the permutation o. Consider the direct
sum A(V) = @, Ap(V) of the vector spaces Ap(V) of alternate p-forms. By extending the
exterior product by linearity, we obtain an associative multiplication on A(V'), which becomes a
graded algebra with the product rule ¥ A ¢ = (—1)P9¢p A 9 for a p-form ¢ and a g-form 1.

Next, an alternate difference p-form, or for short a difference p-form, is a map w which to each
element £ of a real manifold M associates a multilinear p-form w({) on the tangent space V = T M.
Exterior products of difference forms are defined pointwise. At this point, difference forms and
differential forms share the same definition. In the following however, we focus to the case when
M is a submanifold of R%: each w(£) is then an alternate form on V = R¢. By imposing the
additional property w(1,...,&) = w([&1], ..., [€a]), we obtain forms that are piecewise constant,
as well as their coefficients. (Compare this situation with the theory in the differential setting,
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where one insists in having C* forms and C* coefficients.) The possible variations of forms with £
is at the origin of the notions of exterior differential and exterior difference introduced below.

In the differential setting, a kind of a derivation is defined on differential forms in the following
way. One starts with the usual derivative w’, which satisfies the asymptotic relation w(é + v) =
w(é) + W' (€)(v) + o(v) as v — 0. Each '(£) is a linear map from V = R? to the vector space
Ap(V'), and can be viewed as a multilinear map from VP+l to C that is not alternate, but alternate
in its last p variables only. Making it alternate by an averaging technique, we obtain the ezterior
differential dw given by

P
(dw) () (w0, -, vp) = D (=1)' (@' (E)(03)) (00, -+ By - v).
i=0

In the difference case, we start with another linearization instead of the derivative w' to define
the exterior difference of w, namely by secants instead of tangents. Let w”™(¢) be the linear map
on V defined by w(¢ + v) = w(é) + w?(€)(v) + R(v) and R(v) is zero for each element v = e; of

the canonical basis of V = R?. Again, (vo,...,v,) = w™(€)(vo)(v1,...,vp) is alternate in its last
p variables only, but the full alternate nature is recovered by the exterior difference dw defined by
P
(d(.d)(f)(?)o, s 7Up) = Z(_l)z (wA(é.)(Ui))(UOa v 7’61'7 s avp)'
i=0

As opposed to the classical exterior differential, exterior difference heavily depends on the choice
of a basis on V; but like it, it satisfies dod = 0.

Denote (n1,...,nq4) the dual basis of the canonical basis of the manifold R? that contains M.
As in the differential setting, the exterior difference dn; of the restriction of n; to M (i.e., or the
ith coordinate function on M) plays a special role: the dn; form a basis for the ring of difference

form, and the dni1 A -+ Ndng, for iy < --- < i) span the vector space (respectively, free module)
of p-forms. Exterior differential and exterior difference share a formally simple, easy-to-memorize
formulation on the canonical basis (dni,...,dng): for w = fdn;, A--- Adn;,, we get

dw=df Adn;; A---Adn;,

where the exterior differential is df = Z?Zl g—édni, and the exterior difference df = Z?Zl (A; f)dng,

where A; is the finite difference operator defined by (A;f)(&1,---,8q) = f(&1,---, &+ 1,...,&) —
.f(&la s 7£d)'

In order to make the link between difference forms and summation, we restrict to hypercubic
manifolds given by setting some of the coordinates &; to 0 and letting all others vary freely in [0, 1),
and to the manifolds obtained after translating the latter by vectors with integer entries. Note that
all those elementary manifolds (in various dimensions) have volume 1, and that we have restricted
difference forms to be constant on such sets. As a consequence, the integral of a form f dniA---Adng
on [0,1)%is just £(0,...,0), as is for i; < --- < i, the integral of f dn; A---Adn;, on the hypercube
defined by 0 < &; < 1 for each j = 44 and &; = 0 for all other j. By integration over a union of
elementary manifolds, we are naturally led to integral representing sums; for example:

Rdfdnl/\---/\dnd: Y ..., na).

(n1,...,ng) EZ4

We are now ready to derive a difference variant of Stokes’s theorem: consider the oriented hypercube
Q =[0,1)? and its boundary 9§ defined as usual as a formal linear combination of 2d faces,

00 =F(¢1 =0)=F(é2 = 0+ +(-)F(6a = 0)-F (& = D+F(& = D)+ +(-1)F(éa = 1),
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where F(¢; = a) is the (oriented) face QN { & | & = a }. Boundaries of other elementary manifolds
are obtained by translating 02, keeping the same coefficients. In this way, we can define the integral
of a form over a linear combination of manifolds to be the very same linear combination of integrals
of the same form over the manifolds. For

d
(1) w:Zfidnl/\---/\d;Li/\---/\dnd

J®

we get

d
Z / fid’l’Ll/\---/\d’;Li/\---/\d’rLd
) F(gi=1)-F(&=

d
( ,1,...,0)—Z(—l)if,-(o,...,o)>dnl/\---/\dnd
=1 =1

d
Z (A f3)(0 ,O)dnll\---/\dnd:/dw.
Q

=1

.

We could have as well considered forms w defined on the integer lattice Z¢, and defined their sums
> ow on a manifold Q by the integrals [,w of the form w extended to R? by w(&y,...,&q) =
w(|&],- .-, |&])- We shall adopt this equivalent viewpoint from the next section on. By linearity
with respect to manifolds, we obtain the following discrete variant of Stokes’s formula [4].

Theorem 1 (Zeilberger-Stokes formula). For any difference p-form w such that w(y,...,¢q) =
w(l&],...,&]) on any manifold Q that is a linear combination of elementary hypercubic mani-
folds, we have ) yqw = > ¢ dw.

2. Closed Form Identities (Pun Intended!)

An interesting situation is that of a closed (difference) form, which by definition is a difference
form w such that dw = 0. In this case, the sum ), w = 0 for any manifold © on all of which € is
defined, owing to Theorem 1 above. If more specifically w is given by (1), we obtain

d
ZZfidm/\---/\d;Li/\---/\dnd:0,

i=1 a0
in other words a relation between a priori infinite sums! Using the leeway available in the choice
of € yields several kinds of identities: sum equals constant, sum equals sum, etc. In the following,
we detail this situation in the special case r = 2. Let us denote dn and dk for dn; and dns,
respectively, and consider a closed 1-form w = gdn + f dk, so that A, f = Agg.

2.1. Stripe-shaped manifolds. Consider @ = R" x [0,n] = {(z,9) | 2> 0and 0 <y <n}
and the closed form w obtained for

= ()T e =

Stokes’s theorem on 2 then yields (after elementary manipulations of binomial sums)

(GO -gren-gronsZao- ("))

k=0 keN keN
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More generally, many closed-form identities like the one above, where “closed form” now means
that both the summand and the sum are hypergeometric sequences, correspond to a “closed form”
that involves the summand as one of its coeflicients. Hence Zeilberger’s “pun intended.”

But some magic takes place here: changing 2 to [0,k] x RT and summing with respect to n
instead of k, the same method sometimes yields a companion identity. Moreover, the more variables
there are, the more amplified this phenomenon is: for r variables and in lucky cases where all
summations make sense, a single closed difference (r — 1)-form with hypergeometric coefficients can
be viewed as a simultaneous encoding of r closed form summation identities [4].

2.2. Triangular-shaped manifolds. Zeilberger observed that for a closed form wy = g1 dn+ f1 dk,
the functions fs(n,k) = fi(sn,k) and gs(n, k) = g1(sn, k) + gi(sn+ 1,k) +---+ g1(sn + s — 1,k)
provide for each s > 1 with another closed form ws; = gs;dn + fs; dk. Basing on this, Amdeberhan
and Zeilberger [1] derived the following representations for ((3):

Sam (D" 1 )"~ 1(56n2 — 32n + 5)
@ =33 =12 o e

oo

1 3 (—1)"(5265n* + 13878n3 + 13761n? + 6120n + 1040)
7242 (4n+3)(An+1)(3n +2)2(3n+ 1)2(n+ 1) (") (*1)

n

Specifically, they considered 2 = { (z,y) ‘ y > |z + 1] } and the functions

k% (n —k)!
(m+k+1D!(n+1)%

E?(n —k—1)!
(n+Ek+1)(k+1)
The representations above have respectively been obtained for s = 1, 2, and 3; their general terms
decrease like O(n=3/24="), O(n=2277"), O(n~264™"), respectively—at the cost of more and more

operations for each term, though! Changing Q to Q, = { (z,y) | y > s|lz+ 1] } leads to other
representations [1], like, for s = 2,

Zoo (=1)"P(n)
C(3) = 4n
=5 80(5n +4)(5n + 3)(5n + 2)(5n + 1)(4n + 3)2(4n + 1)?(2n + 1)2(n + 1)( " (M

n

filn, k) = (—1)’c and g¢gi(n,k) = 2(—1)k

where P = 1613824n8 + 763801617 + 1570009675 + 18317312n5 + 13278552n* + 613167603 +
176396702 +289515n+20782. The general term is now O(n~2(27/3125)~"), with 27/3125 ~ 115.74.
To sketch the proof, we apply Stokes’s theorem to ws on €2, and obtain:

D gs(n,0) + > falsk+5,k) + > (gs(sk, k) + -+ + gs(sk + 5 — 1,k)) =

Next, noting that g;(n,0) = 2/(n+1)® and grouping the sums over k yields the announced identity.

2.3. Finite triangular-shaped and rectangular-shaped manifolds. Other identities like

Iz +n)l'(y +n) (fvay,v-l-n—l ‘ ) _Pz+k(y+k) ($,y,v+k—1 ‘1>
I‘(n)P(m+y—|—n)3 2 v, T+y+n _F(k)F(a:+y+k)3 v,x+y+k

and 7, . .. (>™)(*™) = 4° are based on other choices for {2, like a rectangle [0,k] x [0,n] or a

n m

“triangle” { (z,y) | lz] + ly] < s} for Q [5].
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3. Closed Forms with Holonomic Coefficients

Consider a closed form w = gdn + f dk with hypergeometric coefficients. Since f is hypergeo-
metric in n, one can find some rational function R of (n, k) such that Ayg = A, f = Rf. It is also
well-known that if a hypergeometric sequences h has a hypergeometric anti-difference H, there has
to be some rational function S such that H = Sh. Here we get g = SA,,f = SRf. This situation
extends to more variables, which legitimates Zeilberger’s focus to closed forms whose coefficients
are all multiples of the same hypergeometric sequence f by polynomials in the variables; he called
such forms WZ forms [4]. Here we extend this situation to forms whose coefficients are rational
multiples of the same holonomic sequence, and make the link between closed forms and creative
telescoping explicit.

Let a summation identity Zzza fnk = Fy, be given, where both f and F' are holonomic 0-finite
sequences. In view of verifying it, knowing F' allows to compute a non-zero operator Py(n, Sy) such
that Py- F = 0. Proving the identity thus reduces to proving ZZ: o(Fo- f)(n, k) = 0. By restricting
to holonomic hypergeometric summands and right-hand sides, Zeilberger’s presentation essentially
only dealt with the case Py = S, — 1: F can always be assumed to be 1, otherwise we replace
f(n,k) with f(n,k)/F(n). In this spirit, we now require that Py be a right multiple of S,, — 1 and
write Py = (S, — 1) R this factorization.

The holonomy of f ensures that there exists a pair (P, Q) with non-zero P such that

) (P+(Sk—1)Q) - f =0.
Provided that there exists such a pair for P = P, the operator () can be computed by Chyzak’s
O-finite extension of Gosper’s algorithm [3]. Let A be the algebra of difference operators with
respect to n and k with coefficients that are rational functions in n and k, and introduce the
module M = A - f. The form
3) w=(R-f)dk—(Q-f)dn,
whose coeflicients all lie in 901 is closed:

dw = ((Sn— DR f)dn Adk = ((Sk — 1)Q- f) dk Adn= ((P+(Sx—1)Q) - f) dn A dk =0.

Conversely, assume that there exists a closed form w (with coefficients in 9t) given by (3). By
closedness, we have ((S, —1)R+ (S; —1)Q) - f = 0, whence after summation over k, and provided
that R involves neither k nor Sy,

b

(Sn =R f(n,k) =0.

k=a
More generally, if the r-form fdkiA---Adk, + Y (P~ f)dnAdki A .. dk; - -+ A dk; is closed,
ie, (Sp—1)-f+ Sk, —1DP-f+---+ (S, —1)B. - f =0,

the r-fold summation »Z, ~ , f yields a constant with respect to n.

4. Extended WZ Cohomology

Is it easily shown that any 1-form with coefficients defined on Z" is exact. Even more is true:
any l-form with holonomic coefficients derives from a holonomic sequence. More specifically, a
1-form w given by (3) is exact if and only if there exists a function ¢(n,k) such that w = d¢, or
more explicitly

-Q-f)=(n—-1)-¢ and R-f=(Sx—1)-¢.
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This always holds if we look for unconstrained ¢: simply define ¢ by

k—1 n—1
$(n,k) =D (R-£)(0,i) = > (Q- £)(j, k).
i=0 j=0

The non-trivial problem is to impose ¢ € 9. (For example, when f is hypergeometric, all
coefficients of w as well as ¢ have to be rational multiples of f.) Then, not all 1-forms w remain
exact. Vieweing closed forms modulo exact forms we are led to a cohomology that Zeilberger named
WZ cohomology in [4] in the case of hypergeometric f, and that we call extended WZ cohomology
in the more general case of holonomic d-finite f. Following Zeilberger [4], we suggest the following
extended research problem: characterize those holonomic J-finite sequences f for which there exists
a non-exact closed form with coefficients in 9t = A- f and compute the corresponding cohomology.

5. Pullbacks

In the differential case, the notion of pullback propagates a change of variables in functions to
the level of differential forms, thus permitting change of variables in integrals: for a differentiable
map ¢ from a manifold N to another manifold M, one gets a mapping ¢* that transforms a p-form w
on M to a p-form on N while preserving closedness of forms by simply requiring

(4) (@"w) (&) (v1, - -, vp) = w((€)) (&' (E) (v1); - -, 4'(§) (vp))-

In the difference case, a simple example of a pullback has already been given in Section 2.2: the
closed form w;s is the pullback of the closed form w; under the map given by ¢(n,k) = (sn,k).
However, no simple definition of a pullback seems possible: the obvious guess that mimicks (4),
substituting ¢2 for ¢, unfortunately does not preserve closedness (taking finite differences is not
a local operation). Zimmermann [5] and Gessel independently gave a definition for the case of a
linear mapping ¢ that maps integer points to integer points.

The key observation is that for a linear transform ! = ¢(n), defined by l; = 3~ a; jn;, shifting by 1
with respect to n; after performing the substitution induced by ¢ is equivalent to doing shifts with
respect to each ; before substituting, as detailed by the formula S}, ¢* = ¢* ard ... St . Tt then
follows from a technical but easy calculation that A, ¢* = ¢* > Pi,jAy, for some operators P, ;.

Imposing the natural relations ¢*(f) = f o ¢ and ¢*(df) = d(¢* f) for O-forms f leads to
Do ((Anf)dng) =Y (Ay(¢7f) dly = D ¢"(PijAn,f) dij.

J i,J
Choosing f such that df = (Ap, f) dni, we get ¢*(gdn;) = 32, ¢*(P;,;9) di;j, a definition that proves
to preserve closedness.
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Abstract
This talk presents an algorithm to perform transformations exhibiting the rank (TER) on
a large class of matrices with entries in skew polynomial rings. This algorithm only uses
elementary linear algebra operations and has various applications in solving very general
linear functional systems.

1. Motivation

The question of finding polynomial solutions for linear functional systems is of particular inter-
est in treating various problems in differential and difference algebra, as well as in combinatorics.
It appears as a basic subtask in algorithms for finding all rational solutions of differential and
(¢-)difference equations, for computing liouvillian solutions of differential equations and (¢-)hyper-
geometric solutions of (¢-)difference equations. It also applies in factoring linear differential and
difference operators, or in designing effective Grobner basis algorithms in multivariate Ore algebras,
which in turn are used in generalization of Gosper’s algorithm for indefinite hypergeometric sum-
mation and Zeilberger’s “creative telescoping” algorithm for definite summation and integration.

The traditional computer algebra approach to solving functional systems is via an elimination
method like the cyclic-vector method, which converts the system to scalar equations (this procedure
is called uncoupling). The major problem of this approach is the increase in size of the coefficients
of equations.

The algorithm described in the next section offers a direct alternative for transforming a linear
system of recurrences into an equivalent one of a simpler form, well-suited for the purpose of
computing solutions with finite support of such a system. This gives a useful tool for constructing
polynomial solutions of very general linear functional systems; see Sections 4.1 and 4.2 below.

The main advantage of this approach is that it does not require preliminary uncoupling of linear
systems, but only performs elementary linear algebra operations on the original matrix.

2. Description of the Algorithm

The existence of canonical forms for matrices over various types of rings, such as principal ideal
domains, has been known since the middle of the last century; their computation has important
applications in both theoretical and practical areas of mathematics, science, and engineering.

Suppose that we consider matrices over a ring for which the notion of rank makes sense. A method
for obtaining canonical forms of a matrix is performing elementary operations on its rows. Here, by
elementary operation we mean permuting two rows, adding a multiple of a row to another row, and
multiplying a row by a nonzero element of the base ring. Such a finite sequence of elementary row
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operations on a matrix A can be represented by a matrix E. It will be called a TER (transformation
exhibiting the rank) if it has the additional property that the rank of A equals the number of nonzero
rows of the matrix FA.

In the commutative case, Gaussian elimination is the classical example of a TER, but it is a very
greedy one, because of the exponential growth of the intermediate expressions; see [5]. The Popov
form from linear control theory [8, 9] and the reduced matriz form [10, 11] are two other examples.

In [6] Mulders and Storjohann gave a simple algorithm that computes a simplified, non-canonical
version of the Popov form, called the weak Popov form of a polynomial matrix. The algorithm
performs only delicate elementary transformations which avoid intermediate expression swell. As
a by-product, fast algorithms are obtained for computing the rank, the determinant, the Hermite
form, the triangular factorization, and also the Popov form.

In the following, we describe an algorithm that computes a TER in a non-commutative setting.

Let R be an integral domain and ¢ an automorphism of R. Localizing the skew polynomial
ring R[X ;o] at the set of powers of X, we obtain the skew Laurent polynomial ring

S =R[X,X 1 q],

with the commutation rules X -7 = o(r) - X, for all  in R (and therefore X ~!.r = o~1(r)- X°1).
It is a left Ore domain, in the sense that any nonzero elements of S have a nonzero common left
multiple in S. This implies that for any S-module M, the rank of M, denoted by rk(M) is a
well-defined notion; see [4]. If A is a matrix with entries in S, we will call the rank of A the rank
of the S-module generated by the rows of the matrix A.

We detail an algorithm which computes a TER of a n x m matrix A with entries in the skew
Laurent polynomial ring S = R[X, X !;0]. If we write

A=AX + A X 4 A X5 AXS,

where s < t are integers, A; are matrices with entries in R, the leading matrix A; and the
trailing matrix As are nonzero, we are interested in finding a TER FE such that the trailing matrix
(respectively the leading matrix) of A be nonsingular.

Remark that a straightforward application of the algorithm given in [6] does not do the job, even
in the commutative case. The algorithm hereafter is essentially the algorithm proposed in [2] for
the particular case of recurrence polynomials and improves the EG-elimination method [1].

The algorithm consists in iterating the following two basic steps, as long as the first operation
can be performed:

1. look for a nonzero v € R™ in the left kernel of the trailing (respectively leading) matrix of
A, i.e., such that v A; = 0 [respectively vT A; = 0] and such that v; is zero whenever the
ith row of A is zero;

2. choose 7 in the set of indices ¢ such that the maximal degree in X of the polynomials of
the ith row of A be maximal [respectively, its valuation be minimal] and replace this row by
X197 A [respectively by Xov” A].

Remark that )", deg(;A) decreases after each iteration, where ;A denotes the ith row of A, so
the above algorithm terminates after at most n(t — s + 1) iterations.

Let N denote the number of iterations necessary for the previous algorithm to terminate and A®)
the matrix obtained from A = A after p iterations. Then it can easily be seen that the number r
of nonzero rows in the matrix A®) equals its rank, as any linear nontrivial dependency over S of
these nonzero rows would imply a linear nontrivial dependency over R of the corresponding rows
of its trailing matrix.
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On the other hand, the ranks of the matrices A®) do not change all along the algorithm. This
is implied by the formula rank A®) = rank A®P+1 4 rank (M®) /MP+D), where M®) denotes the
S-module generated by the rows of the matrix A®), and by the fact that M®) / MPHY) ig a torsion
module, therefore of rank zero.

This shows that the previous algorithm provides a TER for A.

3. Complexity

The previous algorithm only needs to compute nonzero elements of the kernels of matrices with
entries in R. When R is a polynomial ring over some field K of characteristic 0, which is the case for
differential and (g-)difference equations, one can use modular and probabilistic methods (like [7])
to find elements of the kernel. Their worst-case complexity is O(n3d?) operations in K, where d is
a bound on the degrees of the entries of A. Since the algorithm loops at most n(t — s + 1) times,
its complexity is O((t — s)n*d?). Refinements are possible; see [2].

4. Applications

4.1. Desingularisation of recurrences. As mentioned in the first section, linear systems of
recurrences with variable coefficients are of interest in combinatorics and numeric computation. In
addition, as shown in [3], they give a useful tool for constructing solutions of very general linear
functional equations.

Consider the system Ay(n)Y, 1t + -+ + As41(n)Ynts+1 + As(n)Y,4s = 0, where A; are m x m
matrices with entries in the polynomial ring K[n]. This system is equivalent to AY = 0, where
A= AE' + ... + AJE® is now viewed as a matrix with entries in K[n][E,E~';0], o being the
shift automorphism of K[n].

If either the leading matrix A; or the trailing matrix A, is nonsingular, its determinant is a
nonzero polynomial in K[n] and the finite set of its integer roots gives the singularities of the
recurrence and the possible degrees of polynomial solutions of the initial system. If the matrices A
and A; are singular, one faces the necessity to transform such a recurrence system into an equivalent
one, with nonsingular leading (or trailing matrix). The following method is taken from [2]. If
rankA = m > rankA,, then applying the previous algorithm to the matrix A yields a new matrix

A* = AE' + .. + AL E®
such that rankA} = m.

4.2. Solutions with finite support. As already mentioned, the question of finding polynomial
solutions of linear functional systems may be reduced to the problem of finding solutions with finite
support (Yp, Y1,...,Yn,0,...) of the previous recurrence system; see [3]. In [2] a similar method
to that of Section 4.1 was given, in order to find constraints on the set of the possible values of the
bound N for the support of such a solution.

If rankA = m = rankA, then we can find a finite set of candidates for NV, given by the rela-
tion (N — s) = 0 for §(n) = det As. If rankA = m > rankA;, then applying the previous TER to
the matrix A gives a matrix A* = Aj, E' +... 4+ A*E® where rankA* = m and (det A*)(N —s) = 0.

4.3. Hensel lifting for singular linear systems. Let A be a nonsingular matrix with entries
in K[X], where K is a field. We consider the problem of recovering a v € K(X) such that Av = b,
or determine that no such v exists.
X-adic lifting works by computing a vector series w = wo+w; X +wy X2 +---, with each w; € K™
and such that
A(wo + w1 X +woX?+---) =b.
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A rational solution v of the system Av = b is then reconstructed from the truncated series solution
w (mod X') using Padé approximation. In general, we can compute the series solution w, by
undetermined coefficients method, only when A is nonsingular modulo X.

In the case A(0) is singular, one can manage by applying the previous TER to the extended
matrix [A | b] to transform the system AY = b into an equivalent one A*Y = b*, with A*(0)
nonsingular. A similar idea already appeared in [7].

4.4. Solving linear differential systems. We now consider the problem of solving a linear dif-
ferential system Y’ = B(z)Y where B is a m X m matrix with entries in K[z]. By solving such a

system we mean finding its formal power solutions. The system may be written in the compressed
form AY = 0, where A is a matrix with entries in K[X][D;d/dx].
Using the isomorphism of K-algebras:

R : K[z,z'|[D;d/dz] — K[n][E,E™; 0]

given by Rz = E~! and RD = (n+1)E, we remark that there is a bijective correspondence between
formal power solutions Y = ) . Y,z" of the linear differential system AY = 0 and sequences
Y = (Yn),,>o, solutions of the recurrence system R(A)(Y) = 0. This reduces the problem of finding
(polynomial) solutions of the differential system AY = 0 to finding solutions (with finite support)
of the recurrence system R(A)(Y) = 0.
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Abstract

Finding polynomial solutions of linear differential equations is a building block implemented
in several algorithms of computer algebra systems. In particular, this is a necessary sub-step
when looking for rational, algebraic or Liouvillian solutions of linear differential equations.
When there are no parameters, several algorithms are available, but the general case with
parameters is undecidable. However, special families can be handled by ad hoc methods.
Such methods were developed by Boucher who applied them to the nice example of integra-
bility of the 3-body problem. The key idea there is to rely on a recent result of Morales-Ruiz
and Ramis who relate complete integrability and differential Galois group. It turns out that
special properties of this group can be related to computable properties of an appropri-
ate linear differential equation, which leads Boucher to a “simple” sufficient condition for
non-complete integrability.

1. Polynomial Solutions of Linear Differential Equations

The classical method to find polynomial solutions of linear differential equations over K(z),
where K is a field, starts by determining a bound on the degree of potential solutions. This is a
bound on the integer solutions of the indicial equation at infinity.

Once a bound on the degree has been found, one uses an indeterminate coefficients method. The
linear system on these coefficients has a band-matrix structure which can be exploited to accel-
erate the computation [1]. This linear system is rectangular, with more equations than unknown
coefficients, thus existence of solution is related to the vanishing of a determinant.

When parameters occur in the equation (K is a field of rational functions), there are two dif-
ficulties: the size of the matrix may depend on the parameters and even when it does not, the
determinant which must vanish is a polynomial in the parameters. Using Matijasevich’s result on
the undecidability of Hilbert’s 10th problem (Is there a finite process which determines if a polyno-
mial equation is solvable in integers?), it is possible to show that this problem itself is undecidable.
More precisely, Jacques-Arthur Weil observes that the equation

' a1l Ay,
— ... P PR
Yy (:L‘) ( 1 (ala aam)) y(x) =0

has rational solutions if and only if P(a4,...,a,,) = 0 has integral solutions.

There are still cases where all polynomial solutions can be found: this happens when either the
size of the matrix is bounded independently of the parameters and the vanishing of the required
determinant can be determined or when the structure of the matrix is sufficiently regular to make
the decision possible. Examples of both cases are given in [4].
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2. Complete Integrability

2.1. Hamiltonian Mechanics. In the Hamiltonian approach to classical mechanics, the state of
a system is characterized by 2n variables, g¢; (positions) and p; (momenta), i = 1,...,n, living
in an open subset U of R?" (the phase space). More generally, the phase space of a system is the
cotangent fibre bundle T*M of an n-dimensional real manifold M. The formulae we give below are
expressions in a chart of useful quantities. The state variables satisfy

(1) . _OH . 0H
pZ - aqz’ QZ - apzﬂ
where a dot denotes a derivative with respect to time and H (p, g,t) is the Hamiltonian. Physically,
the Hamiltonian often represents the energy of the system. The system (1) governs the evolution
of the system (in the phase space U). Solutions «(t) of (1) are the trajectories of the system.
In a more abstract setting, R?" is endowed with a non-degenerate 2-form

n
w=Y_dpi Adg,
i=1
known as Liouville’s symplectic 2-form. Since w is non-degenerate, it induces an isomorphism
between R?" and its dual under which —dH is the image of a vector field Xy. In this language,
the Hamiltonian system (1) reduces to

¥ = Xu(y)-

First integrals are functions F'(p,q) that are constant along the solutions 7y(¢). A necessary and
sufficient condition is

OF OH OH OF
{F H} Z Op; 0g; 8]),‘ a_QZ -

where {F, H} is known as the Poisson bracket of F and H. In particular, the Hamiltonian itself is
a first integral.

Two first integrals are in involution if their Poisson bracket vanishes. A Hamiltonian system is
completely integrable when it possesses a set of n first integrals in involution that are independent
(i.e., their Jacobian matrix is regular in the open set U).

Informally, a completely integrable system can be “solved” in terms of its first integrals. Indeed,
given a first integral, a process known as symplectic reduction makes it possible to reduce the
number of degrees of freedom by 1, i.e., the dimension by 2 [2, p. 91].

2.2. Many-Body Problem. In the many-body problem, n particles obeying Newton’s law are
governed by the following Hamiltonian:

1 o [lpi)? mim;
R P

— llaj —aill’

Note that here each p; and ¢; has coordinates in R?, thus the phase space has dimension 6n.
Apart from the Hamiltonian itself, known first integrals for this system are the momentum of
the centre of mass and the angular momentum Y ¢; A p;. Thus, the number of degrees of freedom
can be reduced from 3n to 3n — 6 (or from 2n to 2n — 4 in the planar case).
For the 3-body problem, Poincaré proved that there are no other complez analytic first integrals.
Bruns proved a similar result for complex algebraic first integrals.
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2.3. Theorem of Morales-Ruiz and Ramis. We now present a simple version of a result of
Morales-Ruiz and Ramis in [10, 11, 12, 13] (see also [3]) on non-complete integrability in terms
of meromorphic first integrals. The Hamiltonian is analytic over an open set of C>" and t (time)
is a complexr variable. Given a non-stationary trajectory I'(t¢), following an idea of Poincaré, one
considers the linear differential equation that must satisfy a “small” variation 7, such that T'(¢)+n(¢)
is solution of the Hamiltonian system. This equation

(2) n=Xy(y)n

is called the wvariational equation along I'. A theorem of Morales-Ruiz and Ramis relates complete
integrability and Galois group of this equation. (For an introduction to differential Galois theory,
see [14] or the summary of Ulmer’s talk in this seminar in 1994.) However, since the Galois group
is often very difficult to compute, it is useful to consider a differential equation of lower order. This
is achieved by the following result.

Theorem 1 (Morales-Ruiz and Ramis). If the system possesses n meromorphic first integrals in
the neighbourhood of T, independent and in involution, then the connected component of identity
in the differential Galois group of the normal variational equation along I is abelian.

Similar earlier results of Ziglin based on the monodromy group and of Churchill, Singer et alii
based on the Galois group did not extend to the case where the variational equation has an irregular
singular point. In this theorem, the normal variational equation is an equation obtained from the
variational equation through symplectic reduction. Indeed, dH (F(t)) - n is a first integral of the
variational equation, as can be seen by a first-order expansion.

3. Boucher’s Criterion and its Application

It is not necessary to compute the Galois group of a linear differential equation in order to detect
that it is not abelian. Thanks to a sufficient criterion [5, 6], Boucher has proved that the planar
3-body problem is not completely integrable in terms of meromorphic first integrals. Unfortunately,
the formulae involved in this derivation are much too large to be reproduced here. Thus we content
ourselves with a sketch of the steps and a description of the tools used in the calculations.

3.1. Criterion.

Theorem 2. Assume that the linear differential operator L can be factored as KM, with M =
lem(Lq, ..., Ly,) where the L;, i = 1,...,m, are irreducible (and lcm denotes the least common
left multiple). Assume moreover that M(y) = 0 has a formal solution with a logarithm. Then the
connected component of the differential Galois group of L(y) = 0 is not abelian.

Given a linear differential equation, this theorem reduces the task to factoring and finding formal
solutions. Factoring can be done by an algorithm of van Hoeij [19, 20], and formal solutions can
be computed at any singularity, including infinity [15, 20].

3.2. Application to the 3-Body Problem. Tsygvintsev and Boucher have proved independently
that the planar 3-body problem is not completely integrable in terms of meromorphic first integrals.
Their approaches [5, 17] follow the same initial steps till the normal variational equation. Then [17]
uses Ziglin’s result. We now outline Boucher’s approach.
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Reduced Hamiltonian. Using the first integrals obtained in Section 2.2, the problem is reduced to
a Hamiltonian with three degrees of freedom, given in [17]. The parameters in this equation are the
three masses m1, mo, ms and the value ¢ of the angular momentum (which reduces to a scalar in
this dimension). By homogeneity, we can freely assume m3 = 1. (Note that these transformations
make the resulting expressions asymmetric with respect to the bodies.)

In order to apply Theorem 1, we need a particular solution of the system. This is provided by
the celebrated Lagrange solutions. In these solutions, the three particles have orbits on similar
conics with a common focus located at their centre of mass (see [8, p. 400]). Since any particular
solution can be chosen, Tsygvintsev and Boucher concentrate on the parabolic orbit (for angular
momentum c # 0).

Variational Equation. The variational equation (2) is a linear system of order n = 6. The normal
variational equation is obtained via a linear change of symplectic basis as follows. We observe
that Xy itself is a solution of the variational equation. It will be the first vector e; of the new
basis. Next, we compute a basis (e; = X,ea,...,€pn,€p42,...,€2,) of the kernel of dH(I‘(t))
satisfying w(e;, enys) = 1 for 1 < i < n and w(e;,e;) = 0 otherwise. Finally, we compute a
vector e,4+1 = Y such that w(e;,Y) =0 for i # 1 and w(X,Y) = 1. In the new basis (ey,...,e2,),
the first column of the matrix of the variational equation is 0, since Xy is a solution. Now, for any
vector field 7, w(X,n) = —dH (T'(t)) - n, therefore for any solution 7 of the variational equation,
the value of this first integral is the coordinate of 7 on the vector Y in the new basis. The normal
variational equation is obtained by setting this coordinate to 0 and considering the induced matrix A
on the subspace with basis (es, ..., en,en12,...,€9,).

Cyclic Vector. The criterion of Theorem 1 applies to equations rather than systems. A classical
method to convert a system of order m into an equation L(u) = 0 is to start from a random
vector u and find a linear dependency between the m+1 vectors u, v/, . .., u{™) where the derivatives
are computed using the matrix A. Unfortunately, this process generically introduces spurious
singularities that are roots of the determinant of the change of basis (u,/,...,u(™ ). Boucher
therefore selects cyclic vectors in such a way that no new singularity occurs and this requires
distinguishing two cases depending on the value of the mass m;.

Right Factors. In the simplest case of Boucher’s criterion, the operator L has an irreducible
right factor M whose formal solutions exhibit logarithms. This requires M to have order at least 2.
Factors of order k are found by constructing an auxiliary equation L"* of order (") whose solutions
are Wronskians of k independent solutions of L [7]. (Note that this can be computed directly
from L.) Indeed, a monic right factor of order k has for coefficient of order & — 1 the logarithmic
derivative w'/w of some particular Wronskian of its solutions. Finding right factors then amounts
to looking for so-called exzponential solutions of L™* (i.e., those with logarithmic derivative that
is rational). From a basis of such solutions, corresponding to linear combinations of Wronskians,
Pliicker’s relations help select those that are indeed Wronskians [16]. From there, the complete
factor can be reconstructed. Exponential solutions are found by looking at formal solutions at all
singularities of the equation [19]. This requires a discussion in the parametric case. If a factor
is found, the next step is to check whether this factor is irreducible, or to find conditions on the
parameters that make it irreducible. This is done again by searching for factors of the factor. It
turns out that in this application, in all cases an irreducible right factor of order 2 is found.
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Logarithms. Logarithms in formal solutions occur when the indicial equation at a singularity has
roots that differ by an integer. A necessary and sufficient condition has been given by Frobenius [9,
p. 404-406]. Again, in all generality nothing can be said when parameters are present but Boucher
manages to show that logarithms are present in all cases for this application.

4. Conclusion

This application is a very good showcase for many of the algorithms that have been developed
in computer algebra for linear differential equations: formal solutions, factorization, polynomial
solutions, ...

What Boucher has shown is that, even in the presence of parameters, these algorithms can be
exploited to provide useful information by concentrating on those points where specific quantities
such as the indicial equation or its solutions do not depend “too much” on the parameters.

A recent trend in computer algebra is to revisit all these algorithms that have been designed
for equations and extend them to deal with systems, without using the cyclic vector. It would be
a natural step to try and adapt Boucher’s criterion so that the symplectic structure is not lost.
(Work on this has been started by Boucher and Weil.)

Remark. A new result of Tsygvintsev [18] shows the stronger result that there is no additional
meromorphic first integral. Also, Theorem 2 has been extended to the case when L is a product of
irreducible factors one of which has a solution with logarithms.
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Abstract

In the 1960’s, Malgrange made use of D-module theory for studying linear systems of
PDEs [2]. Several aspects of this approach, now called algebraic analysis, have then been
made effective in the 1990’s, owing to the extension of the theory of Grébner bases to rings
of differential operators. Correspondingly, algorithms have also been implemented in several
systems. Recently, the introduction of algebraic analysis to control theory has allowed to
classify linear multidimensional control systems according to algebraic properties of associ-
ated D-modules, to redefine their structural properties in a more intrinsic fashion, and to
develop effective tests for deciding these structural properties [3, 6, 7, 8, 9, 10, 12, 14].

1. From Linear Multidimensional Control Systems to Algebraic Analysis

A control system relates the state z of a physical process with an external command u and some
output y. Each of u, x, and y is a vector of functions of the time ¢, and the system describes their
evolution with ¢. Several classes of such systems can be represented by matrices with coefficients
in a ring of operators. Sample classes are the following:

1. Kalman systems are first-order linear (ordinary) differential systems

i = Az + Bu, y = Cz + Du,

where A, B, C, and D are matrices with real entries [5]. For example, RLC circuits can be
described by Kalman systems.

. Polynomial systems are higher-order differential systems expressed without the help of any
state variable, in the form

P(d/dt)y(t) + Q(d/dt)u(t) = 0.

Here P and (Q are matrices with coefficients that are scalar linear differential operators with
real coefficients [5]. For example, a harmonic oscillator commanded by a force is described by
a second-order polynomial system. By Laplace transform, an equivalent formulation of (1) is

P(s)j(s) + Q(s)i(s) = 0;

the matrices P and () are now matrices of polynomials in s with real coefficients [5].
. Differential-delay systems with constant delays are a generalization common to Kalman sys-
tems and polynomial systems by introducing the constant-delay operators d; defined by
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(6:F)(t) = f(t — t;) for some real t;. The generalized forms are
T T
E(t) =Y At —t;)+Bult—t:),  y(t) =Y Ci(t —t;) + Dyu(t — 1),
i=0 1=0

and
P(d/dt,é1,...,6;)y + Q(d/dt,é1,...,0;)u =0,
respectively. A typical occurrence of delay is when transmitting a signal u through a channel.
4. Multivariate linear differential systems with real coefficients appear frequently to describe
physical phenomena, like electromagnetism, (linear) elasticity, hydrodynamism, and so on
7,8, 12].

In each case, the column vector ¢ = (y,z,u)” satisfies R¢ = 0 for a (rectangular) matrix R
with coefficients in some ring A. Thus, we henceforth consider a linear control system as defined
by a matrix R with coefficients in an entire ring A. To give simple examples, the matrix forms
corresponding to Kalman and polynomial systems respectively are

0 A-d/dtld B
R:<Id i/ D) ad  R=(P Q).

In these differential cases, the ring A is R[d/dt] or a multivariate generalization, but more general
rings of coefficients are also considered in place of R in applications, like the ring R(¢) of rational
function, or the ring C°°(I) of infinitely differentiable functions over some real interval I. In
the equivalent formulation by Laplace transform or in the mixed differential-delay situation with
constant coefficients, the ring is isomorphic to the polynomial ring R[s] or a multivariate analogue.
Here again, more general rings of functions often appear in applications, like: R[s, exp(—s)], for
situations related to the wave equation; or the ring Hoo (C,.) of complex-analytic functions bounded
in the right half complex plane C; (Hardy space) and its subring RH, (C;.) of real rational functions
with no pole on the right half complex plane, for the study of the stability of some distributed
systems [11].

Several structural properties of systems are all-important in control theory. An observable of a
control system is any scalar function of its command u, state x, and output y and of their derivatives
up to a certain order. An observable is called autonomous if it satisfies a non-trivial PDE. A control
system is called controllable if no observable is autonomous. The study of structural properties of
a system turns out to lead to linear algebra: controllability and observability are related to various
notions of primeness of the linear maps

z+— Rz and z— zR;

in the polynomial systems case, stability is related to poles and zeroes of the system, that are
invariant factors of the matrix R; similarly with the existence of generalized Bézout identities and
flatness of a control system; etc.

By associating an A-module M to the matrix R, another interpretation of the structural proper-
ties is in terms of module-theoretic and homological properties of M (torsion, torsion-free, reflexive,
and projective modules; extension and torsion functors). In fact, a full classification of modules by
homological algebra methods translates into a classification of linear control systems.

2. Duality Between Differential Operators and D-Modules

Let us turn to the formal theory of PDEs [13]. Starting with a naive viewpoint on differential
operators (so as to avoid the formalism of jet bundles), we introduce formally eract sequences of
differential operators. For each k, let F* denote the algebra of functions in k variables, and consider
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a differentiel operator D from F™ to F! (of finite order). Given € F™, the necessary conditions
for the existence of £ € F™ such that D& = n are called compatibility conditions of D; they take
the form Dyn = 0 for some differential operator D;. Writing Dy = D, we have D1 o Dy = 0. When
D: encapsulates all compatibility conditions, the sequence

28 plo By gl

of differential operators is called formally ezact (at Fj,). Formally exact sequences can always be
extended (to the right) into longer sequences, so that denoting the solution set of D = Dy in F™
by ©, we obtain a formally exact sequence

050 Fr R po2yph By pia .

(at © and each F') where the first two maps denote inclusions. Under technical conditions (regu-
larity and involutivity), the formal theory of PDEs proves the existence of a finite formally exact
sequence for D, in the sense that F'» = 0 from some n on, by exhibiting a canonical, formally exact
sequence

(2) 05O =kerDy—» FP R po 2y ph B plo . Py ple 5 g

called the Janet sequence of D, in which each (non-zero) D; is of order 1 (and involutive) for i > 1,
and r is the number of derivatives.

A dual, more algebraic counterpart to this differential viewpoint is in terms of ezact sequences of
D-modules. To this end, we now view each D; as defined by an [; x [;_1 matrix R; of multivariate
linear differential operators in

A=R(zy...,2;)[01,-..,0]
(We set [y = m.) In terms of matrices,
Di =R;- = (= Ri),

so that R;;1R; - = 0. We then consider the maps - R; from Al to A-' whose elements are
viewed as row vectors. To start with, the map - Ry defines an algebraic representation of a generic
solution ¢ the PDE system Dyé = 0 in the following way. Let (eq,...,en) be the canonical basis
of A™ and consider the maps
(3) 0 M=A"/AoRy & Am E plo,
where 7 denotes the canonical projection m(v) = v + Al Ry. The cokernel

M = coker(- Ry) = A™/AY R,
of - Ry contains the announced generic solution: setting

& = 7(ei) = ei + A Ry,

we get Dopé = £ERy = 0. Other members of M correspond to linear combinations of the &; and their
derivatives, i.e., to the observables defined above. We now proceed to follow up with the next D;’s.
A sequence

L5L 5L
of linear maps (between modules) is said to be ezact (at L') if imu = kerv. (Thus (3) is exact at
M and A, .) It can be shown that any Janet sequence (2) gives rise to the exact sequence

(4) 0 M &A™ Fopo Joph F2pb Al g
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(at M and each Al*). Here, - R;;1R; = 0 by exactness. Since A has no zero divisor, this means
that R;11R; = 0. The sequence (4) of (left) D-modules is called a free resolution of M: it encap-
sulates the obstruction of M to be free (as the module ker 7 = im( - Rp)), then the obstruction
of ker 7 to be free (as the module ker( - Ry) = im( - R;)), etc. (A module is called free when it is
isomorphic to some A", whence the name “free resolution.”)

3. Parametrization and Controllability

A problem dual to the search of compatibility conditions is, for a given differential equation
DE =0, to determine whether the solutions can be parametrized by certain arbitrary functions
which, in physical systems, play the role of potentials. In other words, the problem is to determine
whether there exists another operator

D_q: F-t — Fl

whose compatibility conditions are described by D = Dy, i.e., to look for a formally exact sequence
Flor 25 plo 29 gl

In this situation, for any ¢ € F the existence of 7 € F!-1 satisfying D_;m = ¢ is equivalent to
the fact that ¢ solves the differential equation Dyé = 0, and so D_; “parametrizes”—in the usual
sense—all its solutions.

The existence of a parametrization has a nice application to optimal command: assume one needs
to minimize a cost function provided by the integral fOT F'(t) dt of an observable F' of some system D).
The optimization problem is then to minimize over all tuples ¢ = (y, z,u)” of functions constrained
by Dpé = 0. On the other hand, once the solutions ¢ are given by a parametrization ¢ = D_qm, the
optimization problem reduces to the non-constrained problem of minimizing the integral [ G(t) dt
of a new observable G of D_; over unconstrained = [12].

To study the control-theoretic properties of the differential operator D, starting with the existence
of a parametrization, we in fact study the module-theoretic properties of M, which in turn are
derived from the study of the right D-module defined by

(5) Al-1 B8 plo 5 N = coker(Ry - ) = A /RyAl-* — 0

(recall that [_y = m and compare with (3)). The key ingredient to be used comes from linear
algebra: dualization, which maps a left A-module L to the right module homa (L, A) of A-linear
applications from L to A. Correspondingly, any linear map L = L’ induces a map from the dual
of L' to the dual of L: to A\ € homy (L', A), one associates A ou € homy (L, A). This takes a simple
form when the modules are free and of finite rank (i.e., L = A™ and L' = A!, viewed as left modules
of row vectors). Indeed, the linear map wu is just the application of an m x [ matrix U: u = - U.
Elements y € homy (A*, A) are defined by their values on the canonical basis (e;) of A* by

u= - (H(el)’ - ,/l(elc))Ta

so that the dual of A* is isomorphic to A¥ (now viewed as a right module of column vectors). In

this setting, the dual of a map A™ LA is Am & Al The same ideas apply mutatis mutandis for
the dual of right modules.
To search for a parametrization, one thus extends the exact sequence (5) into an exact sequence

e I Y U )
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An algorithm for this purpose will be given in Section 5. By dualization (i.e., application of the
homy (-, A) functor), it becomes a sequence

R_ .
A2 E Al 0 Al ¢ homy (N, A) 0
of left D-modules that is usually no longer ezact. In particular, we may well have ker(- R_1) strictly
larger than im( - Ry). Upon forgetting the map - Ry and prolonging - R_; into
Al-e E gl B gl
we obtain an “exact” representation of ker(- R_1) as im( - Rj). It can be proved that the quotient
im( - Rp)/im(- Ro) C M
is the torsion module t(M) of M, i.e., the set of all its members m for which there exists a non-zero
scalar ¢ € A such that am = 0. Thus we have obtained that a (linear) control system system
is controllable if and only if its associated module M of observables is torsion-free, which can be

tested algorithmically. Moreover, a basis for the module ¢(M) of autonomous elements is obtained
from the rows of R}, (that are elements of im( - Ry)), viewed modulo im( - Ry).

4. More Structural Properties of Control Systems as Extension Modules
Other structural properties of D will be described in terms of the eztension modules of N, a
central tool in homological algebra. Consider a free resolution
R_p- R_nti-  R_o R_y- :
(6) e R SRy U ey U R U LN VN
(as obtained, for example, with the algorithms of Section 5). This is an exact sequence of right
D-modules. By dualization it becomes a sequence
-R_,, -R_,, ‘R_ ‘R_ .
(7) co e Al TR L2 Al T Al E A o homy (N, A) 0
of left D-modules that, again, is usually no longer exact. By dropping homy (N, A) from (7), we
obtain another non-exact sequence, but of free modules only,
R A =y S ey U L3 I}
Its defects of exactness are encapsulated by its cohomology sequence, that is to say, by the quotients
ker( . R_,)/ im( . R—i+1)'

An all-important fact is that this family depends on N only, and not of the choice of a free
resolution (6). This motivates the notation

ext’ (N,A) = ker(- R ;)/im(- R ;1)

for extension modules (with in particular extQ (N, A) = ker(- Ry) = homy (N, A)).

The nullity or non-nullity of the ext®’s provides with the classification of modules in Theorem 1
below; in turn this classification provides with the classification of control systems in Theorem 3
below. Here are two more module-theoretic notions missing to state Theorem 1. A module L is
projective whenever there exists a module L’ such that L & L' is free; it is reflezive whenever it is
isomorphic to the dual of its dual through the linear map

€ : M — homy (homy (M, A), A)
defined by
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Then, a free module is always projective, a projective module always reflexive, and a reflexive
module always torsion-free. (For modules over a principal ideal, these notions coincide; for modules
over a multivariate polynomial ring with coefficients over a field, free and projective are equivalent,
a theorem by Quillen and Suslin.)

The following theorems [1, 4] make the link between properties of a module and the nullity of
the extension modules of its transposed module.

Theorem 1 (Palamodov, Kashiwara). For the modules M and N defined by (3) and (5), we have:
1. M is torsion-free if and only if ext} (N, A) = 0;
2. M is reflexive if and only if ext}(N,A) = ext? (N, A) = 0;
3. M is projective if and only if ext) (N,A) = .- = ext} (N,A) = 0.

Theorem 2 (Palamodov, Kashiwara). Let M and N be the two modules defined by (3) and (5).
Then there exists an eract sequence

0— M — APY — AP2 — ... — APr
if and only if exti (N,A) =0 fori=1,...,r.

We finally obtain the following classification of linear control systems, which admits some refine-
ments in the case of differential operators with constant coefficients, i.e., matrices with entries in
]R[Bl,. cey 87‘] CA [7, 8, 12]

Theorem 3. For a control system defined by the differential operator D = R+ where R is an l X m
matriz with | < m and entries in

A:R(.’El ...,x,)[(‘)l,...,(')r],

introduce the two left D-modules M = coker( - R) and N = coker(R -) of the maps between the free
modules A™ and A'. Then:

1. if M has torsion, the control system has autonomous elements, and in the event R has
constant coefficients and full row module, it has no primality property;

2. M is torsion-free if and only if ext}k(N, A) = 0. In this case, the control system is control-

lable, and in the event R has constant coefficients and full row module, it is prime in the

sense of minors, i.e., there is no common factor between the minors of R of order [;

M is reflezive if and only if ext}(N,A) = extZ(N,A) = 0;

4. in the event R has constant coefficients and full row module, and if

exty(N,A) =--- =exti '(N,A) =0  while  exth(N,A) #0,

the control system is weakly prime in the sense of zeroes, i.e., all minors of order | simulta-
neously vanish at finitely many points only;
5. M is projective if and only if

exti (N,A) = --- = ext} (N,A) = 0.

In this case the control system has an inverse generalized Bézout identity, and in the event
R has constant coefficients and full row module, it is prime in the sense of zeroes, i.e., all
minors of order | simultaneously vanish at no point;

6. if M is free, the control system is flat and has direct and inverse generalized Bézout identities.

b

Further intermediate situations, ext}(N,A) = --- = extf"}(N,A) = 0 and ext(N,A) # 0,
correspond to further intermediate primeness conditions (described in terms of the dimension of
the algebraic variety defined by the [ X [ minors of R).
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5. Grobner Basis Calculations for Compatibility Conditions and Parametrizations

The whole machinery of the previous sections crucially bases on prolongations of exact sequences.
A point that is important in view of computations is that these can be obtained by Groébner basis
calculations for free modules over A.

The prolongation of a map A™ & Al into an exact sequence A™ £ A E AP is done in the
following fashion. Let (e1,...,ey) and (fi,..., fi) be the canonical bases of A™ and Al, respectively,
and denote the ith row of R = (r; ;) by n;. Thus n; = Z;nzl rij€ej. Prolonging the map amounts

to finding non-trivial relations Zé:l s;n; = 0. Now introduce the submodule Z of A™*! generated
by the formal linear combinations f; — n;. We contend that computing a Grobner basis for this
module and for a term order that eliminates the e; results in linear combinations 25:1 sifi € Z,
each of which corresponds to a relation between the 7;. Additionally, any relation can be obtained
as a linear combination of the relations thus obtained.

In effect, consider an element z = Eézl sifi € Z; thus Zﬁzl s;m; is in Z and is a combination
22:1 Ai(fi — i), which is only possible, in view of the coefficients of the f;, if the \; are zero, thus

if Zé:l s;1; = 0; the converse property is also true. Since the Grébner basis calculation precisely
computes a finite generating set, say of k elements, for all the z’s free of the e;, it suffices to consider
each of those k elements as a row, and to glue them in column to obtain a new matrix S = (S; ;)

such that the sequence A™ E AL E AR is exact.

Now, existing packages often contain facilities to compute Grobner bases for left modules only;
some of our computations require to deal with right modules. A last ingredient, adjunction, enables
one to turn any left module into a right module, and vice versa, in a way that preserves the exactness
of sequences. Indeed, the adjoint map P — P defined by associativity from the rules z; = =,
9y = —0;, and (PQ)” = QP, is an (anti)automorphism of the algebra A which extends to matrices
by mapping itself to the entries of the transpose matrix. Thus, for example, the exact sequence (5)
of right D-modules of columns in Section 3 is replaced with the exact sequence

Alfl 'ﬂl Alo - ]\7‘ = coker( . RO) —0

of left D-modules of lines, for the purpose of explicit calculations.
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Effective Test of Local Algebraic Observability — Applications to Systems and
Control Theory
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GAGE, Ecole polytechnique (France)
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Abstract

In control and systems theory, the problem of structural algebraic observability consists in
deciding whether the state variables involved in a model can be determined in terms of
commands and measures supposed perfectly known. Structural identifiability is a variant
where one tries to know whether the parameters of a model are observable.

We propose a probabilistic algorithm with polynomial complexity to answer the question
in the ordinary differential framework. This algorithm relies on seminumerical techniques
(modular computations, series expansions, and Newton operator) that allow the compu-
tation of the generic rank of the Jacobian matrix of measures and their derivatives with
respect to time.

To conclude, we present experimental results that illustrate the notion of algebraic ob-
servability and show the efficiency of our approach.
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Summary by Michel Nguyén-Thé

Abstract

Using properties of the Airy functions, we analyze the reflected Brownian bridge area W,
conditioned on its local time b at the origin. We give a closed form expression of the Laplace
transform of W}, a recurrence equation for the moments, leading to an efficient computation
algorithm and an asymptotic form for the density f(z,b) of W} for x — 0.

1. Introduction

Let us first introduce the standard Brownian motion denoted by z(t) and a few classical variants:
the reflected Brownian motion z*(t) = |z(t)|; the Brownian bridge B(t); the reflected Brownian
bridge BT (t) on [0,1]; the Brownian excursion e(t).

The object of interest in this talk is Wy := fo BT (t) dt, the area of the reflected Brownian bridge
conditioned on having a local time at the origin equal to b. This random variable appeared in [4] as
the limit law for m =3/ 2Dm7m_b m,m—bym denotes the total displacement for a hash table
with m locations and b\/m empty locations, using linear probing. It also represents the limit law for
the total height of random forests with by/m trees and m nodes or leaves. The only description of
it was given by its moments, related to the classical Airy function Ai(z) := % 0+°° cos (%t?’ + zt) dt
(recall Ai"” = zAi) in the following way:

[Wb]:k.zk:< > Hwk> ,qgkﬂ(b)

Ktk >1, Shi=ki=1

m» Where D

. . Ai'(2) k ,—3(k—1)/2
where the wy are defined by the asymptotic expansion INO) Zk Owk2—k, and

gr(b) := [y Zre~tem= /2 d.

We will provide a closed form expression for the Laplace transform of Wj, a better way to
compute its moments, and an asymptotic form for the density f(z,b) of W, when z — 0.

~Y
Z2—+00

2. Laplace Transform of W,

Computing the Laplace transform of W} essentially requires using Kac’s formula [3] and a few
technicalities. Eq. (30) in [5, p. 491] states that, if we denote by ¢*(¢,a) the local time of z(t) at a,

(1) /OooeatEO [exp(—/()tx+(u)du—6t+(t,0)) ()—o] dt —(5—M)_1,

\/% Ai(2*a)
where 2* := 2/3. From it we can derive the following theorem:
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Theorem 1. The Laplace transform ©(z,b) of Wy has the closed form expression

R 1/3b%/2 )

O(z,8) = Ble M) = orp— | A (1 ) i) e du
Proof. Given [fg o (u) du|(t) = 0] 2 B2y and t*(t,0) 2 vVttt (1,0) (scaling property), Eq. (1)
leads to o ~

EO/ eat/ 67t3/2Wbbefb2/2675\/5b dbdt — [(5 _ Z*A(Oé)]il
V2rt
where A(a) := f;l ((2* )) The change of variable v = v/tb and an inversion on § delivers
(2) /oo e—b2/26—av2/b2E [e—vs/bswb] 2db _ 6v2*A(a)'
0 V2
After setting b = \/QT,u = 2*q, differentiating with respect to u and using (%)' =u— (%’)2:
e~ uo \/503/2Wv/m —v? /(2430 do _ 2% Ai'(u)/Ai(u) At : !
\/27/ E ] e ) = (AT (u)/Ai(u))"

The inversion formula for Laplace transforms then writes-
-1 A :
(3) E [ —V2g3/2 WU/\/QT] —v2/(2%/30) /\/ZF 2 z 2 Ai'(u)/Ai(u) (Al’(’u,)/Al(’u,))IGUU du.
™ —z'oo
Now set v = bv/2*0, z =/20%/2, O(z,b) = Ele *"¢]. Eq. (3) becomes
21/6@(,2,b)e_b2/2 —z1/3

— oo bz1/32% A¥ (u)/Ai(u) 1 uz?/3)2*
2y/m 2mi /_iooe (A (u)/Ai(u))'e du

which proves the theorem. O

3. Recurrence Formulae

Using Laplace transforms and inversions of Laplace transforms, we show here how to find an
algorithm to compute the moments 1 (b) := E[W}] by recurrence. We first need:

Lemma 1. Define G(n) := 2*A(a)/+/a and s = 1/b%; we have

00 < VG Ju(Gln) -G i
(4) /0 6*1/(25)efws(—l)k33/2k,lpk(b)di — [nk] 7 Z ( ( n 0)) .

s3/2\/27k! ~ 1!
Proof. Set s :=1/b?, w = av?, and n = o %/2. Eq. (2) becomes
* 1/(28) s —nw3/2s3/2wb] ds __ _  JwGw)
e e e =e )
/0 [ $3/2/21

Set Gy := G(0). Eq. (3) leads to

/ * om1/(2s) -wsgg [emmrw ] _ 45 _ JwG) _ it
0 $3/2\/2%

- i §2 (van(Gn) - Go))i.

=1

!

Upon expanding both sides of (5) with respect to 7, this gives the desired formula. O
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To invert the Laplace transforms of the form e~ V2w /w(j+1)/ 2. we will use the following lemmas:

Lemma 2. Set ¢(V)(z) := ¢(z) := m I e~ /2 dt (classical Gaussian distribution function) and
QU (z) := [T ¢ (u)du. Then
ws (28)0HD2 e V2w _ B
/ ) . S_W’ ji>1, where b = 1/+/s.

Sketch of proof. Ones proves the lemma by induction and uses an integration by part and an inte-
gration with respect to w to prove it at rank k£ + 1 from rank k. [l

Lemma 3. The ¢U)(z) can be expressed in the form:
99 (2) = p1(k, 2)9(2) + pa(k, 2)e* /2 [V 2,
where p1(k, z) is of degree k — 1, pao(k, z) is of degree k — 2.
Using integration by parts on f_zoo 2/ ¢(z) dr and identification of coefficients, it is possible to
prove the following proposition, enabling us to compute nice expressions of the U )(:c):

Proposition 1. Define, for k > 1, j > 0, Pi[k,j] := [2/]p1(k,2), and Plk,j] = [Z/]p2(k, 2).
Then the sequences (Pi[k, j])i>1 ;>0 and (Pilk, j]); j>o are defined by the initial values P1[1,0] =1,
P[1,0] =0, Pi[1,5] = P[1,7] =0 for j > 1, and the recurrence relations, for k > 1:

Pk +1,5]:= Pk, j—1]/5, i=1,...,k,

[(k—1=3) /2]
Plk+1,4]:== >  Pilkj+2]/G+2A+1)([+2+1)
=0
[(k—3—5)/2]
- Y Plkj+2A+10G+2A+1), j=0,... k-1,
=0
Plk+1,00:= — Y PAENE+DI+Dgrne+ Y, Plk00)..
1=1,3,....k—1 1=0,2,....k—2

Determining a recurrence relation for the moments 1 (b) hence amounts to determining a recur-
rence relation for the Z; defined by (see (4)):

i
pZi 1 (VB(Em —Go)
( ) ]' - [ ]w3/2j P Z' .
Indeed, along the mechanical transfer rule — il) v ¢(Z(+:b) p2oU+1)/2) 1 (b) is equivalent to
Z; 2med’/2 /b3. To get a recurrence formula giving Zj, in function of the Z1,..., Z;, we introduce
k k k ! 3.\ ! j
_ — 30 J
i g = 3 [ E ) (%) | (-vaw)
Fl Yo (ﬁ%)

where the coefficients ¢; and d; are defined in [1, Eq. (10.4.59) and (10.4.61)] by asymptotic expan-
sions of Ai and Ai for |2 large, |arg(z)| < m

o0

. 1 v _ : _
Ai(z) ~ ﬁz /4e CZ(—l)kckC ko Al(z) ~ 1/46 CZ Yedp ¢,
k=0
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with ¢ = 2 23/2. More explicitly: ¢y = 1, ¢, = I'(3k + 1/2)/(C(k + 1/2) - 54%k!), dy = 1,

dp = —6’“—+lck The relation

k k Nk
Z 1)7b- 3] w32y (Z(—l)lq (;%) )

FovzY k N7/ k N
W”Z( ﬁ) %(Z(—nl(dz—cn (;’—7)) (zm)lcz (;’—7))

provides an algorithm that can easily be implemented in Maple and proves more tractable than the
general expressions of the moments given by Janson.

4. Asymptotic Form of Density

4.1. Asymptotics of f(z,b) as b — co. Using E[W,] ~ % and Var[W,] ~ b4 as b — oo, already
mentioned in [4], asymptotics of (log Ai)’ and (log Ai)’, and a saddle point method, we recover the
fact that we obtain a density of a Gaussian distribution when b — oc.

4.2. Asymptotics of ©(z,b) as |z| — co. Using a saddle point again, setting z = x5

1/2,3/2  pl/491/6 1
N k31 —a1n4/2* 2K (651
O~ e He ( 73/ + 12 + 0O (—ﬂ?’/?) .

4.3. Asymptotics of f(z,b) as z — 0. The formula f(z,b) = 2m§h‘:fc+w° e”0(z,b)dz, ¢ >0,
the former asymptotics and a saddle point method lead to:

V2 (37 gt BT ¢ 16ed) | 1
Nz 9x11/4b3/4 T 39/4pl/4 3:7/4(1:1,/4 75/4

, we obtain

f(z,b)

5. Open Questions

It remains to find an asymptotic form for the density f(z,b) as x — oo—this not even known
for the classical Airy density—and an explicit form for the density f(z,b). Are also missing an
analysis of the local time t*(¢,a) of BT (t) at a, conditioned on its local time b at the origin, and
some analytic variations on W (see [2] for the classical Airy distribution).
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Cover Time and Favourite Points for Planar Random Walks

Amir Dembo
Mathematics and Statistics Department, Stanford University (USA)

June 18, 2001

Summary by Christine Fricker and Pierre Nicodéme

Abstract
In this talk, Amir Dembo considers random walks on Z? and presents a proof of the Erdds—
Taylor conjecture related to frequently covered points. The Kesten—Révész conjecture on
the covering time of the two-dimensional torus Z2 = Z?/nZ? is also solved. These results
are a common work of Amir Dembo, Yuval Peres, Jay Rosen, and Ofer Zeitouni.

1. Introduction

Let (X,) be a simple random walk on Z? and T, (z) = Z?Zl 1{x;=¢) be the number of visits
to z before time n. Let T)f = max 72Ty (z) be the number of visits to the most visited point. The
Erdés—Taylor conjecture asserts that

T 1
(1) lim —"— = —, almost surely.
n—oo (logn)? 7
Erdés and Taylor [7] proved the upper bound 1/7 and a lower bound 1/(47). The main result of
the talk is that the Erd6s—Taylor conjecture is true.

Let (X;) be a simple random walk on the two-dimensional torus Z2 = Z?/nZ?. Consider T (z) =
min{ j > 0| X; =z }, the time to attain the point z for the first time and

Tn = ma}g T(x)a

TE€L3,

the covering time of the torus. The Aldous-Lawler conjecture asserts than

(2) nlg{.lo (nlz-#)? = %, in probability.
Kesten, Révész, Lawler, and Aldous proved an upper bound 4/7 (see [1, Corollary 25, Chapter 7])
and a lower bound 2/7. A related question is the Kesten-Révész conjecture for the simple random
walk on Z2 (see [4]).

The proofs for the upper bounds rely on the second moment method, the approximation of
random walks by Brownian motions, and an underlying tree structure for the occupation of small
disks by a Brownian motion. We give here a sketch of the proofs; see [4, 5] for complete proofs.

2. The Second Moment Method

Janson gives a short account of the second moment method in [2]. Basically, we consider a
sequence of non-negative random variables X,, and we want to estimate P(X, > 0). The second
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moment method asserts that if

Var(X, EX?
(3) % — 0, or equivalently, (EX:)2 —1 (as m — 00),
then
(4) P(X, >0) — 1.

The method is frequently used in the context of random graphs; for example, this method proves
the existence of a Hamilton cycle in random graphs satisfying suitable conditions.
The second moment method is a consequence of the Chebyshev inequality,

1
P(|X|>1t) < t—2E(X2).
As a consequence of the latter,

P(XZO)SP(\X—MIEM)SV%@a

for y = EX.

3. Proof of the Erdés—Taylor Conjecture

3.1. Upper bound. By definition, the truncated Green function G, (z,y) is the expectation of
the number of passages at y in n steps, when starting from z.
We have

n n
Gu(0.0) = Y B (1px,z0) = Do P(X; = 0) ~ loin'
j=0 J=0

(See Feller [8, p. 361].) Applying [3, Theorem 8.7.3] for the renewal sequence u, = P(X, =0), we
deduce that for large n, and fixed small § > 0,

(1 —=90)r

P(X;#0forj=1,...,n—1) < oz n

This implies by the strong Markov property that

< e—aw(logn)(l—é) _ n—(l—&)aw.

(1 . (5)7‘(’ a(logn)?
logn )

(5) P (T,(0) > ar(logn)?) < (1 -

We now consider the disk of center zero and radius n(!79/2. The probability that the random walk
exits this disk before time n tends to zero as n tends to infinity, and the number of points of Z2
inside this disk is close to 7n{!*%. From Equation (5), we then get

0<i<n

(6) P% <P (max ‘XZ| > n(1+6)/2> + 7Tn(1+5)n7(175)a7r’

where P2 = P(T > a(logn)?). The first term of the right member of Equation (6) vanishes as
n tends to infinity. Therefore, applying the Borel-Cantelli lemma to the subsequence P$., for
o > 1/m, and using interpolation for all n, we have P (lim 7T}y > ar(logn)?)) — 0. This gives an
upper bound 1/7.
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3.2. Lower bound. We can try to adapt the proof from the upper bound and use the second
moment method. Let D(z,7) be the disk of center z and radius r and

In= ). L7 @)28008m)2 )}
z€D(0,/n)
Adapting the proof of the upper bound (Equation (6)) gives EZ, ~ n!=#7). Therefore,
EZ? 1 Y

(BZ,)°  EB(Z,) &

» w,yz ’ where g = Z (P(Tn(x) Zﬂ(logn)Q))Q
zy T iz 2€D(0,y/n)

and Sy = Y P(Tu(z) > Blogn)®) P(Tuly) > Bllogn)?).
z£y€D(0,/n)

A naive approach would say the following: the number of summand in ¥ , is O(nQ(l_ﬂﬂ)) while it
is only O(n'=#7) in ;. Therefore, for 8 < 1/, EZ2/(EZ,)? — 1 and P(T* > L(logn)?) = 1

1

e
almost surely. However, Erdés and Taylor [7] show that the correlation structure between points z
such that P(T;,(z) > B(logn)?) is too strong to get this result. They obtain an upper limit 1/(4r).

We move in the following section to a tree model to overcome this difficulty.

Modelling by a (toy) tree problem. We! con- 0

sider a complete binary tree B,, of height m
and a (nearest neighbor) random walk X start-
ing from the left-most leaf a, with probability
1/3 of choosing any direction when being at an m
internal node. In this model, the starting point

a and the root 0 respectively represent the origin

(0,0) and the boundary of a “disk” of radius m

on Z2. Let L,, be the set of leaves of B,,. We

consider T;,,(x), the time spent at leaf = before a o
hitting the root 0, and

T = T,
its maximum over all leaves.
Let us denote by 0,1,2,...,a = m the nodes of the ray going from the root 0 to a and let PY
denote probability for walks starting from node y. We consider

H, = Hy(u) = » PY(X spends time k at a before hitting 0) u".
u>0

For any node i of the ray (0,a), and for any node y of the subtree rooted at the right child of 4, the
probability of k visits to a before hitting 0 of the walk starting from y is the same as if the walk
starts from ¢; this implies Hy, = H;. This last result is true for all 7 from 1 to m — 1.
We can therefore consider only the nodes of the ray (0, a), which provide the set of equations
_H H 1 _ Her | Hp  Hi Hin—2 (I +u)Hp 1

H - H
1=3 gty 3 3 3 3

(2§k§m—2), Hm—1:

IThe elementary proof leading to Equation (7) was not presented by the speaker and is due to the authors of the
summary.
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Solving yields

l><—1 —~—, and Hl(u):m—l—(m—2)u
m 1—(1—a)u

The random variable T}, (a) therefore has a geometric distribution with mean m — 1, which induces
(for large m)

(7) Ha(u) =H, =

m—(m—1)u

1 mN\ am

P(Tm(a) > Ofmz) = ((1 — _) ) ~e~@m  ond P(T:;z > am2) < eTamom — e—(a—logQ)m_
m

This implies the same upper bound as precedently (up to the change of model).

We now consider a variation of the second moment method. We fix some K large. We denote
by z-ray the ray from the root 0 to a leaf z and N;(z) counts the number of excursions from level ¢
to level 7 + 1 on the ray . We define the z-ray as a-successfull if

Ni(z) ~ ai®, for i=0,K,2K,...,K [%J .
We have

P(Nik(z) ~ a(i + K)* | Ni(z) ~ ai®) ~ e"®® = P(z-ray is a-successfull) ~ e~ *™.

We now have
P(z-ray and y-ray are a-successfull) ~ e 2omear(zy)
where 7(z,y) is the depth of the first common ancestor of z and y. This induces a reduction of

variance. Considering now the random variable Z,, defined by

I = Z 1{w—ray a-successfull}»
TELy,

we have

M~ e
(EZp)?
when first m and then K tend to infinity. There is no obvious way to adapt this result to the
standard random walk, but it is possible to adapt it to the planar Brownian motion that we denote
w = (wy).

(a-log2)Ks 1 for o < log2,

s=1

Define 6 as the first time where the Brownian
motion w hits the circle of radius 1 and py’(A)
as the occupation time of a subset A of the disc
D(0,1) until this time. We have

0 =min{t | |w|=1}

0
and ug’(A):/ 14 (wy)dt. 0
0

The Perkins—Taylor conjecture states for the
Brownian motion that

2
. W(D(x,e ak -
(8) lim sup L(’z)) = 2. excursions
0jz1<1 € (loge)

8
A~
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We shall in a first time sketch a proof of this conjecture and apply then the KMT approximation
theorem of the Brownian motion by the standard random walk.

Sketch of proof for the Perkins—Taylor conjecture. In the following, let dD(z,r) be the boundary
of the disk D(z,r).

The proof of the upper bound of the conjecture follows the same line as for the standard random
walk. When considering the lower bound, the difficulty relies again in the correlation structure.

Let ¢, = e * and define a point = of D(0,1) as k-successful if the number of excursions of
the Brownian motion between 0D(z,€;) and D (z, ek 1) is ak? for fixed a. We remark that if =
is successful, the time spent at the ball D(z, e, y1) is ak?c® ~ ae®(loge)?, where € = €41, with
probability close to 1.

KMT approzimation theorem. The Komlés—Major-Tusniddy (KMT) approximation theorem [9]
states that for each n it is possible to construct a random walk {X}}}_; and the Brownian motion
{wi}o<i<1 on the same probability space so that for any § > 0 and any n > 0

\/iS
W /n — % k

(The original one-dimension KMT approximation has been extended to the multivariate case by
Einmahl [6]).

Note that the Brownian motion between two successful points z and gy before reaching the
boundary may again be modelized by a tree structure, and that the same technique as for trees
works once more (with many technical issues).

n—00 k=1,...,n

(9) lim P ( max > 5n"—1/2> =0.

Application of the KMT approzimation theorem. The proof follows by considering the lattice
points inside the circle {z : [v/2z — y| < v/n(1 + 26)e, } whose number is less than

gn(l +26)3¢2.

4. Covering Time of the Torus

First, we once again consider the “toy” problem
of the covering time of the binary tree B,,. Let
X = (X,) be the first neighbor random walk
starting from the left son a of the root, and con-

m  sider hits to z, the leftmost leaf. P¥ again refers
to walks starting at point x.

4.1. Upper bound. From Section 3.2 we get

1
P%(X hits z before 0) =1 — H1(0) = —.
m

x

This implies that

1\N
P%(X does not cover z during first N visits to 0) ~ (1 - 2—) .
m
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Let I1° be the probability that the random walk starting at zero does not cover the binary tree B,,
during N visits to 0. We have

1\V
m° < 2™ <1 — 2—) so that m’ -0 for N =2(1+ 0)m?log2.
m

The time needed for N visits to the root is 2T N; this implies that
P°(X does not cover By, before time 2(1 + &) log 2 x m*2™ 1) — 0.

4.2. Lower bound. A ray z is called successful if the number of excursions from level ¢ to level 1+1
in the ray is a(m —4)2. Dembo et al. apply a second moment analysis to the successful rays to show
that, with probability one, before 2(1 — §)m? log 2 visits to the root, there are points which are not
covered. Then, the time needed to visit the root that many times is about 2(1 — §)m?(log 2)2™*1.
To solve the standard random walk problem on Z2, Dembo et al. first solve the equivalent problem
for the Brownian motion on the torus T2, where T? is identified with the set (—1/2,1/2]2.
Let T (z,€) denote the time needed by the Brownian motion to enter the ball D(z,¢),

T(z,e) =inf{t >0 | w; € D(z,¢) }, and C.= sup T(z,e).
z€T?2

Therefore, C, is the minimum time needed for the Brownian motion W; to come within € of each
point of T?. Equivalently, C, is the amount of time needed for the Wiener sausage of radius € to
completely cover T2. Dembo et al. [4] prove that

i C 2

lim — = ==, almost surely.

«—0 (log €) ™
Using the KMP strong approximation theorem again provides the result for the standard random
walk on T2.
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Abstract

In this talk simple examples are presented to illustrate some aspects of random walks on
groups from the point of view of probability theory, statistical physics, ergodic theory,
harmonic analysis, and group theory.

1. Shuffling Cards

A deck of cards is described by J = (a1, ..., a,), where a; indicates the position of the ith card in
the deck. The cards are shuffled so that the state of the deck of cards is (o(a1),...,0(a,)), where
o € ¥ is some permutation on J. Another shuffle would give the deck (7(c(a1)),...,7(c(a))),
and so on. Of course, the permutation is likely to be different from one shuffle to another, but
the habits of a given player will be such that he will choose at random among a given set A of
permutations. For a € A, the permutation « is chosen with probability p(a) > 0. After a shuffle,
the next permutation is chosen independently of the past. The position of the ith card is j after
the first shuffle with probability

Y pla),

acA:afa;)=j
after two shuffles the probability will be
> p(e)p(B).
(a,8)€A:B(c(ai))=]
If p™ denotes the nth convolution of p,
p"(o) = > plan)p(an 1) - pla),
a;€EA: apoay_10---001=0
the distribution of the position of the ith card after the nth shuffle is given by
//‘;iz = an(o')(sa(ai),
oEX

where ¢, is the Kronecker symbol at z: d;(z) =1 and ;(y) = 0 when y # z. A natural question
in this setting is: provided that the set A is rich enough, is the position of the card a; uniformly
distributed on {1,...,7r} when n gets large?

The distribution u,, on 3 of the configuration of the deck of cards after n shuffles is given by

Mn = Z pn(0)507

oeX
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with this notation p?(j) = pn(c : o(i) = j). Does the distribution u, on ¥ converges to the
uniform distribution on the group of permutations as n gets large? The answer to both questions is
positive if the probability p satisfies some assumptions. It can then be shown that the convergence
to the uniform distribution is exponentially fast with n (see Diaconis [2]).

This simple problem gives an illustration of the ergodic principle introduced in statistical physics
after the work of Boltzmann and Gibbs:

— the limit is independent of the initial state;

— the limit is independent of the particular choice of the probability p;

— the limit is the most disordered distribution m on ¥, i.e., the distribution with the maximal
entropy H(m), with

H(m) =) —m(o) log(m()).

oEY

2. Random Walks in Z¢

This random walk is defined as follows: starting from z € Z¢, it jumps to z + e; with probability
1/2d, where e; is the ith unit vector. If S,, denotes the position after n steps it is well known that
when d < 2, the sequence (S;,) almost surely visits the origin infinitely often; the random walk is
then said to be recurrent. When d > 3 the random walks visits 0 only a finite number of times;
the random walk is transient. These results can be expressed in terms of electrical networks: each
edge of Z% is assumed to have resistance 1, Ry is the effective resistance of Z¢ when the potential
at 0 is 1 and 0 at infinity. It turns out that for d < 2, Ry is infinite and Ry is finite when d > 3.

The Laplacian A of the random walk is given by

d
A(f)(z) = % (Z(f(ﬂhLei) + f(z — ez’))) - f(z),

=1

where f is some function on Z¢ The potential function v(z) for the electrical network should
satisfy A(v) = 0 with v(0) =1 and lim,_, 1 v(z) = 0.

3. Polymer Dynamics in the Plane

A simplified model of a polymer in the plane is given by a broken line AyA4; ... A, where each
segment A;A;+1 has length 1 and the angle between A; 14; and A;A;4; is +a € [0,27) with
probability 1/2. If A = (0,0) and 4; = (1,0), the vector Z, = AypAy, can be represented in the
complex plane as

n
Zn=1+ Zems’“,
k=1

where S, = €1 + -+ - + ¢, and the ¢; are independent Bernoulli random variables with P(¢; = 1) =
P(e; = —1) = 1/2; (Sy) is the simple random walk on Z. The average quadratic length of the
polymer with N segments is given by

I, = VE (22).

It has been shown by Eyring that I, /+/n converges to a constant as n tends to infinity. The average
length is conjectured to grow like n¢ with & > 1/2.
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4. Random Rotations on the Sphere

This problem has been considered by Arnold and Krylov [1]. The action of two rotations a and b
of R® on the unit sphere S? centered at 0 is analyzed. If A\(a,b) is a product of n such rotations,
one writes |\| = n. For p € S2, the distribution u, of A\(a,b)(p) is given by

1
Hn =5 D O
[Al=n

The problem is to determine when p,, converges to the uniform distribution on S? and, if it occurs,
the rate of convergence. The answer to the first point is positive under mild assumptions. The
question concerning the speed is, for the moment, unsolved. This example is in some sense, a
continuous analogue of the example of card shuffling.

5. Random Walks on the Free Group

The free group with two generators a and b is denoted by I'. An element 7 is a string of letters
a, a~t, b and b—! where a letter cannot be the inverse of the previous letter or the next letter in
the string (otherwise the two letters cancel). The distance d(v,7’) is given by the length of the
string v~ 14'. The group T' can be compactified by adding the set OI' of infinite strings. If ¢ is such
a string and vy € T', it is easily seen that, if (z,) is a sequence of I' and e is the empty string (the
neutral element of the group), the quantity

ﬁ(’}'a 6) = mljr_rgg(d(’% .’En) - d(ea :L‘n))

is well defined.

The random walk considered here just adds a, a=!, b or b=! at the end of the string, with the
convention that the inverse of the last letter suppresses this letter. This random walk is equivalent
to a random walk on a homogeneous tree with degree 4. In particular it is transient and the length
of the string almost surely converges to infinity. The Laplacian A of this random walk is given by

AH)) = 3 (F00) + Fra™) + Fom) + Fv™) = (),

for v € T and f a function on I'. For & € 9T, he(y) = (1/3)#(4) is harmonic with respect to
this Laplacian, i.e., A(h¢) = 0. Dynkin and Malyutov [4] have shown that every positive harmonic
function f can be expressed as an integral of the elementary functions h¢, £ € 9T, i.e.,

f(9) = /6 el v(de),

where v is a positive measure on JI'.

This situation has to be compared with the case of the random walks on Z? with d > 3 which
are also transient but without non-constant positive harmonic functions. Similarly, in a continuous
setting, there does not exist any non-constant positive harmonic function f on R%, i.e., such that

DLE!

5 =0.

— ox;

But restricted to the unit disc of R?, such functions exist and can be represented as
1 2

o/, P(z,0)v(d),
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where v is some finite measure on [0,27) and P is the Poisson kernel
1— |z
et — 2|2

One can check that z — P(z,6) is harmonic: it is the equivalent of the function k¢ for the unit disc.

P(z,0) =
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Abstract

Queues in series are defined as an infinite sequence of clients queuing in front of an infinite
sequence of servers where each time a client is served by a server, it immediatly enters
the next queue. Simple questions about this model are very hard to solve directly. This
talk describes the centralized and normalized law of the departure of the kth client from
the nth server, as n tends to infinity while k& remains bounded; this law is related to a
sequence of largest eigenvalues of random matrices. This relation allows us to use the
numerous asymptotic results known regarding the spectra of random matrices and gain
useful informations about the queuing processes.

1. Queues and Brownian Motions

Consider an infinite series of queues corresponding to servers, and an infinity of jobs. At first
all the jobs are in the first queue; then when a job leaves the server @);, it immediatly enters the
queue corresponding to the server (); 1. The question asked is: When does the ith job leave the
jth server? This can be modeled by pathweights in an infinite matrix. Let wy; denote the time
needed to process the kth job on the [th server. The cost of the maximal weight of a path from
(0,0) to (4,4) in the matrix (wg,) is noted c(é,j). The path is made of steps of size one where
only one component increases. Then one observes that ¢(i,7) is equal to the time when the ith
job leaves the jth server. This equality illustrates the fact that server j can process job i if it has
already processed job ¢ — 1 and if job ¢ has left queue j — 1.

The problem of queues in series can thus be modeled by an infinite matrix, where we assume
from now on that the entries are independent identically distributed random variables, with finite
variance. For the main theorem and for Section 3 the distribution is assumed to be geometric
with parameter g. The aim of the talk [1] is to link the queue problem to the distribution of the
largest eigenvalues of random Hermitian matrix with appropriate distribution. An infinite matrix
of weights is also a model for a physical problem, the interacting particle process, see [7]; there we
assume that all the integers corresponds to sites that are capable of containing one particle, and
that at first all the sites with negative positions are full. In this model the weight w; ; is the time
taken by a particle to move from ¢ to i + j.

A preliminary remark links this queue problem to Brownian motion [3]. Given (Bj)i=12,...

(n) _ c(k,n)—en

independent standard Brownian motions, and D}’ = om0 where e is the expectation of w ;

and v its variance, the following theorem holds:
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Theorem 1. The processes D) = (D’(“n)>k L, COmverge in law as n — oo to the stochastic

process D = (Dy) =y 5. where Dy = supo_s, <t <...<t=1 Y10 (Biltir1) — Bi(ty)).

This can easily be seen by modeling a path from (0,0) to (k, N) for large N by k long vertical
lines, where the path uses the ith vertical line from the time ¢; to the time #;4.

We now introduce the Gaussian Unitary Ensemble (GUE) [8] as the probability distribution on
the Hermitian matrices with the density rqur(H) = Z e~ rH°/2
equal to [e~ " H */2dH. A useful property is that a Hermitian matrix H is drawn from GUE if
R(hij) and I(hi;) are ii.d. Gaussian random variables with mean 0 and variance 1. Given a
matrix H, let Hy = be the main minor of size k of H and o, the largest eigenvalue

of Hk
Theorem 2. The laws of both processes o = {oy} for H drawn from GUE, and D = {Dy} coincide.

This theorem is proven in the next sections. We first exhibit a bijection between a finite restriction
of size M of the queue problem and a subspace of NV (M+1)/2 yia Young tableaux. The second part
of the proof is to relate this subspace of N¥(M+1)/2 {4 the dominant eigenvalues of minors of the
matrix H.

where Z is a normalizing constant

(h(i,j))lgi,jgk

2. Combinatorics

The bijection between the matrix H and Young tableaux is a generalization of the Robinson—
Schensted—Knuth correspondence (see [5]) between Young tableaux and permutations. The ma-
trix W of size N x M with coefficients the weights w; ; can be represented as a generalized permu-

tation «,
o= 7,-1 7,'2 e ’L'k ,
JuoJ2 - Jk

where i; € Ny, the integers between 1 and N, j; € Njs and j; represents a(i;). The integers 4;
are not necessarily distinct, this is why the permutation is said to be generalized. The number of
columns of type (;) is equal to w; ;. As the generalized permutation « is written in a lexicograph-
ically sorted fashion, the bijection is quite obvious. Indeed, given a matrix, the set of columns
is well defined, and sorting gives the uniqueness of the image; conversely given a generalized per-
mutation, one simply has to count the numbers of columns of type (;) to reconstruct the matrix.
Recall that a Young diagram X is a decreasing sequence (A1, g, ..., A,) that can be represented as
r rows of boxes of heights \;. A semi-standard Young tableau is a filling of the boxes by positive
integers such that the filling is increasing rightwards in rows and strictly increasing in columns.
The Young diagram underlying a Young tableau P is called the shape and is denoted by sh(P).
The Robinson—Schensted-Knuth (RSK) correspondence is a bijection between the set of general-
ized permutations with k£ columns and the set of pairs of semi-standard Young tableaux (P, Q)
having the same shape X such that ) . A; = k. With the previous bijection between matrices and
generalized permutations, we thus have a bijection between matrices of size N x M and pairs of
semi-standard Young tableaux (P, Q) with shape X, such that }~, X; = k. We denote (P(w), Q(w))
Young tableaux obtained by the RSK correspondence from a matrix w.

Some properties make this correspondence really interesting. We denote by W ar k. the set of
matrices of size N x M whose coefficients add up to k, to state a result on the way the distribution
of the Young tableaux behaves through this correspondence.

Lemma 1. If the set Wy a1 is given the uniform distribution, then the distribution of P(w) for
w € Wi mk given Sh(P(w)) = X is uniform on the semi-standard Young tableauz of shape A.
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Moreover the shape sh(P) encodes a few characteristics of w: the length A\; of the first row is
the maximal weight of the monotonous paths from (0,0) to (M, N) in the table w, because it is the
length of the longest increasing subsequence of the second line of a. This is a direct consequence
of the RSK algorithm. It is then possible to consider the Young tableau P as an embedding of
several Young tableaux Pi,..., Py where Py equals P and F; is obtained from P11 by removing
all boxes filled with ¢+ 1. A nice consequence of the way the tableau P is built is that the sequence
of the lengths of the first rows of the embedded Young tableaux coincides with the sequence of
maximal paths from (0,0) to (i, N) as ¢ goes from 1 to M. Thus we now focus on Young tableaux
instead of the weight matrix. We introduce a representation of the Young tableaux that encodes
the shape of the tableaux, and also the shape of all the embedded tableaux inside. To describe a
Young tableau P filled with Nys, let x; be the coordinate of the rightmost box filled with a number
at most ¢ in the jth row of the tableau. Equivalently, this is just the length of the jth row in the
tableau P;_1 defined by the embedding above. The elements :cJ, 1<i< M, 1< j<7%can beseen

as a triangular array of size M The image = of a tableau P by this transformation has the
property that its last line is equal to A = (A1,..., Aps), and that its first column is equal to ¢(k, N),
k € Ny, corresponding to the length of maximal paths from (0,0) to (k, N). This correspondence
is formalized in the following lemma.

M(M+1)
2

Lemma 2. Let the Gelfand—Cetlin cone Cgc be the set of triangular arrays (:v;) of size

such that :1; 12> :1/;Z L 12> wz for 1 <i< M, 1< j<i. Then the Young tableauz filled with Nps
are in one—to one correspondence with the integer points in the Gelfand—Cetlin cone.

What we have now is a mapping from Wy s 1, the set of matrices of size N x M whose coefficients
add up to k, to the set of integers point in the Gelfand—Cetlin cone. This mapping has the property
that if Wy arx is given the uniform distribution, then the distribution of x, given that the last line
is equal to A = (A1,...,Ap), is uniform on the integers points of the Gelfand—Cetlin cone.

3. Gaussian Unitary Ensemble

From now on we add the restriction that the distributions of the coefficients w(i,j) are i.i.d.
geometric with parameter g, that is P(w; ; = k) = (1 — q)¢¥. All the results of the previous section
still hold in this context, as they were obtained in full generality. The aim of this section is to
finish the proof of Theorem 2. For this we describe the distribution of z(w) by its distribution
conditioned upon values of its last line, and the distribution of its last line. This is then linked to
the distribution of the limit processes Dy.

The probability that the RSK correspondence applied to a random matrix w with i.i.d. geometric

entries with parameter q yields a pair of Young tableaux of shape A\ = (/\1, ceyAn) I8
M—1

(1= )MV 1 P AN L,

(1) | 11 1 Y I[I Ci-x-i+d) H |q
MU ]'(N_M+])'1§i<j§M i+ M —1)

where k = A;. The proof of this formula can be found in [4] and is based on the fact that there
are [[1<icjcm )"_;‘”%ZHJ semi-standard tableaux of shape A filled with Ny. The vector of centered
and normalized variables &; = % (with e the average and v the variance of w 1), is noted &.

Plugging the Stirling approximation in Equation (1) yields that for fixed ¢ such that 0 < ¢ < 1,
fixed M and N — oo, the distribution of ¢ converges weakly to Z ! [Tic;(& — &)L e~812 (Z is
a normalizing constant). This is the distribution of the vector of ordered eigenvalues of a random
matrix drawn from GUE. This property leads to the following theorem:
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Theorem 3. The distribution of the sequence (D1, ...,Dys) defined in Theorem 1 is the distribu-
tion of the first column of the random triangular array x of size M (M + 1) /2 distributed uniformly
for a fixed last line, and the distribution of its last line is the distribution of the eigenvalues of
matrices drawn from GUE [6].

The distribution of (Dy,...,Dyy) is the same as the distribution of the first column of z(w),
up to a proper normalization. And if the distribution on w is uniform, then the distribution on z,
knowing its last line, is uniform. As the probability of getting a Young tableau of shape A, and
thus an array = of last line A, is the same as getting the vector of ordered eigenvalues of a random
matrix drawn from GUE equal to A, Theorem 3 is proved.

The Gelfand—Cetlin polyhedron GC()) is defined as a subset of Cg¢ such that the last line of
the array is equal to A = (A1,...,Ax). Theorem 3 means that the distribution of (D1,...,Dyy) is
uniform on GC(\).

This allows us to state the theorem below, which is a major step in the proof of Theorem 2.

Theorem 4. Let H = (h;;), 4, j < M be a random matriz drawn from GUE with eigenvalues
(Ay.--5An), and

Zy
z(H) = M-1 M-1
Ty R

where w; is the jth eigenvalue of the main minor of size i of H. Then the triangular array z(H) is
uniformly distributed in the polyhedron GC(X).

The proof of this theorem is based on the fact that the last line of the array x corresponds
to the eigenvalues of the matrix H, which is drawn from GUE, and that given this last line, the
distribution is uniform. The last line of z is equal to A and its first column to the vector (o) by
definition. This together with Theorems 3 and 4 proves Theorem 2.

Theorem 2 can be used to prove the conjecture of Peter Glynn and Ward Witt [3] stating that
Dy/ Vk — 2. The proof uses the already known fact that the largest eigenvalue of random Hermitian
matrix drawn from GUE rescaled by vk converges in distribution to 2, see [2].
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1. Introduction

The redundancy-rate problem of universal coding is concerned with determining by how much the
actual code length (representation of a word in a code) exceeds the optimal code length. Revisiting
the theme of his last year’s seminar talk [1], Szpankowski went into more detail explaining different
models for redundancy, and introduced the generalized Shannon code in order to solve the minimax
redundancy problem for a single memoryless source.

A code is defined as follows:

Definition 1. A code C, is a mapping from the set A" of all sequences of length n over the
alphabet A to the set {0,1}* of binary sequences.

Most of the time we use source models which specify probabilities for specific messages. For
these, P(z7) is the probability of the message =7, the code length of a message 27 =z ... zp, with
zi € A, in the code Cy, will be denoted by L(Cy,z7), and Hp(P) = — 3 ,n P(a])log P(7) is the
entropy of the probability distribution, where log is taken to base 2.

2. Basic Results

A prefiz code or instantaneous code is a code in which no codeword is a prefix for another
codeword; in other words, if you present the codewords as a binary trie, the valid codewords are
only in the leaves (not in the internal nodes).

For prefix codes the following inequality holds:

Lemma 1 (Kraft’s inequality). For any prefiz code (over a binary alphabet), the codeword lengths
li, lo, ..., Iy, satisfy the inequality

m

do2h<

i=1

A related problem is to find out how many tuples [y, ..., [, exist where equality holds. This
has been tackled and solved by Flajolet and Prodinger [2]. Asymptotically, it grows as a¢™, where
a =~ 0.254 and ¢ ~ 1.794.

Another important result is Shannon’s classic lower bound on the average code length (see [3]):

Lemma 2 (Shannon). For any code, the average code length E[L(Cy, X7")] cannot be smaller than
the entropy of the source H,(P):

E[L(Cn, X)] > Hy(P)
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Trivially, one can see that there must exist at least one z7 with
L(z7) > —log P(7).

A lemma by Barron deals with the individual lengths of the code words:
Lemma 3 (Barron). Let L(XT) be the length of a codeword in a code satisfying Kraft’s inequality,
where X' is generated by a stationary ergodic source. For any sequence of positive constants ay,
satisfying Y. 27% < 0o, the following holds:

P{L(X7) < —log P(XT) —a,} <27

From this we immediately get

L(XT) > —log P(XT) —an (almost surely).

3. Redundancy

Redundancy measures the distance to the optimal code state, reaching the lower bound given
by the entropy. Since there are different ways to define the “worst case,” we define three types of
redundancy: pointwise R, (Cy, P;z}), average R, (Cy,P) and maximal R*(C),,P):

R, (Cy,P;2}) = L(C,,, 1) + log P(27) (> —an(a.s.)),
R, (Cn,P) = Exr [Ry(Cr, P; XT)]
= E[L(Cn, XT)] — Ha(P),
R (Cn, P) = max Ry (Cp, P 2t)].
Ty

The redundancy-rate problem consists in finding the rate of growth of the corresponding minimax
quantities

R, (S) = minsup E [Rn(C'n, P; m?)] ,
Cn Pes

R;,(S) = min sup max[R,(Cy, P; z7)],
Cn pes 2t
as n — oo for a class S of source models.
There are also other measures of optimality, e.g. for coding, gambling, or predictions. For these,
the following functions, called minimax regret functions, are used:

7, = min sup Z P(a7)[L; + logsup P(z7)],
Cn Pes an P

77 = minmax |L; + logsup P(z7)].
Cn 2t P

Note that r; = R;,. Sometimes, the maximin regret is of interest:

Tn = SUP minz P(z7)[Li + logsup P(z7)].
Pes Cn o P

These functions are sometimes called the average minimax regret (7,), the maximal minimax
regret (r)), and the average maxmin regret (7). One can interpret these functions as target
functions for the game theoretical problem of choosing L so that for all 7, the value of the function
gets as good as possible, that is, —logsup P(z7).

In the following, we will only look at the redundancy functions.
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4. Precise Maximal Redundancy

In 1978, Shtarkov proved the following bounds for the minimax redundancy:

g (Y- sup Plat) ) < Bi(S) < tog (3 sup Plat) ) + 1

PeS Pes
z? zy

We want to find a precise result for R} (S). We start with the easier problem of finding the
optimal code for maximal redundancy for a known source P

R, (P) = min, R*(Cy, P).

We already know that for the average redundancy of one known source

the Huffmann code is optimal—indeed, it is designed so as to solve this optimization problem. For
the maximal redundancy problem we introduce a new code, the generalized Shannon code.

In the ordinary Shannon code, the length of its symbol in the code for a given P is [l/P(x?)]
In the generalized Shannon code, on the other hand, we set the length to be |1/P(z7)] for some
symbols 27 € £ and [1/P(z7)] for the others in such a way that Kraft’s inequality holds. For
non-dyadic codes (dyadic ones fulfill R} (P) = 0), we sort the probabilities P(z7):

0.< (~logp1) < (~logps) < -+~ < (~logpap) <1 (where {z) =z — [z])

and choose jy to be the maximal j such that Kraft’s inequality still holds:

j-1 A"
Zpig(—logm) + Zpig(—bgm)—l <1.
i=0 i—j

Then R; (P) =1 — (—logpj,) and the generalized Shannon code with £ = {1,..., o} is optimal.
Now we generalize to systems of probability distributions S. Let

X suppes P(z]
Vlat) = Ey;beAnZEUSPPe(s%(y?)'
Then
R(S) = (@) +log( 30 supPlah))
apedn PES
with
R(Q) =1 - (—loggjo)
as above.

If we now take the generalized Shannon code that minimizes the maximal redundancy, we get
for a sequence generated by a single memoryless source, for n — oo, and a = log lp%p irrational:

” loglog 2
Rn (Pp) =

g T o) = 0.5287+ o(1).
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5. Average Minimax Redundancy

In the simple case where S consists of one distribution P, the computation of Rff is the Huffman
problem:

H _ : n ()

From known results (where we have R ~ R?), we conjecture:
Conjecture 1. Under certain additional conditions, we have, as n — 0o,

R, =R, +0(1) = log( Y sup P(x?)> +0(1).
TPEA" Pes

6. Average Redundancy for Particular Codes

For single memoryless sources, we have explicit results for n — oo for some codes. In particular,
we have for the Huffman code

Ao 3 s if @ irrational,
"2 - L ((Mng) — 1) — (M(1— 27H/M)) o= (MM i o —

for the Shannon code

N
M

N

if « irrational,
— & (MnB)—1%) ifa= %,
and for the generalized Shannon code

Rn:

N[ D[

R, = g —21n2 + o(1) ~ 0.113705639.

For more basics and in-depth knowledge regarding analytic information theory, the interested
reader is referred to Szpankowski’s book [4].
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Abstract

An analytic study of linear ¢-difference equations leads to a simple derivation of some con-
nection formulae, generalizing the asymptotic expansion of the Bessel .J,, functions.

1. Differential and ¢-Difference Equations

Linear differential operators are polynomials in x and 0, = d/dz. These operators can be
discretized using g-difference operators expressed in terms of ¢, =, and o, where o,(f)(z) := f(qz).
When ¢ — 1, (o4 — 1)(f)(z)/(g — 1) tends to zf'(z). This discretization is not unique. It gives
rise to several generalizations of classical functions and identities relating them. C. Zhang’s work
is an analytic study of these operators, of the asymptotics of their solutions and the divergence of
their series expansions.

A simple example of a g-difference equation is given by (zo, — 1)y(z) = 0. For |¢| < 1 and
z € C* := C)\ {0}, a solution of this equation is the Jacobi function

Oy(z) := Y "™ D22 = (g5 )00 (5 @)oo (— /%5 9)oo
neZ

where the last equality is Jacobi’s triple product identity, using the notation
(4;¢)o0 = (1 = a)(1 — ag)(1 — ag®) --- .
The product form shows that ,(z) is analytic in C*, and that its set of zeroes is —g”.

Another important solution of the same equation is e4(z) := ¢80 2108, 2=1)/2 " aqyivalent to 04(x)
when z — 0. In the asymptotic behaviour of solutions in the neighbourhood of irregular singular
points, the function e, plays the same role as the exponential in the differential case. Another
simple equation is (0, — z)y(z) = 0, which has ¢~ %8 a(logg z=1)/2 and 1/64(z) as solutions. As
opposed to the differential case, inverses of these analogues of the exponential are not obtained by
changing x into —z.

A complete classification of the possible formal local behaviours of solutions of linear g-difference
equations was obtained by Carmichael in 1912. For an equation of order m in o, with analytic
coefficients at the origin, there exists a family of m formal solutions, each of which is of the form

mj—1
(1) yi(@) = a"ieg " (2) Y (logg @) fiu(a),  G=1,...,m,

v=0
where 7; € C, k; € Q, m; € N*, and f;,(z) € C[[z'/4]] for some d € N*. Each of these can be
computed from the equation.
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2. Hypergeometric and ¢g-Hypergeometric Connection Formulae

The connection problem lies in expressing (the analytic continuation of) one of the above y;’s
that are defined at the origin as a linear combination in terms of a similar basis at another singular
point. There is no general method to compute “closed forms” for these constants, except in special
cases such as the hypergeometric case.

Hypergeometric series in the classical (differential) case are series F(z) = ), -,a(n)z™ such
that a(n + 1)/a(n) =: r(n) = P(n)/Q(n) is a fixed rational function in n. In terms of the shift
operator S, this means that the sequence a(n) cancels @(n) — P(n)S;,* from which it follows that
the generating series F' cancels the linear differential operator Q(z0;) — P(20;)z. Introducing the
roots of P and @), hypergeometric series are classicaly denoted

al,...,Q (al)n"'(ap)n z"
F, P x> = e
P q(bl""’bq nzz:o(bl)n"'(bq)n n!
where (a)p, = a(a +1)---(a +n — 1). This series is convergent for ¢ > p and has only regular
singularities if and only if p = ¢ + 1.

The g-analogue of this function is known as the ¢, basic hypergeometric series. In this case the
ratio of two consecutive coefficients is a fixed rational function in ¢”. The general form is

n

s+1—r

Al,...,0p (alaq)n(apaq)n n, n(n—1)/2 n
1q, T ) = -1 z",
’“¢s(b1,...,bsq ) §<b1;q)n---<bs;q)n (o)

where (a;q)n = (1 —a)(1 —ag) -+~ (1 — ag" ™).

A simple example is Heine’s 92¢1(a, b; ¢; ¢, ), which has Gauss’s o F1(«, 8;v;x) as a limit when
a=q% b=¢? c¢=¢q" and ¢ — 1. Heine’s function satisfies a second-order g-difference equation.
This equation has no irregular singularity (it is a Fuchsian equation). A general technique to
relate solutions of such equations at 0 and infinity in the classical hypergeometric case is based on
a Mellin—Barnes integral representation. This approach was extended to the g-difference case by
Watson in 1910, who found that for ab # 0,

(2)  2¢1(a,b;c;q,7) = Ci(z) 201(a, aq/c; aq/b; q, cq/abx) + Ca(x) 21 (b, bg/c; bg/a; q, cq/abx),

where
(b; ¢/a; @)oo (a2, 4/ 4 §) oo _ (a,¢/b;q) o0 (b7, /b3 ) o

) CQ(‘,I") - .

(¢;b/0;9)o0 (2, 4/ %3 ¢) oo (¢;a/b;9)oo (2, 4/7; ¢) oo

This method is presented in detail in Slater’s book [4]. The connection “constants” C(z) and Co(z)
are annihilated by o, — 1 and are uniform (they satisfy C(ze*™) = Cx(z)). Thus they are elliptic,
since when expressed in (u,7) defined by z = exp(2imu) and g = exp(—2in7) with S(7) > 0 they
are doubly periodic.

Ci(z) =

3. Jackson’s g-Bessel Functions

Bessel functions are classically defined as solutions of the Bessel equation
(20; — v) (20, +v) + 2°) y(z) = 0.

When v ¢ Z, a basis of solutions is given by the Bessel J,(z) and J_,(z) functions, which can be
expressed in terms of the hypergeometric series by

(z/2)*"

2 F(1,1: v + 1: —22/4).
F(:ty+1)21(”y+’$/)

Jiy(x) =
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The Bessel equation can be derived from the differential equation of the o F} by confluence: this is
achieved by considering o Fy (v + 1/2, 3;2v + 1; /) and letting S tend to infinity. In this process,
the singularity at infinity becomes irregular.

Similarly, Jackson introduced in 1905 two g-analogues of the Bessel functions,

v+1, 2
() (g q) = (4 i9)oo (T g
JIJ (.’,E,Q) (q,Q)oo (2) 2¢1(0307q 34, 4)7
(3) v+1.

T e = % <_> 0¢1( 'iq ,—xzq:q).

The classical J, function is recovered in two ways by letting ¢ tend to 1 in J,Sk) (m(l — q);q)
for k € {1,2}. The radiuses of convergence of the basic hypergeometric series (in g) given here are

respectively finite for J,Sl) (provided |z| < 2) and infinite for J,S2).

These functions are solutions of two g-difference equations of order 2 in o, with p = /g that are
easily derived from (3). These equations can be seen as arising from the equation of the 2¢1 by
confluence, but it is not clear how to use this process in order to obtain a connection formula by a

limiting process from (2). As in the classical case, both J,Sk) and J(_ky) are independent solutions of
their respective g-difference equation, for £ = 1,2. The equations have a regular singularity at the
origin and an irregular singularity at infinity.

4. Derivation of Connection Formulae

Connection formulae between the series expansions (3) and the (unique) basis of formal solutions
at infinity of the form given by (1) generalize the classical asymptotic expansion

eIt 1 1 2% et(2v+l) 1 1 2i
(@) Jy(2) = —=—e"2F0 (—u + 5t 5 ;) VT ”2F0<‘” TyrTai _E> '

(A nice application of this formula is the derivation of an asymptotic expansion of the location of
the zeroes of J,(z); this generalizes to those of J,SQ).)
We start with J,Sl) and its g-difference equation

(012, — (" +p)op + (1 +27°/4)) y(z) = 0.
By changing z into 1/t and y(z) into z(1/t), the equation becomes
1
(1+ ™ 4t2)a — P +p")op+1)2(t) =0.

The exponential part of the behaviour (see Eq. (1)) is sought in terms of £,(t) = 1/60,(—at), which
is cancelled by o), + at. The change of unknown function z(t) = £,(t) fo(t) leads to

1 —v
((1 + 4p4t2)a2pt20§ —at(p” +p~")op — 1) fa(t) =0

Thus, by choosing « such that o = 4p3, one gets an equation for f, which has power series solu-
tions. A further simplification is achieved by considering the “p-Borel transform” of the series fq:

(5) ga(T) 1= pfa Zapnn 1)/2n

n>0
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where a, are the coefficients of f,. By the commutation rule Bp(tmaf;) = pmm-1)/ 2Tm0£*ml3’p,
Ja 18 solution of a two-term g¢-difference equation. This is easily solved to find
1

(=P T3 Q)oo(—ap™75 )00’
It follows that g, is meromorphic in C with (simple) poles at {—p*~2"/a, —p~"~2"/a} for n € N,
which implies that f, is an entire function.

In order to recover f, from g,, the p-Borel transform of (5) is reverted by means of a Hadamard
product of g, with 6,. This leads to a Cauchy integral representation from which a residue com-
putation yields the connection formula. The Cauchy integral is

fl) = = [ gamy(tn)

= - —,
211 |7|=r T

9a(T) =

where r < min(|p”/al, |p™/a|). The only residues come from the poles of go. The asymptotic be-
haviour of g, implies that this integral is equal to the sum of the residues and an actual computation
of these residues leads to

f (t) _ ep(_aqy/2t) ep(_aqiu/zt)
@ D)(a7 0)s (4 9)o0 (9”3 @)oo
where zt = 1 and |z| < 2. With very little rewriting, this is the desired connection formula. The

limiting behaviour of this formula when ¢ — 1 is studied in [5].

The second family of g-Bessel functions is actually related to the first one by a relation discovered
by Hahn in 1949:

2¢1(0,0;¢" 5 q, —2* /4) + 21(0,0;¢7" 5 q, —2%/4),

T (w39) = (-2 /4 @)oo I (w39), 2] < 2.
Another way of viewing the relation between these functions is through the p-Laplace transform
that sends z™ to p”(”_l)/%". Then the transform of the 9¢; in the definition of J,Sl) is the g¢; in

that of J,SQ). From there, a Cauchy integral representation follows and again a residue computation
gives the connection formula, thanks to extra considerations about the asymptotic behaviour of the
integrand.

5. Comments

It has been observed that the connection “constants” possess the nice property that they are
elliptic in the case of Heine’s function. This is a general phenomenon [3]. The formulae in the
g-world imply important identities (after all, Jacobi’s triple product can be seen as a connection
formula). Recent work by Changgui Zhang shows that the limiting behaviour of these g-connection
formulae when ¢ — 1 yields the Stokes phenomenon of the differential world.
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Abstract

For some “irregular singular” problems coming from differential equations, there exist formal
power series solutions that are everywhere divergent. These power series turn out to make
sense as asymptotic expansions of actual solutions. The Borel summation technique is used
to recover convergent, representations for these actual functions solutions.

1. Resummation

Some “irregular singular” problems coming from differential equations have formal power series
solutions that are everywhere divergent. By resummation techniques, one can obtain convergent
solutions [7, 10]. We consider a power series, solution of a linear differential equation, that is
everywhere divergent, noted Z(z) = Y 7° 2,2~ ". We assume that it has Gevrey order equal to
one, which means that there exist constants A and ¢ such that |z,| < Ac"n!. For a function f(z),
holomorphic in an angular sector S extending to infinity and containing the real positive axis, we
say that Z(z) is the Gevrey expansion of order 1 of f(z) if there exist constants K and C such that

‘f(z) — Nzl_:l Tpz "

This function f is a resummation of Z, and it exists if the opening angle of S is smaller than .

The formal Borel transform of Z(z) is defined by y(z) = Y 7° %
We assume that the function y can be continued analytically along a line that does not meet a
singularity. In the particular case when z is a solution of a linear differential equation with rationnal
coefficients, so does y, as this property is stable under the Borel transform. Thus y has a finite
number of singularities and verifies the above hypothesis. Up to a possible linear change of variable,
we may assume that there is no singularity on the real axis, which implies that y can be continued
analytically on the positive real axis. If y satisfy the expected growth conditions at infinity, we
apply the Laplace transform. This transform is defined by

2(2) = L(y) = /0 ey () dt,

< CKNN!|z|™™ whenz € Sand N > 0.

1
. It converges for |z| < .

and is convergent for R(z%) greater than a certain positive constant, the constant a being made
precise later. The asymptotic expansion of z(z) when z — 07 is equal to Y.5° 2,2~ ". The function =
is a solution of the initial differential equation [2, §].
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2. Balser, Lutz, and Schafke’s Technique

The next step is to find a way to compute this function z quickly and in a large domain. For
this, Lutz et al. [1] reformulate z as a convergent series of the type z(z) = Y 7° dngn(2). This series
is obtained by introducing a mapping function ¢ that maps [0,1] onto [0,00], so as to write the
equation

_ o —zt o o —1 _ o fztoo —1 n
1) x(z)—/o e tyo o (t)dt /0 Y O

where for the second equality we have used the re-expansion y o ¢(u) = > ¢° dyu™ in terms of the
sequence dy,. The sequence ¢, is thus determined by ¢, = fooo e #t¢~1(t)" dt, under the assumption
that the interversion of the integral and the sum holds, permitting termwise integration. We observe
that g, does not depend on z and on the initial problem, but only on the mapping function ¢. This
means that these coefficients can be precomputed. On the other hand the coefficients d,, correspond
to a composition of the function ¢ with the Borel transform y. This is formalized in the following
theorem.

Theorem 1 (Balser, Lutz and Schifke). Let z(z) = [;° e~y (t) dt where the function y is
holomorphic in the domain

D > {|Arg(1 +t/a)| < 7/2p}

and satisfies |y(t)|e*b|t‘ — 0 as [t| = oo in D. Choose ¢ holomorphic in A = {|7| < 1} so that
#(A) C D, ¢([0,1]) =[0,00], and (1—7)°¢(r) = A as 7 — 1 in A. Define (dy,) by its generating
series y((1)) = D5 dut", and (g,) by

1
qn(z) = / e g () dr  for z such that |Arg(z)| < (14 ¢)/2.
0

Then for suitable positive constants (independent of n)

|dyp| < Kb/ + and lgn(2)| < Ke™4"

o/ e+ DR(1/(+1))
o0

So we have z(z) = Zdnqn(z) for R (2/(<+D) Targe.
0

Proof. Starting from Equation (1), we obtain z(z) = [5° > oo e *'dn ¢~ (¢)" dt. The saddle-point

method gives upper bounds for d,, and ¢, that allows us to interchange the order of integrand

and summation in the equation above for §R(z1/ (CH)) large enough. This interchange yields the
oo

expected result z(z) = >°."( dngn(z). O

Some other classical conformal mappings can be found in [6]. Here is an example. The mapping

(2) T:]_—W with a € Rand p >1/2
takes the sectorial domain defined by |Arg(1+t/a)| < 7/(2p) onto the unit disk. The choice of the
conformal mapping ¢ is important because it has an effect on the speed of convergence and on the
area of convergence.

In the particular case where the differential equation is linear with polynomial coefficients, some
efficient computation can be done using recurrences. We also suppose now that the function ¢
is algebraic. The precomputation of the coefficients ¢, is based on the fact that they follow a

linear recurrence. We first note that the coefficients ¢, are equal to fol e 20()yn g (u) du as shown
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by a simple change of variable t = $(u). The function e ??() ¢’ (u) satisfies the first-order linear
differential equation

’ ¢"(t)

®) ¢/t~ (Gt - #0) 6.

If we note Z,iio pr(n)a(n + k) = 0 the linear recurrence satisfied by the Taylor coefficients at
the origin a(n) of a power series solution of the equation (3), then the integrals ¢, (z) satisfy the
recurrence y 15:0 Pr(—n)gn—k—1(2) = 0. Once we have the recurrence satisfied by the coefficients g,
and the initial conditions that are given by ¢, = fooo e # ¢ 1(t)" dt, all the g, can be computed
quickly. A problem is that we seek for numerical and not exact computations, and so we have,
on each example, to seek for numerical stability. This point uses a backward scheme which is
developped on an example below.

The computation of the coefficients d,, can be done efficiently by finding a recurrence for example
using the gfun package [9], because it is a composition of a known algebraic function ¢ and a
function y known by its differential equation. The initial conditions for the d,, derive directly from
the initial conditions of the differential equation satisfied by y and so from the initial conditions of
the differential equation satisfied by Z. This is illustrated by the example of the Heun equation.

3. Heun Equation

The Heun equation is the generic differential equation with four regular singular points located
at 0, 1, ¢, and oo; see [5]. The double confluent Heun equation is obtained by letting the singularity
located at c tend to the one located at oo, and the singularity located at 1 tend to 0. The equation
obtained then has two irregular singular points located at 0 and oco. The example we study [3] is
the confluent Heun equation in the form

(202?81 + az? + a?2 — 2y2 + 2081 — ) B

— 1 which maps from [0,1] onto [0, cc].

(4) 2f"(2) + (z+ a2’ + o) f'(2) +
The acceleration is realised by the function ¢ = ﬁ
The recurrence satisfied by ¢, is thus
(=6 +3n)g(n — 1)+ (—22 + 6 — 3n)g(n — 2) + (n — 2)g(n — 3)

5) a(n) = — .
n
The initial conditions, that are easily computed, using the definition of ¢, correspond to a dom-
inated solution, so any numerical error makes the dominating solution appear. A solution to this
problem is to compute the recurrence backwards, which exchanges the roles of dominating and
dominated regimes. The idea is to choose arbitrary values for gy_g, - .., gn Where d is the order of
the recurrence and N is a sufficiently large integer. All the values of ¢, for n < N are then com-
puted from these “final” values backwards. This technique is developped in [11]. The dominating
solution of Recurrence 5 disappears and so the initial values found differ only by a multiplicative
constant A from the actual initial values. The sequence ¢, thus found has to be multiplied by this
constant A\ to give the expected sequence g,,.

For the coefficients d,,, the recurrence is found easily using gfun. For parameters a = —1,

B.1=1/2, 1 =1/2,and y=1/3, it is
0 = (6n + 3n%)a, + (—93n — 36 — 75n? — 18n3)an 1
+ (568n + 404 + 267n? + 42n3)an, 9 + (—1193n — 1176 — 411n% — 48n3)a, 13
+ (10420 + 1240 + 29102 4 27n3)ay 14 + (=78n2 — 336n — 480 — 6n>)ay 15
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with initial conditions ag =0, a1 =1, as =1/3, a3 = —23/108, and a4 = —2749/3888.

Now for each fixed z, we can compute the value of z(z) to arbitrary precision, by choosing the
number of terms we take into account. The backwards computation for the g, coefficients implies
that the number of computable terms is limited by the starting point. If it is too low, we have to
choose a larger starting point to get more terms. It is generally not possible to decide where a good
starting point for the computation of the backward computation would be. This can be done on
particular examples, but the starting point strongly depends on z.

4. Applications

Many problems related to differential equations yield formal power series of Gevrey order one.
Whenever the Borel-Laplace transform applies, the results of Section 2 also applies. A concrete
application coming from physics is the one-dimensional complex heat equation:

U’T(T’ Z) = U'ZZ(Ta z)v U(Oa Z) = ¢(Z)

The Cauchy data ¢(z) is assumed to be holomorphic near the origin. A formal solution is
. had D) "
i(r,2) = 3 p ()T
0

Lutz et al. have shown that either 4(7,z) is convergent, or the method of Section 2 applies. If
v(T, z) is the Borel transform of (7, z) with respect to 7, then applying the Laplace transform in
the variable 7 to v(7, z) for fixed z gives a convergent solution u(7, z) of the Cauchy problem. Better
knowledge on the function ¢ may easily lead to fast rate convergence possibly using the mapping
function (2). Another application is about convergent Liouville-Green expansions for second order
linear differential equations [4].
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Abstract

The primary purpose of this course is the elaboration of methods for providing answers to
problems that arise in enumerative combinatorics. The main tool to be used in this respect
are (ordinary) generating functions. The objects that will be dealt with are 2-dimensional
walks (for which several convexity constraints will be taken into account) and trees. These
objects are more generally described as “decomposable” objects. A description of the prin-
cipal combinatorial decompositions by means of functional equations of generating functions
will be presented as an equivalent but more synthetic approach to the use of recurrences.
The modelling by generating functions of combinatorial structures like trees and walks will
be discussed. The same principles hold for maps, animals, and polyominoes. The “ker-
nel method” and “quadratic method” techniques will be presented. The course will be
illustrated by numerous examples.

1. Enumeration Problems and the Way of Solving Them

The approach in solving an enumerative problem consists in a combinatorial step that examines
the structure of the objects under consideration, and a step that resolves the recurrence relations
or functional equations. By observing the structure of the objects, some (recursively definable)
property can be translated into a mathematical, non-tautological information on a,, the number
of objects of size n. Instead of manipulating recurrence relations, generating functions describing
the corresponding functional equations are used:

A) =) aptt =)t

n>0 AcA

is called the ordinary generating function of the combinatorial class A endowed with the size
function |.|, where the number of objects a, are to be finite. A power series with coefficients in A
can be written ), -, ant" with a, € N. Using counting generating functions it can be noticed
that paths of various sorts are invariably algebraic functions, which are defined as solutions of a
polynomial equation [11].

There is a simple correspondence between operations on combinatorial classes of objects and
combinations of the associated generating functions. This allows us to derive directly functional
relations between generating functions starting from definitions of combinatorial objects.

TLecture notes for a course given during the workshop ALEA’01 in Luminy (France).
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1. Union: A(z)+ B(z) is the enumerative ordinary generating function of A U B. If a,, and b,
are the numbers of objects of size n in A and B respectively, then a,, + b, is the number of
objects of size n in A U B.

2. Cartesian Product: A(z)B(z) is the enumerative ordinary generating function of A x B.
The number of objects of size n in A x B equals the simple convolution ) .., arby,_g-

Alternatively:
Z L = Z Zz\alﬂfa’l = A(2)B(z).

YEAXB acABeB

3. Sequences: (1—A(2)) ~! is the enumerative ordinary generating function of sets of objects of
A={(B1,Bs,...,By) | BeB, k>0}.
The cardinality of A is |A| = Zle |B;|, and the generating function of A(z) is

A) =Y Bk =(1-B@) "

k>0
according to the statements of union and cartesian product.

It can be proven that a strong algebraic decomposability prevails for directed lattice paths, which
is obtained by a specific technique, the “kernel method” [2, 6]. The decomposability enables us to
determine the location and nature of dominant singularities.

2. Enumeration Example

Fix a finite set of vectors of Z X Z, S = {(a1,b1),---,(am,bm)}. A lattice path or walk relative
to S is a sequence v = (v1,...,v,) such that each v; is in S. The geometric realization of a
lattice path v = (v1,...,vy,) is the sequence of points (Py, P,..., P,) such that Py = (0,0) and
P;_, P; = vj. The quantity n is referred to as the size of the path. The elements of S are called steps
or jumps. For these paths, the solution F(¢,u) (which is always an algebraic function of ¢t and u),

and combinatorial explanations for the simple formulae obtained from the recurrence relations can
be found in [9].

2.1. Dyck paths. A classical example can be given with Dyck paths. A Dyck path of length 2n
is a path in the plane from (0,0) to (2n,0) which uses only steps (1,1) (North-East), called rises,
and (1,—1) (South-East), called falls. A Dyck path ends on the z-axis and does not go below
the z-axis. A Dyck path therefore has even length, with the number of North-East steps equal to
the number of South-East steps. A lattice point on the path is called a peak if it is immediately
preceded by a North-East step and immediately followed by a South-East step [10]. A peak is
at height k if its y-coordinate is k. By D, we denote the set of all Dyck paths of half-length n.
Obviously, Dy = {€}. Every nonempty Dyck path a can be decomposed uniquely in the following
manner [7]:
a = ufidy,

when writing u for a North-East step, and d for a South-East step, and where 3 and -y, are possibly
empty Dyck paths. This relation implies that

Dn = ’U,D()an_l U uDlan_g U---u UDn_del U an_ldDo, n 2 1.

Alternatively, we can write a = fS2uyad in a unique manner, where 2 and -y, are possibly empty
Dyck paths. This relation implies that

D,, = DyuDy,_1dU DiuDy_2d U ---U Dy_suD1d U Dyp_1uDyd, n > 1.
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Both equations have disjoint unions. Thus we obtain
|Dn| = [Dol|Dn1] + |D1]|Dn—2| + -+ + |Dn—2[|D1| + [Dn-1l[Do|, n > 1.
As |Dy| = 1, this sequence with n > 0 satisfies the same recurrence relation as the sequence

(cn)n>0 of Catalan numbers.

2.2. Enumeration of Dyck paths. Let p be a fixed nonnegative integer-valued parameter of a
Dyck path, i.e., a mapping from J,~ 4 Dy into {0, 1, 2, ... }. If D is a finite set of Dyck paths,
then by D(t) we denote the enumerating polynomial of D relative to the parameter p given by
D) =) dnt" with dp=) 0.
n>0 seD

D(t) is the generating function for the enumeration of Dyck paths according to semi-length (coded
by t). Thus, d, is the enumerating polynomial of the set of all Dyck paths of length n.
The recurrence relation for Dyck paths satisfies

{ don = Y 7_o dokdon-—ok—2, n>1,

dy = 1.
2k 2n-2k-2
2n
This gives on summation:
n—1
D) = St =1+ () (3 v ) = 1+ 200
n>0 n>1 k=0

This quadratic equation is easily solved for D(t):

1++/1— 442
D(t) = —5—

The solution 1=¥1-4~ 312_4'52 is chosen in order to ascertain the existence of a Taylor series expansion
at t = 0. It is known [2, 7, 8, 10, 11] that the number of Dyck paths of length 2n is ¢,, the nth

Catalan number, given by ¢, = n+_1 (2: )

2.3. Enumeration of Dyck prefixes. Let b, ; be the number of prefixes of length n, with final
height k. Then

bno =d, (Dyck paths)

Fltu) = 3 bustut € Qllt,ul] = (Zt") (kz bn,kuk) € Qu][lt]

n,t>0 n>0
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which is a series in t whose coefficients are polynomials in u. The last equation is equivalent to:
F(t,u) =1+ t(u+u )F(t,u) — tu " F(t,0),

which defines the generating function F'(¢,u) for these paths, counted by their length (variable )
and their height (variable u). This equation uniquely defines F'(¢,u) as a power series in ¢ with
polynomial coefficients in w.

More constraints can be imposed on such Dyck prefixes.

2.3.1. Dyck Paths with no peaks at height m. Let Gp(z) = >.,509(m,n)z" be the generating
function for Dyck paths of length 2n with no peaks at height m for some fixed m > 1. We proceed

to show that )

1-— :L‘Gm_l (.’L‘)
This can be illustrated by a path starting with a North-East step followed by a segment which
represents any Dyck path of length 2k, 0 < k < n — 1, with no peaks at height m — 1. This
segment is followed, after a South-East step, by a second segment which represents any Dyck path
of length 2n — 2 — 2k with no peaks at height m. Therefore

Gm(z) for m > 2.

g(m,0) =1
and _1
g(m,n) =Y g(m —1,k)g(m,n—1—k) = [z""")(Gm-1(z)Gm(z))
k=0
Thus,

Gm(z) =14 2Gp—1(2)G (),
or equivalently,
1
o 1- me—l(x) .

This way, the number of Dyck paths of length 2n with no peaks at height 1 is the Fine number f,
for n > 0. Obviously, ¢(1,0) = 1 and ¢(1,1) = 0. For n > 2, a Dyck path of length 2n with no
peaks at height 1 has a segment representing any Dyck path of length 2k,1 < k < n —1, and a
second segment representing a Dyck path of length 2n —2k —2 with no peaks at height 1. Therefore,
for n > 2, we have

Gm(z)

n—1
g(w,n) =" crglw,n -k — 1)
k=1

= [z"(C(2)G1(2)) — g(1,n — 1)
= [z"](zC(z)G1(z)) — g(1,n — 1).
Therefore,
Gi(z) =1+ Zg(l,n)w” =142zC(z)Gi(z) —z — zG1(z) + =
n>2
=1+ 3G1(z)(C(z) — 1) = 1 + 2G4 (z)2C*(z).
That is,
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2.3.2. No peaks at height 2. Another extension establishes that the number of Dyck paths of
length 2n with no peaks at height 2 is the Catalan number ¢,_1, for n > 1. This can be shown [10]
using the first extension, so that

1 1
= = =1+ zC(x).
T 2Gi) 1 a0

G2 (:L')

2.4. Bilateral paths or bridges. A bridge is a path whose end point P, lies on the z-axis. Given
a class C of paths, we let C;, denote the subclass of paths that have size n, and C,, ; C C those that
have final altitude equal to k. We introduce the corresponding ordinary generating functions:

C(z) = Z Cn2", uC(z,u) = Z C’n,kukz".
n n,k

By characterising these generating functions, that are algebraic in the case of bridges, a strong
algebraic decomposition prevails, which renders the calculation of the generating function’s effective.
The decomposability of generating function’s makes it possible to extract their singular structure,
and to solve the corresponding asymptotic enumeration problems.

The equation corresponding to such a lattice path is:

1
B(t) =1+ ¢*D(t)B(t) + *B(t)D(t) = —————.
(t) =1+ DOB) + *BHDY) = {550

For D(t) = V147 ”212_49,

1 1 2n
B(t) = = =) ¢ .
®) 1—14++1—412 /1 —442 Z (n)

n>0
Alternatively, since V1 — 42 = 1 — 22 — 2t* + O(t%), we can find for Dyck paths:

S 141-22 -2+ 0(t%) 1

D(t) 55 =5 +1- 2+ 0(th

or

1—+/1—4¢2
D(t) =~

which is the result we found before.

3. Lagrange Inversion Formula

Inherently to the symbolic method, the extraction of coefficients of generating functions defined
by functional equations is a frequently occurring problem. For this purpose, the Lagrange Inversion
Theorem provides a tool that is commonly used and especially dedicated to the enumeration of trees.
This theorem states that given the generating function A(z) = )_, ,anz™ for which z = f(A(z)),
if f(z) verifies the condition f(0) = 0 and f’(0) # 0, then -

on = 1A = 2] ()
Additionally, )

AE)" = 2] ()
and

#I9(AE) = o w (71 )
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By application of the reciprocal function to both sides of the equation z = f(A(z)), it can be
noticed that the function A(z) is the reciprocal of f(z). The surprising effect of the inversion
theorem resides in the relation it establishes between the powers of a function and the coefficients
of the reciprocal function.

3.1. Example: Catalan numbers. The language of Dyck words,
D = {¢,2%, vxTT, TTTT, . . . },
satisfies the defining recurrence D = e+ DzD. This translates to the algebraic (non-commutative)
equation
D(z,z) =14 zD(z,z)ZD(z,I).

Since we have an algebraic and non-ambiguous grammar, we can rewrite the system with commu-
tative variables:

D(z,z) = 1+ zzD(x, )2

As we know that the length of the words is always even, we will have n for a total length of 2n,
when we only count z (or ). Thus, we can substitute z for €, and z for ¢.

D) =1+t(D@1)? <= tDt)>-D(t)+1=0
(1) = 5= (

By simply solving this second-order equation, we get D(t the other root is negative,
hence not applicable). This solution is to converted into the form D(t) = ) ., ant", for which
a, gives us the number of Dyck words having n letters ¢ (x), hence the number of Dyck words of
length 2n. Using Taylor series expansion and applying the Lagrange Inversion Formula, we get C,,

1—\/1——415:Z 1 <2n>tn

2t n+1l1\n

n>0

C(#) = [z”]%z”_l(l o) — 1( 2n )

n\n—1

4. Algebraic Structures and the Kernel Method
4.1. Algebraic equations. The equation describing sub-diagonal North-East paths,
F(t,u) =1+t(u+1/u)F(t,u) — t/uF(t,0),

belongs to a class of equations that share two properties [3]:

1. The equation uniquely defines F'(¢,u) as a power series in ¢ with polynomial coefficients in u.
There exist other, non-power-series solutions, for instance the rational function
2tu — 1

Fltu)= 2t(u—t(w2+ 1))

Hence, any method for solving the recurrence relation above must use the fact that F'(¢,u)
is a power series.

2. When trying to derive an equation in F'(¢,0) only from the recurrence relation, we end up
with a tautologic expression. In other words, if we first multiply F(¢,u) by u and directly
set u = 0, this would give us 0 = tF(¢,0) — tF'(¢,0).
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It can be noticed that the recurrence relation is linear in F'(¢,u) and F(¢,0), and we can strongly
expect its solution to be algebraic and to satisfy

a n+1\n /)’

F(t,O) = 242

n>0

since sub-diagonal walks ending on the main diagonal are well-known to be counted by Catalan
numbers.
The generic form of equations that share the above properties, is

P(F(t,u), Fi(t), Fa(t), ..., Fi(t),t,u) =0,

where P is a polynomial in k+3 variables with real coefficients. We assume that this equation defines
uniquely all its unknowns as power series in ¢: the series F;(t) have real coefficients, while F'(t, u)
has its coefficients in R[u]. Rewriting our equation according to this generic form of equations
yields:

F(t,u)(u—t(u* + 1)) —u+tF(t) =0,

with F(t) = F(t,0), by setting u = 0.

In solving this instance, we propose to determine f,, the number of excursions of length n and
type €, the set of jumps which is a finite subset of Z, via the corresponding bivariate generating
function

F(zau) = Z.fn,kukzna
n,k

where f, j is the number of walks of length n and final altitude k. In particular, F(z) = F(z,0).
Let —c denote the smallest (negative) value of a jump, and d denote the largest (positive) jump.
A functional role is played by the “characteristic polynomial” of the walk [1, 2, 11],

d
Sw)=> v'=> S,

wEeN j=—c

which is a Laurent polynomial. The bivariate generating function of generalised walks where
intermediate values are allowed to be negative is rational:
1
1—285(u)’
The main result to be proven is the following: for each finite set 2 C Z, the generating function

of excursions is an algebraic function that is explicitly computable from €. This problem is solved
by an application of the kernel method [2].

G(z,u) =

4.2. Kernel method. [2]. Let f,(u) = [2"]F(z,u) be the generating function of walks of length n
with u recording the final altitude. There is a simple recurrence relating f,11(u) to fn(u), namely,

Jnt1(u) = S(u) fuu) — ro(u)
where 7, (u) is a Laurent polynomial consisting of the sum of all the monomials of S(u)f,(u) that
involve negative powers of u:

-1

ra(w) = Y ([W]S(u) fa(w))w? = {u="}S(u) fu(u),

j=—c
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where {u<°} denotes the singular part of a Laurent expansion:

{u=}f(2) == Y (W]f (w)w.
j<0
The idea behind the formula is to subtract the effect of those steps that would take the walk
below the horizontal axis. Thus the generating function F'(z,u) satisfies the fundamental functional
equation

Flz,u) = 14 28(u) F(z,0) — u<"} (S@)F (z,w).
Explicitly, we have

c—1 ;
Flzu) = 1+ 28()F(z,u) — 23 A (w) ( o F(z,u)> ,

j=0 ou? u=0

for Laurent polynomials \;(u) that depend on S(u) in an effective way by \;(u) = %{u<0}uj S(u) [2].

Both equations involve an unknown bivariate generating function F'(z,u) and ¢ univariate gener-
ating functions, the partial derivatives of F' specialized at u = 0. In particular, the latter functional
equation determines fully the ¢ + 1 unknowns. The basic technique is known as “cancelling the
kernel” and relies on strong analyticity properties.

The equation to be used by the basic kernel technique starts by grouping on one side the terms
involving F'(z,u). The main principle of the kernel method consists in coupling the values of z
and v in such a way that 1 — 2S5(u) = 0, so that F(z,u) disappears. Consequently, the “kernel
equation” 1—2zS(u) = 0, is rewritten as u¢ = z(u®S(u)). This kernel equation defines c+d branches
of an algebraic function. Coupling z and u by u = u;(z) gives that (z,u) is close to (0,0) where F’
is bivariate analytic, so that substitution gives

c—1 ;
57
1—zZ)\j(ul(z)) (wF(z,u)> , [=0,...,c—1,
4=0 u=0

which is a linear system of ¢ equations in ¢ unknowns with algebraic coefficients that deter-
mines F(z,0). Therefore, the generating function of excursions is expressible as

is the multiplicity of the smallest element —c € ().
More generally the bivariate generating function of nonnegative walks is bivariate algebraic and
given by

1 c—1
F(z,u) = m g(u — w(2)).

In other words, to make explicit the solution F of the recurrence of the sub-diagonal North-East
paths, written as F (¢, u)(u—t(u?+1)) —u+tFi(t) = 0, we rewrite it as Q(z)F(z) = K (x)—U(x) [4],
where K stands for the unknown initial conditions, and @) is the kernel:

F(t,u)(u—tu?+1)) =u—U(?),

Fs(1)Q(t) = K(t) — U(1).
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Again, the kernel method consists in cancelling the kernel Q(z), by handling a choice of algebraic
values a of t, which yields a system of equations K(a) — U(a) = 0. Solving this system generally
allows to make U explicit. This provides Fs for generic t:

K(t)-U(?)
Fy(t) = —————=.
The function U(t) is a sum of m unknown multivariate functions Fj(¢1,...,%4-1). Cancelling the
kernel with m different values for ¢4 (which then become functions of (¢1,...,t4_1)) yields a system

which allows to make explicit the F;’s.
Regrouping the terms in F'(¢,u) by the kernel method yields:

S VS
Bt =

[

4.3. The Quadratic Method. An analogous approach is referred to as the “quadratic method,”

used to solve equations of the form
Z(xay)2 + Pl (.’E,y,Z(.’E,O))Z(:E,y) + PQ(:anaz("EaO)) =0

with P; € F[[z]][y,u], where F is an algebraically closed field of characteristic zero.
Rewrite the equation as

1 1
(z + §p1)2 = ZPl2 - Py =: A€ Fllz]]ly, ul-
If some y = yo € F([z]] is known to kill z + 3P, then this yo is a double root of A(z,y,u),

viewed as a polynomial in (F[[z]][u])[y]. The resultant R(z,u) of A and % with respect to y

has to be zero. When we know by an external argument that the quadratic equation admits a
series solutions z(z,y) € F|[z,y]], for example when it has a combinatorial interpretation, and
therefore that z(z,0) is a series in F[[z]], the polynomial equation R(:c,z(a:,())) = 0 delivers this
value in F[[z]] for z(z,0).

After substitution, there only remains to solve an equation of the form z? + Pz + P, = 0 with
P; € F[z]][y]- In [5], necessary and sufficient conditions are derived in order that such an equation
has a solution z in either of the rings F[[z]][y] or Fl[[z,y]]. In view of obtaining them, resume

from the relation (z + %P1)2 = A. Since P, € Fl[z]][y] C F[[z,y]], we get that there is a solution
in F[[z]][y] or F[[z,y]], respectively, if and only if A has a square root in the same ring. Again
in [5], it is proved that U € F[[z]][y] has a square root if and only if it factors under the form
U = P?R for a polynomial P € F[r,y] and a series R € 1+ yF[[z]][y]. Therefore, the equation has
a solution in F[[z]][y] or F][z,y]], respectively, if and only if A rewrites under the form P2R for
some polynomial P and some series R of the form

R =1+ yF[[z]][y] or R =1+ zyF|[z]][y], respectively.
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Summary by Yvan Le Borgne

Abstract

Complex analysis is a fruitful source of asymptotic estimates in enumerative combinatorics.
This lecture starts with a symbolic method to encode counting sequences of combinatorial
structures by complex functions. The residue theorem is then applied to extract from these
functions the asymptotic behavior of the corresponding sequences.!

A class of combinatorial structures (often simply called a class) is a finite or countable set on
which a size function is defined, the size of an element being a nonnegative integer. If A is a class,
the size of an element a € A is denoted by |al, or |a|4 in the few cases where the underlying class
needs to be made explicit. Given a class A we consistently let A, be the set of elements in A that
have size n and use the same group of letters for the counts A, = Card A,,. We further assume
that the A, are all finite. The counting sequence of A is the sequence of integers {A,},>0. For
instance, binary sequences are combinatorial structures that form a class § when the size of a word
is defined to be its length. The corresponding counting sequence is then given by S, = 2".

Average-case analysis of algorithms typically reduces to counting problems for combinatorial
structures. Statistical physics is another field of application of counting sequences where the free
energy of a system may be expressed as the logarithm of the number of accessible states which can
be described by a combinatorial structure.

There are two main approaches to estimate the asymptotic behavior of the counting sequence
of a class. The first one is to embed the combinatorial structure in a stochastic model where the
randomly chosen element is representative of the elements of the class. This allows to eliminate rare
pathological elements. Then the asymptotic behavior of the counting sequence is deduced from the
behavior of the stochastic model. The second approach, which will be described here, is based on the
decomposition of elements of the class into combination of elements of simpler classes and lower size.
Counting sequences are encoded by formal generating functions that can have tractable compact
representations as complex functions. A restriction to certain combinations, called admissible
constructions, preserves these tractable representations since they directly translate into simple
operators on the complex functions of the subclasses. The extraction of the counting sequence
encoded by a complex function is sometimes difficult, but complex analysis can often be used to
obtain the asymptotic behavior.

This summary presents in the first section a symbolic method to compute a function encoding
the counting sequence of a class. The second section is dedicated to complex analysis. The aim is

TLecture notes for a course given during the workshop ALEA’01 in Luminy (France).
IThis summary is inspired by the book in preparation of Flajolet and Sedgewick [2, 3].
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to give a method to extract the asymptotic behavior of a counting sequence encoded by a complex
function. The final section illustrates these methods throughout two examples: clouds and Q-trees.

1. A Symbolic Method for Enumerative Combinatorics

A counting sequence {A; },>0 can be encoded by different types of formal power series: an ordi-
nary generating function ) ., A,2", an exponential generating function ) -, %Z!Lz", a Dirichlet

series ).~ %, ... The aim of these representations is to lead in some cases to a description of
a counting sequence shorter than the sequence itself. For instance the class A/ of natural integers,
where the size of n is n, is such that N,, = 1. Its ordinary generating function is ano 2" = 1le’
its exponential generating function is ) -, %z” = e*, its Dirichlet series ) -, n% = ((2).
Assume that @ is a binary construction that associates to two classes B and C a new class
A= ®{B,C},

in a finite way (each A,, depends on finitely many of the B,, and C,). Then ® is an admissible
construction if and only if the counting sequence { Ay} of A is a function of the counting sequences
{B,} and {C},} of B and C only. In that case, this function may be translated into a simple operator
relating formal power series representing { Ay, }n>0, {Bn}n>0, and {Cy}n>0. This section is devoted
to some particular admissible constructions in the case of unlabeled and labeled combinatorial
structures. The goal is to define a language of elementary combinatorial constructions such that any
expression of a class in this language can be translated straightforwardly into a function encoding
the counting sequence of the class.

1.1. Unlabeled structures. The principle of this representation is that an element of size n is
encoded by the monomial 2". Thus the class A is mapped to the ordinary generating function

A(z) = ogf(A)(z) = Z 2ol = ZAnz".
acA n>0

An additional assumption on the sizes is made: if an element « can be decomposed into a combi-
nation of elements 81, Bo, ..., Bk, then the size of « is the sum of the sizes of the §;. Its translation
as regards monomials is the usual product law:

z‘a|A — z‘ﬁl‘Bl Z|'82|B2 .. z'ﬂk‘Bk i

Let us consider the class A defined as the Cartesian product of two given classes B and C.
Following the additional assumption, the size of the element o = (8,7) is |B|s + |7|c- Thus we have

A(z) = Z Z|(ﬂa7)|A — Z z‘ﬂ|3+|7|e — Z ZW‘B . Zz\’y\c _ B(Z)C(Z)

Here is the first example of an admissible construction which has a simple translation in terms of
ordinary generating functions:

ogf(B x C)(2) = ogf(B)(2) - 0gf(C)(2)-

The union of two classes B and C is translated into the sum of the two ordinary generating
functions in the case of a disjoint union. More generally,

ogf(BUC)(z) = Y 2l*a=3"2Fl8 4y 2lc = N~ zlelsue — ogf(B) + ogf(C) — 0gf(BNC).
aeBUC BEB yeC a€eBNC

The additional assumption on the sizes implies that the size of an element a of BNC is well defined
since |a|p = |a|puc = |alc.-
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The class A of finite sequences of elements of the class B is denoted Seq(B). It is well defined
if and only if the class B has no element of size zero, a restriction which prevents from getting an
infinite number of sequences of size zero. Grouping sequences of the same length yields the relation

Seq(B) ={e}UBU(BxB)U(BxBxB)U:--,

where € is an element of size zero which has essentially the same meaning as the empty word in the
context of languages. Thus, using both previous constructions,

1

ogf (Seq(B)) = 1+ 0gf(B) + 0gf(B)* + 0gf(B)” +--- = > _ogf(B)* = 1— 5.

k>0

The class A of subsets of the class B is denoted Set(B). The class of directed cycles of the
class B is denoted Cycle(B). Directed cycles are sequences defined up to cyclic permutations: two
sequences (a1,...,ak) and (B1,...,Ok) represent the same directed cycle if and only if there exists
an integer /[ such that for all ¢, a&; = B;4imod k- These two constructions admit almost reasonable
translations mentioned at the end of this section.

1.2. Labeled structures. Many objects of classical combinatorics present themselves naturally as
labeled structures whose “atom” (typically nodes in a graph or a tree) bear distinctive integer labels.
For instance the cycle decomposition of a permutation represents the permutation as an unordered
collection of cyclic graphs whose nodes are labeled by integers. More precisely, an element of size n
of a labeled structure can be decomposed in n “atomic” elements of size 1 and these atoms are
labeled by distinct elements of {1,...,n}.

Operation on labeled structures are based on a special product, the labeled (or partionnal) product
that distributes labels between components. This operation is a natural analogue of the Cartesian
product for plain unlabeled structures. The labeled product in turn leads to labeled analogues of
the sequence, set, and cycle constructions.

Let us define the labeled product A = B < C of two classes B and C. The ordered pair (5,7),
for 8 € B and v € C, is not a labeled structure since atoms of 3, respectively v, have labels in
{1,...,|B|}, respectively {1,..., ||}, leading to atoms with common labels. A natural lift of these
two labelings, is a labeling with labels in {1, B+ \’y|} such that the order relation between
labels of 3, respectively «y, are preserved. These labeled structures are the elements of the labeled
product. For instance, consider the class of chains which are total orderings of the elements of
{1,...,k} for all integers k. The pair consisting of the two chains (2,1) and (1) is not a labeled
structure: ((2,1), (1)) has two atoms labeled 1. On the other hand, three natural expansions lead
to labeled structures: ((2,1),(3)), ((3,1),(2)), and ((3,2), (1)).

Any element of A has a unique decomposition into elements of B x C. But conversely, the pair of
an element of B of size k and an element of C of size [, is the decomposition of as many elements as
there are possibilities to label (8,v) by {1,...,l + k} in a way that preserves the labeling induced
on B and . So there are UZT;!)! such decompositions. As regards the counting sequence, an element
of size n of A decomposes into a pair of elements of size k and [ such that k& + 1 = n, so that

k+l=n
This equation can be rewritten as
An By
nl kI
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Construction Unlabeled structures Labeled structures
Product ogf(B) - 0gf(C) egf(B) - egf(C)
Union ogf(B) + ogf(C) egf(B) + egf(C)
1 1
Seduence T ogi (B)(2) el (B)(7)
Set exp i (-D* ogf(B)(z") exp (egf(B)(z))
k=1 k
o B(k) 1 1

log —  —

Cyele 2 o men ) | T ®e

TABLE 1. Admissible constructions and generating functions interpretations.

The use of exponential generating functions to encode the counting sequences is then natural
because the previous equation characterizes the product of two such functions. So the counting
sequence {Ap}n>o is represented by A(z) = egf(A)(z) = 3,5 ar

¢, which was chosen such that
egf(B < C) = egf(B) - egf(C).

n!
The same work as for unlabeled structures leads to the results summarized in Table 1.

2. Complex Asymptotic Analysis

Once a function encoding the counting sequence has been determined, it remains to extract the
sequence from the function. The explicit expansion of the function is often too difficult. To avoid
it, the crucial observation is that most of the generating functions that occur in combinatorial
enumerations are also analytic functions: their expansions converge in a neighborhood of the origin
and Cauchy’s integral formula expresses Taylor coefficients of such analytic functions as contour
integrals.

This section is dedicated to a short presentation of analytic functions, then to the determination
of the exponential growth of the counting sequence, and finally to the subexponential factors.

2.1. Residue theorem. A function f(z) of the complex variable z is analytic at a point z = q if
it is defined in a neighborhood of z = a and is given there by a convergent power series expansion

)= falz —a)™
n>0

The quotient of two analytic functions f(z)/g(z) gives the intuition of what is a meromorphic
function. More precisely, h(z) is meromorphic at z = a if and only if in a neighborhood of z = a
it is given by an expansion of the form

hz)= Y hn(z—a)"
n>—M

If M > 1 and h_ps # 0 then h(z) is said to have a pole of order M at z = a. When h(z) has a pole
of order M > 1 at z = a, then the coefficient h_; is called the residue of h(z) at z = a and it is
designated by

for z # a.

Res|h(z);z = a.
The important residue theorem relates global properties of a meromorphic function (its integral
along curves) to its local properties at designated points, the poles.
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Theorem 1 (Cauchy’s residue theorem). Let T' be a simple closed curve oriented positively and
situated inside a simply connected region D (like a disk), and assume g(z) to be meromorphic in D
and analytic on I'. Then

%in z)dz = Z Res ]

where the sum is extended to all poles of g(z) enclosed in I
A direct application of the residue theorem concerns coefficients of analytic functions.

Theorem 2 (Cauchy’s coefficient formula). Let f(z) be analytic in a simply connected region D
and let T' be a closed curve oriented positively and located inside D that simply encircles the origin.
Then the coefficient [2"] f(z) admits the integral Tepresentation

fn = [2"] ~ % / f(z Zn+1

2.2. Singularities and exponential rate. Most of the counting sequences encoded by functions
have an asymptotic behavior that can be described by A, ~ G™6(n) where 6(n) is a subexponential
function: the real number G' = limsup,,_, | o | fnl'/™ is called the exponential rate of growth of the
counting sequence.

This parameter has a straightforward interpretation as regards the function which encodes the
counting sequence. A singularity of such a function can be informally defined as a point where the
function ceases to be analytic. Singularities of smallest modulus of a function analytic at 0 are
called dominant singularities. The exponential rate of growth is linked to the modulus of dominant
singularities by the following theorem.

Theorem 3 (Exponential growth formula). If f(z) is analytic at 0 and R is the modulus of a
singularity of f(z) mearest to the origin, then the exponential rate of growth of the coefficients
[2"] f(2) is 1/R.

Proof. Cauchy’s formula applied to a circle ' of center 0 and radius R’ < R gives

!
1l = |53 [ 1) | < 'f;ﬁ‘ sup{ £(2) | o] = R} R-OH) = 0(R'™™),
so that G' = limsup,, | fn|1/" < &, and G < & by letting R’ approach R.

We now assume G < Tz and proceed to get a contraction, proving G = + in this way Fix R/
such that G < & < . For some constant K and all sufficiently large n, we have | fnl < R’” The
series ) <o fn2" therefore converges normally on the set of all z of modulus R, since 0 < £ < 1.
This contradicts the existence of a singularity of modulus R. O

An additional property of functions defined by counting sequences is that their coefficients are
non-negative. This situation allows to locate one dominant singularity more precisely.

Theorem 4 (Pringsheim’s theorem). If a function has Taylor coefficients that are real non-negative,
then one of its dominant singularities, if there is a singularity, is real positive.

2.3. Subexponential approximation. If the location of the singularities of a function determines
the exponential rate of growth of its coefficients, the nature of the singularities determines the way
the dominant exponential term in coefficients is modulated by a subexponential factor.

For sake of simplicity, we assume that the singularities are isolated. By change of the variable,
we can assume that all the dominant singularities are of modulus 1. Moreover we assume that there
is a unique dominant singularity which is 1.
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The notion of A-analytic function is defined to describe the scope of the following transfer
theorem which maps the local behavior of the function around its dominant singularity to the
asymptotic form of its coefficients. Given two numbers ¢, R, with R > 1 and 0 < ¢ < 7, the open
domain A(¢, R) is defined as

A($,R) = {z ‘ |z| <R, z #1, ‘Arg(z—l)‘ >¢}.

A domain is a A-domain if it is a A(¢, R) for some R and some ¢. A function is A-analytic if it
is analytic in some A-domain.

Theorem 5 (Big-oh transfer [1]). Let a be a number not in {0,—1,-2,...}. Assume that f(z) is
A-analytic and that it satisfies in the intersection of a neighbourhood of 1 and of its A-domain the

condition 5
f(z) =0 ((1 ) (log 1 ! Z) ) .

("] f(2) = O (n"‘_l(log n)ﬂ) .

Proof. The starting point is Cauchy’s coefficient formula. We apply it to a particular loop around
the origin which is internal to the A-domain of f: we choose the positively oriented contour

Yo =7 =71+ 72 + 93 + 7, with

(ni={z]lz=11=1 |Arg(z—1)| >0}
Yo=1z|L<|z-1], |z <, Arg(z—l):@}
v3=19z||z=1]=m, |Arg(z—1)|20}
<lz—1], |z| < Arg(z—l):—ﬂ}

Then

3=

Y4=91%
\

If the A-domain of f is A(¢, R), we assume that 1 <7 < R, and ¢ < 0 < T, so that the contour v
lies entirely inside the domain of analycity of f.

For j =1, 2, 3, 4, let . p
() — 9z
" 2 /7]. /@) Zntl’

The analysis proceeds by bounding the absolute value of the integral along each of the four parts.
In order to keep notations simple, we detail the proof in the case where 8 = 0.

Inner circle. From trivial bounds, the contribution there is

=0 ((%fa) ,

as the function f is O ((%)_a>, the contour has length (’)(%), and 27" ! is O(1) there.

Rectilinear parts. Setting w = ¢/ and performing the change of variable z = 1 + %t, we find

@1 [ ()"
) <o [ (3)

for some constant K > 0 such that | f(z)‘ < K(1 —2z)~* “over the A-domain.” In fact we have a
constant for a small neighborhood V of 1 due to the asymptotic assumption and an other constant

dt,
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Function f(z) Asymptotic expansion of the coefficients f;,
1 0
(1—2)1 1
(1—2)2 n+1
(1—2)73 n?+3n+1
1 (1, 3 25 1

(1—2)? ~ Ve §+m+256n2+0(n_3)>

-1/2 1 1 1 5 1
(1-2)~Y ﬁ(l T & T To8aZ T 10243 T O(F))
log(l—2) ! 1
(1-2)"%2log(1—2)"! | /Z(2logn + 2y +4log2 — 2 + 28" + (9(%))

TABLE 2. Examples of applications of the transfer theorem.

that comes from the compacity of a closed set C' included in A such that all the used loops are
in C UV. From the relation

t t
‘1—|—w— > 14 —cosb,
n n
there results
K
2 -1

where

o0 —Nn
I, =/ o (1 + tcose) dt.
1 n

For a given «, the integrals J,, are all bounded above by some constant since they admit a limit
as n tends to infinity:

o0
Jn—>/ t e teost gy
1

(The condition on ¢ that 0 < § < T precisely ensures convergence of the integral.) Thus, globally,
on this part of the contour, we have

and the same bound holds for f7(L4) by symmetry.

Outer circle. There, f(z) is bounded while 2z~ is of the order »~™. Thus, f,gs) is exponen-
tially small.

In summary, each of the four integrals of the split contour contributes O(n®~!). The statement
of the theorem thus follows. O

This theorem can be extended to equivalents giving a fairly mechanical process to translate
aymptotic information on a function into information on its coefficients. These are simple functions
that are used as a scale since any function equivalent to it around its dominant singularity as the
same asymptotic expansion. See Table 2.
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3. Examples

3.1. Clouds. Let us consider n lines in general position in the plane. A cloud is a subset of the
set of the intersection points of the lines such that:

1. any three points of the cloud are not aligned;
2. any line has at least one of its points in the cloud;
3. the set is maximal for inclusion among the sets that satisfies points 1 and 2.

The size of a cloud is the number of points it contains.

There is a more combinatorial description of a cloud since they are in bijection with labeled
2-regular graphs (any vertex has degree 2, no loops, no multiple edges). In the bijection, the line
labeled 7 is the vertex labeled ¢ of the graph and the intersection between the line ¢ and j is mapped
to an edge between ¢ and j. Indeed, point 1 in the definition exactly means that any vertex of the
graph has degree at most 2 because three aligned intersections are necessarily on a common line
since the picture is as general as possible. Point 2 translates the fact that any vertex has degree at
least 1. Assume there are at least two vertices 4, j of degree 1 in the cloud S. Then SU{(ij)} is a
cloud and that is in contradiction with point 3. Finally, there cannot be only one vertex of degree 1
since the sum of the degree of vertices of a graph is even (each edge appears twice). As regards the
size, since there are two intersections per line in a cloud and that an intersection is shared by two
lines, the size of the cloud is the number of vertices. Thus instead of clouds we could equivalently
consider the class of labeled 2-regular graphs where the size of an element is its number of vertices.

A labeled 2-regular graph is a set of non-oriented cycles of size at least 3 and we are interested
in the exponential generating function of this structure. Oriented cycles of size at least 3 are the
oriented cycles that do not contain 1 or 2 elements only so their generating function is

1 1 1
>20,) Y )
C7 (z)—logl_z (1!z—l—2!z).
A non-oriented cycle of at least 3 vertices admits exactly 2 distinct orientations, so that the gener-
ating function of non-oriented cycle of at least 3 vertices is

C>2(z) = %CiQ(z).

Then the series of the sets of non-oriented cycles on at least 3 vertices and equivalently of the
clouds is
exp (—32z — 12?)
V1-—2z
Thus, Clouds(z) is the product of 1 / \/m which admits 1 as singularity of minimal modulus and
is analytic in C\ [1, +00), and exp (—3# — 12?) that is entire. The behavior of Clouds(z) around 1

is the product of 1/4/1 — z and exp(—3/4) ( l-2)+i1-22-40-22+0(1- z)4))),

Clouds(z) = exp C”?(z) =

the standard Taylor expansion at 1 of exp(—% z— % 22).
—3/4 =3/4(1 — »)3/2 —3/4(1 _ »)\5/2
Clouds(z) = - 4 e~ yT =54 £ (L= e (=277

V1—2z 4 12

This expansion is valid in a A-domain so that by the principle of singularity analysis, the as-
ymptotic determination of the coefficients ¢, = [2"] Clouds(z) results from a direct translation of
the expansion

1
Clouds(z) = 6_3/47m +N1=—2+0 ((1 — z)3/2)
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Cn e (_1/2 +e _3/2 +0 5

B e—f‘/‘*1 L S e~/ L3 ol

N NZZD 8n  128n? 2v 3 8n nd/2 )"
We finally have the asymptotic behavior of the counting sequence {C}, },>0 of clouds,

C, e 3/t 3e3/4 1
T =cp= + +0 (=7
VT 8V/xn3 nb/2
3.2. Q-trees. A subset 2 of N is aperiodic if the greatest common divisor of its elements is 1.
Given an aperiodic finite set (2, the class T of Q-trees is the set of rooted trees with a total order
on the children of each node such that the degree of each node is in 2. For instance binary trees
are {0,1,2}-trees. The size of an Q-tree is its number of nodes. This class is well defined if 0 € Q

otherwise there are no finite Q-trees.
Since a 2-tree is made of a root and a sequence of length 7 € Q of Q-trees, its ordinary generating

function T satisfies
T(z) =z - Z (T(2))”.
weN

Let P(X) be the polynomial 3 ., X“. The equation becomes T'(z) = zP(T'(2)). To check if the
function T is analytic at z we rephrase the above equation as

2 =T(2)/P(T(2)) = $(T(2)

so that it is a generic instance of the inversion problem for analytic functions (¢ (u) = %)

—_— ) as n — +oo.
n!

An important statement of the inversion theorem is that if 4 is analytic at ¢t = ¢y, then T'(2)
is analytic at z = 9 (tp) if and only if 9'(¢y) # 0. To have an intuition of this result, consider the
analytic expansion of ¢ near tg:

B(0) = Ylto) + (¢ — 1o (t0) + 3 (¢ — t0)"(t0) + -+

If ¢'(tp) # 0, solving formally for ¢ suggests that t — ty ~ m (z — 9(to)) and a full expansion is
obtained by repeated substitutions. If on the contrary v¢'(t9) = 0 and 1" (t9) # 0, solving formally
now suggest that (¢ — tp)? ~ W(z — 9(tp)) so that the inversion problem should admit two
solutions satisfying

2 1/2
t—to~ % (i) (¥(to) —2) ",
In this case the point 1(ty) is a branch point, so that T'(z) cannot be analytic at this point. If the
first nonzero derivative of 9 at ¢y is of order r > 2, the same remark holds with a local behavior
for ¢ then of the form (y(to) — 2) .
Because of Pringsheim’s theorem, if 7" has a finite radius, then there is a dominant singularity in
[0,4+00). Thus finding a dominant singularity of T" results in searching the smallest positive zero

of 9'. Let p be this minimal zero of ¢'(z) = %. This number satisfies

P(p) — pP'(p) = 0.
Now we have to check the number of distinct dominant singularities. By definition a dominant
singularity can be written as A = pe?? and satisfies 9'(\) = 0. Assume there is an integer k > 2
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such that all w € Q is divided by k. In this case P(z) —zP'(z) = ) o(1 —w)z* can be rewritten
in Zweﬂ(l — w)(z®)¥/*k. Thus if ¥ = p¥ then X is an other dominant singularity so all complexes
(peQ“Tl/ k)oglgk—l are distincts dominant singularities. To apply the tranfert theorems presented in
the previous section safely we have to ensure that there is a unique dominant singularity,? therefore
we made the assumption that the set € is aperiodic. We admit that this condition is sufficient to
have a unique dominant singularity p (there is a proof using the case of equality in the triangular
inequality).
2 pl!

Since p satisfies P(p) — pP’(p) = 0, we have qﬁ"(p) = %éﬂ Thus if 2 contains an element

greater than 1, ¥”(p) > 0 and

) — 2P(p)? _z _ %\3/2
Tlz) =Tle) % V /JZP"(r))\/ﬁ\/1 P+O<(1 p) )

This expansion is valid on a A-domain; thus using a transfer theorem, we obtain the asymptotic
equivalent

2 1
20 (0) VP o’
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Summary by Philippe Chassaing

Les liens entre le mouvement brownien et ses processus dérivés (méandre, pont, excursion)
d’une part et d’autre part des objets combinatoires comme les mots de Dyck, les permutations
bi-ordonnées, le tri Shell’s sort, les arbres simples, les facteurs gauches, le hachage ou parking, les
animaux dirigés, le graphe aléatoire, la marche aléatoire dans le plan fendu, ..., rendent opportune
une revue (forcément partielle) des innombrables propriétés du mouvement brownien.

En combinatoire et analyse d’algorithmes, beaucoup d’asymptotiques de statistiques intéressantes
sont familiéres aux spécialistes du mouvement brownien : la hauteur ou la largeur des arbres sim-
ples normalisées convergent en loi vers une loi liée & la fonction 6 de Jacobi, connue pour étre la loi
du maximum de ’excursion brownienne. Dans I’asymptotique des nombres de Wright, dénombrant
les graphes connexes & n sommets et k arétes en exces [19], apparaissent les moments de la surface
sous Pexcursion brownienne, dont la distribution s’exprime & I’aide de la fonction d’Airy'. Le profil
moyen d’un arbre simple suit asymptotiquement la loi de Rayleigh, qui est la loi du maximum du
pont brownien. Le déplacement total dans une table de hachage pleine, est également asympto-
tiquement distribuée selon une loi d’Airy. Il est tentant de voir ces faits comme les fragments d’un
méme tableau : la convergence des chemins de Bernoulli (resp. de Dyck) et d’objets analogues vers
le mouvement brownien (resp. ’excursion brownienne). Une version arbre en est donnée par Aldous
avec sa convergence des arbres simples vers le continuum random tree.

A cette premiere explication de l'omniprésence de certaines lois vient s’ajouter le principe
d’invariance [7]? selon lequel la loi limite de différentes fonctionelles d’une marche aléatoire ne
dépend que trés peu (a un facteur multiplicatif pres) de la loi d’un pas élémentaire : ce dernier
principe se traduit, par exemple, en informatique fondamentale, par I'apparition de la méme loi
limite pour la hauteur de différents arbres simples [8, 16], ou encore de la meme loi limite pour le
cheminement total d’un arbre binaire ou pour le déplacement total d’une table de hachage pleine.

Pour beaucoup d’autres situations combinatoires (tailles de composantes connexes du graphes
aléatoires, minimum spanning tree, random mappings, cartes planaires, etc.), I’existence d’un objet
aléatoire limite est soupgonnée ou avérée, expliquant ainsi les lois limites déja observées, fournissant
éventuellement de nouveaux résultats asymptotiques en combinatoire et en analyse d’algorithmes,
et posant de nouvelles questions sur I'omniprésent mouvement brownien. Il est sage pour un
mini-cours de se limiter & la convergence d’objets combinatoires tres basiques : chemins de Dyck
(bilatéres ou non) et facteurs gauches, tous étant plus généralement des chemins de Bernoulli, vers
le mouvement brownien et ses avatars, excursion brownienne, méandre et pont. Le mouvement

"Notes de cours pour le cours donné pendant le groupe de travail ALEA’01 & Luminy (France).
1pour un apercu agréable du lien entre mouvement brownien et fonctions spéciales, voir [1].
2cf. [5], lire introduction.



172 Aléa discret et mouvement brownien (Discrete Randomness and Brownian Motion)

brownien, ses propriétés, et le théoréme de Donsker requiérent une trentaine d’heures de cours
pour un traitement rigoureux ; j’éviterai donc les démonstrations, et renverrai largement & la
bibliographie abondante sur le sujet, en particulier & [17, 2, 12].

Plan.

Différents types de chemins aléatoires

Changement d’échelle brownien (Brownian scaling) et convergence faible

Convergence faible : définition et premieéres conséquences

Convergence faible : criteres et autres caractérisations

Propriétés du mouvement brownien

Décompositions remarquables des trajectoires du mouvement brownien

Diverses propriétés de 1’excursion brownienne normalisée, du pont et du méandre brownien
8. Conclusion

NS ol e

Les sections 6 a 8 seront rédigées dans un document ultérieur.

1. Différents types de chemins aléatoires

Définition (Chemins de Bernoulli). Un chemin de Bernoulli est un chemin sur le réseau engendré
par NE = (1,1) et SE = (1, —1), partant de (0,0), admettant comme pas élémentaires précisément
les pas NE et SE. Il y a 2" chemins de Bernoulli de longueur n.

Définition (Chemins de Dyck). Un chemin de Dyck de longueur 2n est un chemin de Bernoulli
de longueur 2n qui se termine au point (2n,0) et reste positif ou nul sur toute sa longueur. Il y a

(2n—|—1)

j— n

C 2n+1

chemins de Dyck de longueur 2n. Un mot de Dyck est la description d’un chemin de Dyck par
la suite de ses pas, i. e. un mot formé d’autant de caractéres ‘M’ (pour « montées ») que de
caractéres ‘D’ (pour « descentes »), et dont n’importe quel préfixe contient au moins autant de ‘M’
que de ‘D’. Il y a une bijection privilégiée (entre mots et chemins), alors notons indifféremment
BS’% I’ensemble des C),, chemins de Dyck de longueur 2n ou l’ensemble des C,, mots de Dyck de
longueur 2n.

n

Définition (Chemins de Dyck bilatéres). Un chemin de Dyck bilatére de longueur 2n est un chemin
de Bernoulli de longueur 2n qui se termine au point (2n,0). Il y a (2:) chemins de Dyck bilateéres
de longueur 2n.

Définition (Facteurs gauches). Un facteur gauche de longueur n est un chemin de Bernoulli de
longueur n qui reste positif ou nul tout au long de sa trajectoire. Ily a (LnT/L2 J) facteurs gauches de

longueur n.

Variables aléatoires correspondantes. Quitte & identifier une fonction et son graphe, on peut
voir l'ensemble B,, des chemins de Bernoulli de longueur n et ses sous ensembles BY (ensemble
des chemins de Dyck®), BS (ensemble des chemins de Dyck bilatéres) et B, (ensemble des facteurs
gauches) comme des parties finies de I'espace C[0,n] des fonctions continues. On notera v, (resp.
v®, 12, vT) la mesure de probabilité sur C[0,n ] uniforme sur B, (resp. BY, B2, B;F).

3Dans la suite, chaque fois que c’est nécessaire, pour les chemins de Dyck p. e., on sous entendra que n est pair,
et dans ce cas on notera n = 2n’.
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2

0

0 4 8 2 16 20

( ) Un chemin de Bernoulli (4+) Un facteur gauche de longueur
de longueur n = 60 ; n=20;
(O) Un chemin de Dyck bilatére (®) Le chemin de Dyck de longueur
de longueur 2n = 20 ; 2n = 20 associé au mot de Dyck

MMMMDDMDMDMMDDMDDMDD.

FiGure 1. Différents types de chemins.

Définition. Dans la suite, une variable aléatoire de loi v, (resp. v?, v2, v;7) sera appelée marche
aléatoire simple symétrique (resp. excursion de Bernoulli, pont de Bernoulli, méandre de Bernoulli)
de longueur n.

Une variable aléatoire X & valeur dans un espace de fonctions, p. e. dans C[0,1], C[0,n] ou
encore C[0,400), est souvent appelée processus stochastique.

Seule 'appellation « marche aléatoire simple symétrique » est bien établie, les 3 autres étant in-
spirées d’un vocabulaire bien établi dans le cadre du mouvement brownien, ou ’on parle d’ezcursion
brownienne, de pont brownien, et de méandre brownien. Dans la suite, par un abus de langage sur
lequel on ne s’attardera pas, on identifiera couramment une suite u = (ug)o<g<n & son prolonge-
ment en une fonction f continue linéaire par morceaux sur [0,n], ou encore au graphe de cette
derniere fonction. En particulier, les fonctions de B,, sont bien définies par leurs évaluations en 0,
1, 2, ..., n. La construction usuelle d’'une marche aléatoire simple symétrique est plutot celle de
la suite des n + 1 évaluations :

Définition (Marche aléatoire simple symétrique, définition équivalente). Notons (Y;);>1 une suite
de variables aléatoires indépendantes et de méme loi (on abrégera « indépendantes et de méme
loi » en i. i. d. dans la suite), avec

P(Yy =1) =P(Y;, = —1) = 1/2,

et posons
SOZOa Sk:Y1+Yv2++Yk’

on dit que S = (S)o<k<n est la marche aléatoire simple symétrique de longueur n.
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Remarques.

1. On verra dans la suite que cette construction réveéle certaines propriétés cruciales des chemins
de Bernoulli, dont le mouvement brownien va hériter par passage a la limite.

2. 11 est naturel, dans ce contexte, de définir la marche simple symétrique pour tout entier non
négatif, i. e. de définir un chemin de Bernoulli aléatoire de longueur infinie.

3. Plus généralement, une marche aléatoire S = (Si)r>o est définie sur un groupe (G, ®), p. e.
ici (R, +), par

Sp=Y16Y20---0Y,
les Y; étant i. i. d., 1a loi de probabilité commune aux Y; étant appelée « pas » de la marche.
On peut par exemple associer aux arbres unaires-binaires aléatoires, ou aux arbres étiquetés
aléatoires, une marche aléatoire dont le pas est différent du pas de la marche aléatoire simple
symétrique, 1. e. différent de %5_1 + %51.
Une fois la marche aléatoire simple symétrique ainsi définie, on peut voir v® (resp. 12, v;})
comme des lois conditionelles de cette marche de longueur n, c’est-a-dire que, pour A C C[0,n],

#ANB) _

v(4) = ——, (S € A),
u,?(A):#ACi@:P(SEA|SkZO,nggnetSnzo),
%uuzﬁ%%gaszeA|&=m,
u;(A):w:P(SeAwkzo,ogkgn).

n
(|_n/2 J)
0. ;) fournissent un algorithme efficace pour la génération

d’un chemin de Bernoulli aléatoire, et des algorithmes de rejet parfaitement inefficaces pour la
génération des chemins de Dyck (bilatéres ou non) ou encore des facteurs gauches.

Ces définitions de v, (resp. v?, 12

2. Changement d’échelle brownien (Brownian scaling) et convergence faible

Définition (Changement d’échelle brownien (Brownian scaling)). Etant donné une fonction f
définie sur un intervalle [a,b] borné, on note fl%t! la fonction définie sur [0,1] par

71290 = —=—f(a +1(0 - ).

En particulier cette opération envoie bijectivement C[a,b] sur C[0,1].

Le graphe de f [a:b] est ainsi obtenu, & partir de celui de f, en multipliant la largeur par un

facteur ~— et la hauteur par un facteur ———. Bachelier en 1900, ou Einstein en 1905 (dans leur

b—a —a’
étude respectivement du cours des actions \e/Rourse, et du mouvement, observé par Brown en 1826,
de certaines particules en suspension dans un liquide) utilisent explicitement ou implicitement, une
propriété remarquable : le changement d’échelle brownien d’un chemin de Bernoulli de longueur n
converge vers un objet limite, quand n tend vers 4o0.
Notons p, (resp. p, pl, pt) I'image de v, (resp. v¥,
brownien. Le résultat clé de ce mini-cours est le

V8, v;7) par le changement d’échelle

Théoréme. La suite de mesures de probabilités p,, (resp. p, pl, ;) sur Uespace C[0,1] posséde,
au sens de la convergence faible, une mesure de probabilité limite, p (resp. p®, u°, pt).
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La notion de convergence faible est développée Sections 3 et 4. Fixons le vocabulaire.

M
s al
500 L1000} v 1500, 2000 2500
¥
1000 1500 2000 2500

( ) Un chemin de Bernoulli (+) Un méandre de Bernoulli au hasard
de longueur n = 2500 ; de longueur n = 2500 ;

0

0 500 1000 1500 2000 2500

(O) Un chemin de Dyck bilatére au (@) Un chemin de Dyck au hasard de
hasard de longueur n» = 1000 ; longueur n = 2500.

FIGURE 2. Chemins de Bernoulli au hasard de longueur 1000 & 2500 : ils possédent
en général des fluctuations d’ordre de grandeur quelques dizaines.

Définition (Mouvement brownien). La mesure de probabilité u, définie sur C[0,1] muni de sa
tribu de boréliens, est appelée mesure de Wiener. Une variable aléatoire B & valeur dans C[0, 1],
ayant pour loi la mesure de Wiener, est appelée mouvement brownien (linéaire) (standard).

Définition (Excursion, pont et méandre browniens). Une variable aléatoire e (resp. b, m) a valeur
dans C[0,1], ayant pour loi la mesure u® (resp. u°, u™), est appelée excursion brownienne (nor-
malisée) (resp. pont brownien, méandre brownien).

Les chemins de Bernoulli de la Figure 2 donnent une idée de Vallure typique du mouvement
brownien (), resp. du méandre (+), du pont (O), de l'excursion brownienne (#). On peut
résumer les définitions précédentes en un tableau 2x2, suivant la présence ou I’absence des deux
contraintes (de positivité et de retour en 0 & la fin) :

Remarques.

— Le théoréme ci-dessus rassemble en fait quatre théorémes et posséde quatre auteurs : la con-
vergence des marches aléatoires vers la mesure de Wiener p, ou vers le mouvement brownien,
a été démontrée par Donsker [6], la convergence vers I’excursion brownienne par Kaigh [11],
la convergence vers le méandre brownien par Iglehart [9], et celle vers le pont brownien par
Liggett [13].

— Les résultats de Donsker, Iglehart et autres portent en fait sur la convergence de marches
aléatoires, conditionnées ou non, de pas plus généraux que ceux de la marche aléatoire simple
symétrique : les pas Y; sont toujours i. i. d., mais de loi commune quasiment quelconque
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contrainte de positivité:

sans avec
mouvement Brownien B + méandre Brownien m
chemin de Bernoulli facteur gauche
N R faiement vE g daitlement
.. =
oS
= “| mesure de
S . n
,S Wiener #3; _ (l-’yj)
S n 2
T |#B,=2
-
S
o O pont Brownien b @ excursion Brownienne e
b= chemin de Dyck bilatére chemin de Dyck
o
8 (] @ _ faiblement @
b o} O faiblement (o] Vs My u
g 8 Vi U, ——— - u
Q >
«
o n
#B, (r/) o (ntl 1
2 #B2 =
) n+1

FIGURE 3. Les différents types de chemins et leurs analogues browniens.

(parfois Y; doit étre a valeurs entiéres, il doit toujours étre centré (E[Y;] = 0) et & variance finie
(0 < E[Y?] < +00)). Cette généralité est bien siir intéressante, mais plus particuliérement
en combinatoire, ou en analyse d’algorithme. Par exemple, il est expliqué dans Aldous ou
dans [19] que le mot de Lukasiewicz associé & un arbre général (resp. étiqueté) de taille n est
aussi associé & une marche aléatoire de longueur n, conditionnée €, de pas p = (pr)k>—1
géomeétrique (donné par p, = 27%72) (resp. de pas Poisson, donné par pj = ﬁ) Ainsi
le résultat de Kaigh permet d’expliquer un faisceau de comportements asymptotiques de
statistiques liées aux arbres « généraux » (resp. aux arbres étiquetés, graphes connexes et,
par exemple, constantes de Wright, hachage linéaire, etc.).

— Une multitude de caractérisations et constructions différentes du mouvement brownien, du
pont, de 'excursion et du méandre brownien, souvent découlant de propriétés combinatoires
des chemins de Dyck ou de Bernoulli, seront données aux Sections 5 et 7.

3. Convergence faible : définition et premiéres conséquences

J’abreége encore ici ce qui est expliqué de maniére tres claire et assez économique dans le livre
fondamental de Billingsley. On se placera dans un espace métrique (S,S), qui, pour nous, sera
exclusivement R? ou C[0,1], muni de la distance usuelle dans le premier cas, de la distance de
la convergence uniforme dans le second cas ; S désignera la tribu engendrée par (la plus petite
tribu contenant les) ouverts de la topologie induite. Les mesures considérées seront des mesures
de probabilité sur S. Les résultats ci-dessous s’appliquent & des espaces métriques plus généraux,
dont on exige parfois qu’il soient complets et séparables (voir [2, 14]).

Définition (Convergence faible). On dit que la suite de mesures de probabilité (un)n>0 converge
faiblement vers la mesure de probabilité p, si et seulement si, pour toute fonction continue bornée f
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1inm/fdun=/fdu.

On dit qu’une suite de variables aléatoires X,, & valeurs dans S converge faiblement vers la
variable aléatoire X si et seulement si la suite (un)nzo des lois des v. a. X,, converge faiblement
vers la loi p de X. La CNS de la définition se traduit alors ainsi : pour toute fonction continue
bornée f de S dans R,

de S dans R,

lm B[/ (X,)] = E[7(X)].
Il en découle immédiatement que

Propriété (Corollaire fondamental). Si X,, converge faiblement vers X, et si ® est une fonction
continue de S dans T (deux espaces métriques), alors ®(X,,) converge faiblement vers ®(X).

Démonstration. Pour toute fonction f continue bornée de 7' dans R, fo® est continue bornée de S
dans R, donc

lim B[/ (®(Xa))] = B[ (2(X)]-

O

Quelques exemples de fonctions continues sur S = C[0,1].
1. Pour T = R ou R¢, et pour des nombres réels ¢, t1, ..., tq fixés dans [0,1], les applications
fr— ®(f) = f(t) et f— BAF) = (f(t1),---, f(ta)) sont continues, donc X, (t) 2B

X(t) et
(Xn(t1),. ., Xn(ta)) 2B (X (t1), ..., X (ta)).

Cette conséquence de la convergence faible est appelée convergence des distributions fini-
dimensionelles de X, vers celles de X. La convergence des distributions fini-dimensionelles
ne suffit pas & assurer la convergence faible, elle implique seulement que s’il y a convergence,
alors X est la limite. Pour un exemple simple ol il n’y a pas convergence faible, alors qu’il
y a convergence des distributions fini-dimensionelles, voir la section suivante.

2. f+— (max f,min f, fol f(t) dt) est continue. Dans le cas du maximum, la convergence en loi
de la hauteur des arbres généraux apparait alors comme une conséquence du théoreme clé,
version Kaigh. Dans le méme gott, la convergence en loi de la largeur des arbres simples est
une conséquence de la convergence du profil, démontrée par Drmota et Gittenberger.

3. f — argmax f n’est pas continue sur C[0,1], non plus que la suite des longueurs des
intervalles séparant les zéros de f (on parle de longueurs des « excursions » de f).

En particulier, la convergence jointe de deux statistiques intéressantes ne cofite pas plus cher que
la convergence d’une seule. Les derniers contre-exemples frustrants appellent un théoréme relaxant
I'hypothése de continuité sur ®. Notons Dg ’ensemble des discontinuités de ®.

faiblement

Théoréme (Voir [2, Th. 5.1, p. 30]). Si X, " — X, et si P(X € Dg) = 0, alors ®(X,,)
converge faiblement vers ®(X).

La démonstration utilise le théoréme « porte-manteau », qu’on verra un peu plus tard. Donnons
deux exemples d’application :

— posons O(f) = sup {z € [0,1] | f(z) = maxpoq) f }. Alors 6 n’est pas continue sur C[0,1],
Dy étant 'ensemble des fonctions continues qui atteignent leur maximum en plus d’un point.
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Il se trouve que le mouvement brownien standard B, avec probabilité 1, atteint son maximum
en un seul point de [0,1], donc

(1) P(B € Dy) = 0.

— posons T,(f) = inf {x >0 | flz) > a }, Pinfimum de Pensemble vide étant par conven-
tion pris égal & +o0o ; Dr, est 'ensemble des fonctions f satisfaisant f < a sur un inter-
valle [To(f),To(f) + h], h > 0. Il se trouve qu’avec probabilité 1, T,(B) est un point
d’accumulation de {¢ | B; > a }, entrainant que

(2) P(B e Dr,) = 0.

Les propriétés 3. et 4. du mouvement brownien sont des conséquences plus ou moins directes de
la propriété de Markov forte*. De nombreux processus stochastiques héritent® des propriétés (1)
et (2) du mouvement brownien.

Les théoréemes de cette section permettent d’exploiter les résultats de Donsker et al., mais
réciproquement, joints avec des considérations combinatoires, ils permettent de trouver ou de
retrouver les lois de fonctionelles intéressantes du mouvement brownien et de ses avatars.

Exercices.

1. Posons M,, = maxg<i<n Sg.- Montrer que pour k£ > 0
P(M, >k)=P(S, >k+1)+P(S, > k).
Utiliser le Théoréme central limite (version de Moivre®) pour en déduire que

loi

max{Bs; |0<s<1}=|B].
Une étape possible est de calculer
P(M, >ketS,>1),

ce qui permet en prime d’obtenir la densité jointe de (Bl, max{Bs; |0<s<1 })
2. Notons 8 le lieu ou le mouvement brownien atteint son maximum. Montrer que 8 suit la loi
de l’arcsinus, i. e. pour 0 <a <b <1,

b dz 1
= ————— = —(arcsin(2b — 1) — arcsin(2a — 1)).
)= [ sy = 7 resing2 1) —aresing2a 1)
Pour cela, on pourra montrer que le lieu 8,, du premier maximum d’un chemin de Bernoulli
de longueur n satisfait, pour 1 <k <n —1,

o= (1) (o)

et établir une convergence locale & 1’aide de bornes sur le deuxiéme terme dans la formule de
Stirling (si on veut étre complétement rigoureux). On voit que le maximum est atteint avec
une forte probabilité hors des intervalles [a,1 — a], la densité de probabilité de 6 ayant des
poles en 0 et 1.

P(6 € [a,b

4Pour (1), voir [12, preuve du Th. 2.9.12 p. 107]. Pour (2), voir la Section 5 de ce mini-cours.
Sen vertu du théoréme de Cameron-Martin-Girsanov, cf. [17, Ch. §].
6Voir Section 5.
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3. Montrer que la valeur terminale du méandre brownien, m(1), suit la loi de Rayleigh, & savoir,
pour 0 <a < b,

P (m(1) € [a,b]) = /ab:vexp (—%2) dz = exp (-a;) ~exp (—b2_2> .

4. Montrer que le lieu du maximum du pont brownien est uniformément distribué sur [0, 1]7.
Y a-t-il une démonstration combinatoire du fait que la valeur maximale du pont brownien
suit la loi de Rayleigh®?

5. Démontrer la formule (11.5) page 78 de [2]. En déduire la loi du maximum de I’excursion

brownienne®.

4. Convergence faible : critéres et autres caractérisations

Théoréme (Théoréme « porte-manteau », voir [2, Th. 2.1, p. 11]). X,, converge faiblement vers X
si et seulement si une des conditions suivantes est remplie :

1. limnE[f(Xn)] = E[f(X)] pour toute fonction f continue bornée de S dans R ;

2. limnE[f(Xn)] = E[f(X)] pour toute fonction f bornée, uniformément continue, de S

dans R ;

3. limsup, P(X,, € F) < P(X € F) pour tout fermé F de S ;

4. liminf, P(X, € G) > P(X € G) pour tout ouvert G de S ;

5. lim, P(X,, € A) = P(X € A) pour tout A de S qui vérifie P(X € 0A) = 0.

Ici encore on pourra se reporter & [2] pour les développements. Une classe A de fonctions de S
caractérise une loi de probabilité si pour tout choix de deux variables X et Y a valeurs dans S,
on a

VieA E[fX)]=E[fY) = x2%2v

Ezemples.

1. Pour § =R, la fonction de répartition caractérise une loi de probabilité, ce qui revient a dire
que la classe A = {1(,oo,w] ‘ T € ]R} est caractérisante.

2. Pour § =R?, la classe A = {®;|{ € R?}, ot ®; est défini par
D7) = iTF

est caractérisante, ¢ —> E[ei{'X ] étant appelée fonction caractéristique de X.
3. Pour § =C[0,1], C[a,b] ou C[0,+o0) la classe A= { &7 | d > 1, te R}, out @ est défini

par
DHf) = (f(t1),---, f(ta)

est caractérisante.
4. La classe A des fonctions bornées et uniformément continues de S dans R est caractérisante.

La convergence de E [(I> (Xn)] vers E [(I>(X )] pour toutes les fonctions ® d’une classe caractérisante
A suffit-elle & assurer la convergence faible de X, vers X 7 La réponse est différente pour chacun
des exemples ci-dessus : pour 2. c’est oui, en vertu du Théoréme de continuité de Paul Lévy [2,
Théoréme 7.6, p. 46], et il s’agit d’'une CNS. Pour 1. c’est aussi oui, mais la condition est largement
trop restrictive : il s’agit d’'une condition nécessaire seulement si la loi limite est diffuse (i. e.

TUtiliser le lemme cyclique attribué parfois a4 Raney, parfois a4 Dvoretski ou & Motzkin.
8¢f. [2, Section 11], mais on peut sirement trouver un raccourci (je n’ai pas eu le temps de m’en assurer).
9C’es‘c7 en particulier, la loi limite pour la hauteur ou la largeur des arbres simples [8, 16].
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P(X =a) = 0 pour tout a dans R), en vertu du 5. du Théoréme « porte-manteau », puisque
0(—00,a] = {a} ! Enfin, la réponse est non pour ’exemple 3., comme le montre ’exemple suivant
tiré de [2] : prenons X et X, non aléatoires & valeur dans C[0,1], X =0 et X, = f,, fn ayant
le graphe ci-dessous : les distributions fini-dimensionelles de X,, convergent bien faiblement vers

il
o

B

0,25

FIGURE 4. frn est continue et affine par morceau, avec ici pour n = 10,

(£(0), £(1/2n), £(1/n), f(1)) = (0,1,0,0).

les probabilités concentrées sur 0 € R, i. e. vers les distributions fini-dimensionelles de X, mais
®(X,) = max X,, = 1 ne converge pas faiblement vers ®(X) = max X = 0.

II faut donc une condition supplémentaire a la convergence des distributions fini-dimensionelles
pour obtenir la convergence faible des variables aléatoires & valeur dans C[0,1] : c’est la condition
de tension.

Définition. La suite de variables aléatoires X, est tendue (ou équitendue) si et seulement si pour
tout € > 0 il existe un compact K. de S tel que

Vn, P(X,¢K.)<e.

Le Théoréme de Prohorov [2, Section 6] assure que la tension est une CS (et une CNS si S =
C[0,1]) pour la relative compacité d’une suite de mesures de probabilité (ici les lois des v. a. X,,).
Il suit que cette suite de variables (X),>0 possede au moins une valeur d’adhérence pour la
convergence faible. On connait les distributions fini-dimensionelles de cette valeur d’adhérence,
ce sont les limites des distributions fini-dimensionelles de X,,, donc ce sont les distributions fini-
dimensionelles de X, donc X est la seule valeur d’adhérence de X,, or une suite relativement
compacte ayant une seule valeur d’adhérence est convergente. Finalement :

Théoréme. Si une suite de variables aléatoires X,, variables aléatoires a valeurs dans C[0,1] est
tendue, et si ses distributions fini-dimensionelles convergent vers celles de X, alors X, converge
faiblement vers X.

Le chapitre 2 de [2] donne une foule de criteres de tension dans C[0,1], basées sur la car-
actérisation d’Arzela—Ascoli des compacts de C[0,1]. Par exemple, les démonstrations de Donsker,
Iglehart et Kaigh sont basées sur de tels critéres, ainsi que la démonstration par Drmota et Git-
tenberger de la convergence du profil des arbres simples. Il existe des traitements plus modernes
[10, 14, 15], mais [2] est déja tres lisible et complet.
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11 faut aussi parler du lien entre convergence presque sire, en probabilité, et dans £P d’une part,
convergence faible d’autre part. Les premieres citées exigent que les variables X,, et X, a valeurs
dans le méme espace S & larrivée, soient aussi définie sur le méme triplet probabiliste (2, A,P)
au départ, alors que la convergence faible, étant en fait uniquement la convergence de la mesure
image par X, vers la mesure image par X des mesures de probabilité des espaces de départ, exige
seulement que X,, et X aient le méme espace d’arrivée S. Notons d(-,-) la distance sur S.

Définition. Une suite (X,,),>0 converge :
1. presque sirement vers X si et seulement si

P({w e ‘ lién d(Xn(w),X(w)) = 0}) =1;
2. en probabilité vers X si et seulement si
Ve > 0, limP<{w€Q ‘ d(Xn(w),X(w))25}>:();

3. vers X dans LP si et seulement si
limE [d(X,, X)P] = 0.
n

Théoréme. Les trois convergences ci-dessus entrainent la convergence faible.

Démonstration. Seulement pour le 1., pour une fonction continue ®, ®(X,) converge presque
sirement vers ®(X), et si de plus ® est bornée, le Théoreme de convergence dominée entraine
bien que lim, E[®(X,)] = E[®(X)]. Par ailleurs, 3. entraine 2. en vertu de 'inégalité de Markov.
Pour montrer que 2. entraine la convergence faible, il faut utiliser la caractérisation 2. du Théoréme
« porte-manteau » et travailler & peine un peu plus. O

Finalement il y a une quasi-réciproque utile au théoréme précédent, c’est le

Théoréme (Théoréme de représentation de Skorohod, voir [18, I1.86.1, p. 215]). Si S est un espace
de Lusin (en particulier pour S = C[0,1]) et si la suite de variables aléatoires (Xp)n>0, @ valeurs
dans S, converge faiblement vers X, alors il existe un triplet probabiliste (2, A,P), et, définies
sur ce triplet, des copies (X'n)nzo et X de (Xn)n>0 et de X, telles que (Xn)nzo converge presque
stirement vers X.

Par « copie », on entend que X, et Xn, ou encore X et X , ont méme loi. Par exemple, il n’est
pas toujours naturel de construire des arbres simples aléatoires, ou des graphes aléatoires, de tailles
différentes, sur le méme espace de probabilité : il est beaucoup plus fréquent de considérer, par
exemple, ensemble 7, des arbres étiquetés de taille n comme un espace de probabilité & lui tout
seul, muni de la probabilité uniforme. Plonger tous les 7, dans un méme triplet probabiliste évite
pourtant parfois certains calculs de lois fini-dimensionelles : ils sont remplacés par des estimations
plus faciles conduisant 3 une convergence presque stire’?. Par ailleurs, le Théoréme de représentation
de Skorohod est un outil trés commode pour les démonstrations de la Section 6.

5. Propriétés du mouvement brownien

Le but ici n’est certainement pas de donner de démonstration, mais, & titre mnémotechnique, de
montrer comment le mouvement brownien imite les (ou hérite des) propriétés de la marche aléatoire
simple symétrique.

0voir par exemple [4].
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Accroissements indépendants et stationnaires. La marche aléatoire simple symétrique pos-
sede des accroissements indépendants : sous p,, pour 1 <k <ks <--- <k; <m,

i+ +Y) L Y1+ +Yg) Lo L (Yo 1+ + V)

Skl 1 (Skz - Sk1) 1oL (Skz - Skifl)
et stationnaires

o
Yep1 4+ +Yieo) = (Vi + -+ Y0)

Sk+e— Sk 9 s,
Le mouvement brownien aussi ! C’est-a-dire sous py, pour 0 < #; <ty <--- <t¢; <1,
By, L (Bt, —By) L L (By, — By,_,)
et pourt >0, s >0,
Biys — B; 2 B,
Cela entraine la propriété de Markov faible.
Propriété (Propriété de Markov faible). Le nouveau processus W = (W;)o<s<n, défini par
Ws = Biys — By
est indépendant de (B,)o<s<t- De plus W a méme loi que (Bj)o<s<h-

La démonstration requiert seulement de vérifier que pour chaque k, ¢, et pour chaque suite de
nombres réels 0 <t <ty <--- <tp <tet0<sy <s9<---<sp<h,

loi

(Bt;)i<i<k L (Ws;)1<ice et (W, )1<i<e = (Bs;)1<i<e-
Pour I'indépendance, il suffit de remarquer que (By;)1<i<k L (Ws;)1<i<e est équivalent &
(Bt,,Bty = Biy,..., By, — By, ) L (W, Wy, = Wg,,...,Ws, =W, )
et de remarquer que
(W, Wy =Wy o , Wy, = Wi, ) = (Biys; — Bt, Biysy — Biysyy- > Biys, — Birs,_,)-

Cette derniére égalité plus la stationnarité des accroissements donne aussi 1'égalité en loi.

Remarque. On a bien sur ¢ > 0, h > 0, et on doit pour le moment imposer ¢t + h < 1, mais
cette derniere inégalité est en fait superflue car il est naturel de définir le mouvement brownien
sur [0,+o00) (comme de définir la marche aléatoire simple symétrique (Sy)x>o pour chaque entier
positif).
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Une construction possible du mouvement brownien sur la demi-droite des entiers
positifs. Considérons par exemple une suite (B™),5q, BM = (B§”))05551 de mouvements brow-
niens mutuellement indépendantsll. Définissons alors B = (By);>¢ comme un élément aléatoire de
C[0,+00), tel que pour n < s <t <n+1, -

B, — B, = B™ - B(™,

c’est & dire qu’on recolle les graphes (trajectoires) des B(™ pour former le graphe de B. Il est alors
facile de voir que B hérite des B(™ D'indépendance des accroissements. Il en hérite aussi la statio-
narité des accroissements, mais, pour le voir, il faut parler un peu de la loi de ces accroissements.

Lois des accroissements du mouvement brownien. La formule de Stirling, fondamentale en
combinatoire, est née des travaux de de Moivre qui sont en quelque sorte un premier pas vers le
mouvement brownien'?. Posons

Skye— Sk = —L+27.
Alors Z suit la loi binomiale (£, %), i. e. pour 0 < ¢ </,

P(Z —i)— (f) 2i

On sait, depuis que de Moivre!® a démontré la formule de Stirling!?, et I’approximation « gaussien-
ne » de la loi binomiale'5, que I'on peut écrire, pour £ = 2|sn/2| ~ ns,

SH\% Sk . [2Lx\/ﬁ\//ﬁ2j —1’2Lx\/ﬁ\//ﬁ2j HD

2 ]. 2 1 ].
~ — /25 P (N - 4+
\/_”\/2— 7Tse ( \/EE [IE \/_”’x \/_”]>’

ou N est une variable aléatoire suivant la loi normale (ou gaussienne) centrée réduite, souvent notée
N(0,1), & savoir

P(Sis — S = 2lav/ /2]) = P(

b
1
P(Nelab) = [ e/ a
a V2T
En d’autres termes, S’“L\/%Sk a approximativement la méme loi que /s N, & savoir, la loi normale
(ou gaussienne) centrée de variance s, notée traditionellement A (0,s). D’autre part, M\/fjs’“ est

I’accroissement, entre les points % et, approximativement, % + s, de la fonction obtenue, a partir

de la marche aléatoire simple symétrique, par changement d’échelle brownien. Par passage a la
limite, on en déduit que

Propriété (Accroissements gaussiens). Indépendemment de t,

Biis — By 2 /5 N.

Loy peut par exemple définir une telle suite comme un élément au hasard de C[0, 1 ]N muni du produit infini de
mesures de Wiener p®~.

1240 peu forcé, le rapprochement, non 7
Byoir http://wwu-groups.dcs.st-andrews.ac.uk/ history/Mathematicians/De_Moivre.html.
M dans Miscellanea Analytica, 1730.

159ans Approzimatio ad Summam Terminorum Binomii a + b|™ in Seriem expansi, 1733.
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Notons
1 _(y—=)?

= 2s
Ps (CC > y) \/2% e
On peut voir ps(z,y) comme la densité de probabilité de z + /s N, i. e., en vertu de la propriété
d’accroissements gaussiens indépendants, comme la densité conditionelle de By, sachant que
B; = z. On en déduit que

Propriété (Distributions fini-dimensionelles du mouvement brownien). La densité de probabilité f
de (By,, Bt,,...,By,) est donnée par la formule

f(:L'la T2,... 7:L.d) =Dy (Oa .’L'l) Dto—t1 (wla :L.Q) ... ptd—td_l (:L.d—la .’L'd)-
Une autre maniére de caractériser les distributions fini-dimensionelles du mouvement brownien est
de remarquer que (By,, By,,...,By,) est un vecteur gaussien centré, dont la loi est donc caractérisée

par sa matrice de covariance. On calcule facilement le terme général :
Cov(By;, By;) = min(t;, t;).
En effet, pour s <,
Cov(B;s, B;) = Cov(B;s, Bs) + Cov(By, B, — Bs) = Var(B,) = Var(y/s N) = s Var(N) = s,

la deuxiéme égalité découlant de By 1 B; — B;.

Rappelons qu’une variable aléatoire X = (X1, Xy,...,Xy) & valeurs dans R? est un wecteur
gaussien si et seulement si toutes les combinaisons linéaires de ses composantes sont gaussiennes
(ont méme loi que m + o N, pour un choix approprié de m et o), ou encore, si et seulement si X est
image par une transformation affine (disons, X = T?L+AJ\7) d’un vecteur N = (N1, No, ..., Ng) dont
les composantes N; sont i. i. d. et de loi A(0,1). Dans le cas des distributions fini-dimensionelles
du mouvement brownien, on a m = 0, et on peut exhiber A et N , en posant

B By, — B,
N1 _ t1 , NZ — t; ti—1
\/E tz - tifl

La loi d’un vecteur gaussien est caractérisée par ’espérance de chacune de ses composantes et par
sa matrice de covariance. Dans la représentation affine ci-dessus, 7 est le vecteur des espérances
des composantes, et la matrice de covariance est I' = A A.

Définition. Un processus X dont les distributions fini-dimensionelles sont gaussiennes est appelé
processus gaussien. La loi du processus est alors caractérisée par sa fonction moyenne m(t) = E[Xy]
et sa fonction covariance I'(s,t) = Cov(X,, Xy).

Le mouvement brownien et, comme on le verra en Section 7, le pont brownien, sont deux exemples
de processus gaussiens centrés (m(t) = 0). La fonction covariance du mouvement brownien est

I'(s,t) = min(s, t).

Théoréme (Transformations des trajectoires du mouvement brownien). Le mouvement brownien
est préservé par les transformations suivantes :

— Symétrie : WO = (—By)e>0 est un mouvement brownien.

— Décalage : Pour tg > 0, w®@ = (Biog+t — Biy)i>0 est un mouvement brownien.

— Changement d’échelle : Pour ¢ > 0, w) = (%Bd)t>0 est un mouvement brownien.

— Inversion du temps : W) = (Wt(zl))b0 défini par Wt(4) =By, pourt > 0, et par W0(4) =0,
est un mouvement brownien. B
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Démonstration. Chacun de ces processus est gaussien centré : il suffit de calculer sa fonction
covariance. Dans les quatre cas, on trouve I'¥)(s,#) = min(s,¢). Reste un petit probléme : la
continuité de W* en 0, qui n’est pas automatique. La loi forte des grands nombres'® pour le
mouvement brownien, stipule que
P(lim &:O) =1.
+oo ¢

P({ weN ‘ t— Wt(4)(w) est continue en 0 }) =1.

En conséquence

Le processus W®) est donc presque stirement continu en 0, alors que le mouvement brownien,
tel qu'on ’a défini, est & valeurs dans C[0,1], c’est-a-dire que ¢ — By(w) est continu en 0 pour
tout w. Régler ce genre de probléme rigoureusement est justement ce que je veux éviter dans une
introduction au mouvement brownien prévue pour étre succincte!”. [l

Temps d’atteinte. Le temps d’atteinte de la hauteur a > 0, noté T, est défini par

a =

T inf{t>0]| By >a} sil’ensemble n’est pas vide,
+o0 si I’ensemble est vide.

a2

Théoreme. T, a méme loi que =,

en particulier P(T, = +00) = 0.

Démonstration. On a

P(Ta>t)=P(max{Bs|O§s§t}<a):P<maX{%Bts 03331}<%)

:P<max{Bs|0gsgl}<%):P(|Bl|<%)zp(g—2%>t),

la troisieme égalité par changement d’échelle, la quatriéme comme conséquence de 1’exercice 1,
Section 3. O

Définition. Une v. a. T a valeurs dans [0, +o00] est un temps d’arrét du mouvement brownien si
et seulement si { w | T(w) <t } est dans la tribu engendrée par (By)o<s<¢, en d’autre termes, si on
peut décider de la véracité de laffirmation « T'(w) < t » en observant la trajectoire du mouvement
brownien seulement jusqu’a I'instant ¢ (inclus).

En particulier, les temps d’atteinte T, sont des temps d’arréts.

Propriété (Propriété de Markov forte, cf. [12, Section 2.5]). T' étant un temps d’arrét, le nouveau
processus WT = (W1)o<s, défini par

T
Wy = Bris — Br
est indépendant de (Bs)o<s<T- De plus WT a méme loi que le mouvement brownien.
16pour une démonstration simple, voir [12, Probléeme 9.3, p. 104 et Remarque 3.10, p. 15]. On peut étre plus
précis sur le comportement du mouvement brownien en +o0o : voir, [12, p. 112], la loi du logarithme itérée due &

Khintchine, 1933.
177] se trouve que W est indistinguable d’un processus & valeurs dans C[0,1], voir [12, Section 1.1].
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Quelques conséquences.

— Tuip — Ty est le temps d’atteinte de b par le processus W'e, il est donc indépendant de
T, et a la méme loi que Ty. En d’autres termes, le processus (T)q>0 est & accroissements
indépendants et stationnaires'®.

— Presque sirement, +00 est un point d’accumulation de I’ensemble des zéros du mouvement
brownien : posons T le premier zéro du mouvement brownien aprés Uinstant 1 (i. e. T =
inf{¢t>1]| B;=0}). La loi conditionelle de T sachant que B; = a est la loi de T,, donc
T est presque strement fini ; T est un temps d’arrét donc W7 est lui-méme un mouvement
brownien et possede lui aussi un zéro apres son instant 1 (donc B posséde un zéro apres
I'instant 2, etc.).

— De la méme maniere on voit que, presque surement, +0o est un point d’accumulation de
Pensemble {¢t > 0| By > 0}, ou de l'ensemble {¢ > 0 | B; < 0}. Ainsi, par inversion du
temps, 0 est est un point d’accumulation des ensembles {¢t >0 | B, =0}, {t>0|B; >0}
et {t>0]|B:<0}.

— Ainsi T, est est un point d’accumulation des ensembles {t > T, | By =a}, {t > T, | Bi <a}
et {t > T, | B; > a}. Cette toute derniére assertion implique la relation (2).

Ce ne sont que quelques exemples d’application de la propriété de Markov forte, mais en fait on

I’applique comme on respire, sans s’en rendre compte. On a commencé & aborder la structure de
I’ensemble des zéros du mouvement brownien, alors mentionnons que

Théoréme (Structure de ’ensemble des zéros du mouvement brownien). Presque sirement, l’en-
semble des zéros du mouvement brownien est fermé, non borné, sans point isolé, de mesure de

Lebesgue nulle, et posséde 0 comme point d’accumulation'®.

Finalement, mentionnons

Quelques propriétés locales du mouvement brownien. Pour un chemin de Bernoulli f quel-
conque dans C[0,n], on a

b—1
SfE+1) — f(K)| =b—a,
k=a

pour a et b entiers, 0 < a < b < n. Par scaling brownien, on obtient que presque stirement pour la
mesure de probabilité u,,,

n(b—a)—1
5 r(or EE) (o

si a et b sont dans [0,1] et de la forme %, £ entier. Cela se traduit par le fait que le mouve-
ment brownien posséde une variation quadratique égale a ¢ (toute fonction continument dérivable,
p. e., posséde une variation quadratique nulle). Plus précisément, pour une subdivision II =
{to,t1,..-,tm} de [0,t] (i. e. 0 =ty < t; < --- <ty =), notons

2
=b—a,

m
Vt(Z) 11 = Z |Btk — By,_, ‘2
k=1

la variation quadratigue du mouvement brownien sur la subdivision II, et notons

|| = te — tp
|| TL]| @%"m“ 1]

18mais ses trajectoires ne sont pas continues, cf. [12, Section 6.2.A].
19¢f. [12, Th. 2.9.6).
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le pas de la subdivision II. On a alors

Propriété (Variation quadratique, cf. [12, Th. 1.5.8 et Probleme 2.5.5]). En probabilité, V;(Q) (IT)
converge vers t quand ||II|| tend vers 0, i. e. pour chaque €,m > 0, on peut trouver § > 0 tel que
IITI|| < & entraine

P ‘Vt(Z)(H) - t‘ >e| <.

Ceci, avec le fait que presque stirement sous u, une fonction possede une dérivée dont la valeur

absolue en tout point (sauf en %) est /n, laisse & penser que le mouvement brownien a peu de

chances d’étre dérivable en un point donné. En fait on a un résultat beaucoup plus précis :

Théoréme (Paley, Wiener & Zygmund, 1933, cf. [12, Th. 2.9.18]).
P({ weN | la fonction t — By(w) n’est dérivable nulle part}) =1.

Une autre propriété, que I’on peut aussi pressentir en générant des chemins de Bernoulli aléatoires,
illustre bien le comportement erratique du mouvement brownien :

Théoréme (Dvoretzky, Erdés & Kakutani, 1961, cf. [12, Th. 2.9.13]).
P({ w e ‘ la fonction t — By(w) n’a aucun point de croissance }) =1.

Un point ¢ est un point de croissance de f si on peut trouver § > 0 tel que pour tout y € [t — 0, ]
et tout z € [t,t + 0], f(y) < f(t) < (2).

Cet apergu des propriétés du mouvement brownien est & la fois tres incomplet et assez désordonné.
Heureusement la littérature sur le sujet est riche, et on pourra s’y reporter.
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