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Evolution contexte-libre des mots

Résumé : On considére une évolution markovienne de mots par substitutions aléatoires.
Chaque substitutions remplace un symbole par une petite chaine. Les resultats principaux
concernent la structure des mots ainsi obtenus quand le temps augmente infiniment.

Mots-clés : grammaires aléatoires, processus de branchement, limite thermodynamique
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1 Definitions

Random grammars were introduced in computer science, but the study of their thermody-
namic and long time behaviour started only recently, see [2]. In this paper we undertake
more detailed, comparative with [2], study of context free grammars in the supercritical
case, that is when the word grows exponentially fast. We study and calculate the statistics
of factors for large ¢, prove the existence of various limiting measures and study relations
between them.

A word « is a linearly-ordered sequence of symbols from S. § is a finite set which we
call the alphabet. For finite words

a=21..Zn, 0 = Y1---Ym

their concatenation af is

af = T1..TpY1-.Ym

Let n =| @ |= I(«) be the length of a. Let e = () be an empty word. We call a a subword
(more exactly, a factor) of v if v = Bad for some words §,6. Denote S* to be the set of
all finite words over the alphabet S, including the empty one. There are many interesting
problems concerning the set S of all infinite words over the alphabet S. However, we do
not study the evolution of infinite words here, see the construction of random dynamics for
the general case in [2].

Consider a discrete time countable Markov chain with the state space S*. One step
transitions are defined as follows: each symbol z of the word at time ¢, independently of
all others, is substituted by the word «, with the probability P(z — «,). We consider the
case when a, of one or two symbols, that is only P(z — y) and P(x — yz) can be nonzero.
In fact, all results of this paper are valid in the case when K > 2 exists such that Vx € §,
VaeS*, 1<|a|<K:Plz—a)>0andVe € 5: ) cq 4<x P(@ — @) = 1. This case
differs longer notations only.

At time ¢t = 0 the state is a word v(0) = z1(0)...xn,(0) of length Np. At time ¢ the
number of symbols is N; and the state at time ¢ is

v(t) = z1(t)...x N, (t)

It is clear that a.s. N; — oo.

We are interested in a finer structure of the long random word ~v(t). For example: how
many subwords of (t) are identical to a given word a? We shall see that for such questions
it is natural to use some terminology related to statistical physics: thermodynamic limit,
large time behaviour, correlation functions etc. We should note here that one can get an
impression that (¢) tends in some way to a stationary random field on Z with values in
S. This is however a very deceptive impression based on the absence of natural choice of
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4 F. Karpelevich, V. Malyshev, A. Petrov, S. Pirogov, A. Rybko

the origin in the long word. In fact one can get in general many limiting random fields (the
notion of a local observer, see [2]), this is what we want to show.

We want to define correlation functions but at first we remark that it is useful to associate
a planar tree to each trajectory of the process v(¢). Each symbol s of the initial string
produces independently a tree of descendants. This tree is connected iff the initial word
~(0) contains one symbol only. Thus it is sufficient to consider initial word consisting of one
symbol only. The tree has levels labeled by time moments 0,1,2,.... In fact, as we will see
below, for the generic situation the considered limiting measures do not depend on +(0) and
hence all statements which we will prove for |y(0)| = 1 are correct also for |y(0)| > 1. One
can define the generic situation, for example, as follows

Vx,y,z€ S: Plx = y),P(x —yz) >0 (1)
Vr € §S: ZP(:{:—>y)+ZP(m—>yz):1 (2)
yeSs y,2€85

In the general case there can be several limiting measures, the discussion and some results
see in [2].

Define the m-point correlation functions (more exactly, the ~(0)-correlation functions)
pg.m)(yl,...,ym;t) = pg.m)(yl,...,ym;t,'y(O)) in the following way V¢t > 0,Vj > 0,1 < j <
Nt —-m + ]. .

p‘gm) (yl; vy Yms t) = P('Z.] (t) =Y15-Tj+m—1 (t) = ym)a
where y1, ..., Ym € S.

We define also empirical correlation functions p&%%(yl, ooy Y3 B)-

Let N¢(a,~(t)) be the random number of subwords identical to a = yi, ...,y in the
word «(t). Then

_ ENy(a,y(t))
ENi;—m+1

P (Y1, ey Yms £) = DI (Y1, ey Y £, 7(0))

The main objects of our study are different limiting correlation functions or probability
measures.

2 Main Results

In the following theorems the initial condition ~(0) is fixed.
Theorem 1 For any j the limiting correlation functions
ﬂ-_gm)(yla seey Zlm) = lim pgm)(yla <oy Ym; t)
t—o0

erist.

INRIA



Context Free Evolution of Words 5

Theorem 2 For any m,yi, .., ym there exist the limiting empirical correlation functions

ﬂ-f(:z;)(yla aym) = tllyolopg%;)(yl’ ayn’ut)

It is clear that for fixed m
S A Gy ) = 1
Y1y--sYm

Then by Kolmogorov theorem the correlation functions define, as finite-dimensional distribu-
tions, some probability measures fiemp and pj,7 = 0,1, ..., on SZ+ = {(y1,¥2,...) : yi € S}.

For all ¢ > 0, for all j,L > 0 let Ny(e, [j,j+ L]) be a random number of subwords o € S*
in the word z;(t), ..., zj4 (%)

Theorem 3 For all parameters, for any word o € S* and any € > 0 there exist L(e, a),
t(e,) such that for all L > L(e,a),t > t(e,a),j > 0:

Ni(a, 4,5 + L)
pl |22 d T (e
Q L-fal+1 "o (@]>e) <
Theorem 4 For all parameters the limits
1 (m)
Jlirgo 3 Z ka (yl’ ---;ym) = ng;(yl, ---;ym)
k=1

erist.

Theorem 5 For almost all parameters the limits
ﬂ-(m) (yla ey yM) = hm Tr;'m)(yla 7?/m)
]*)OO
exist, i.e. there exist a limiting measure
p= lim p;
‘]‘)OO

For those parameters for which (™ (y1, ..., ym) exists,

ﬂ_(m)(yla ey ym) = Wg%z)(yla ey ym)

For almost all parameters means for all parameters { P(z — y), P(x — yz)} except some
its subset of Lebesgue measure 0. An example, when the limit does not exist, is the following
assertion.

Proposition 6 If P(z — y) = 0 then for all parameters {P(x — yz)} the limits

lim W§m)(y1, ey Ym)

j—oo

do not exist.

RR n° 4413



6 F. Karpelevich, V. Malyshev, A. Petrov, S. Pirogov, A. Rybko

3 Long Time Limits

3.1 Boundary correlation functions

Here we will prove theorem 1.
In the proof of the existence of 7r§ )(yl, -, Ym) without loss of generality one can take

j = 0. Introduce auxiliary (| S| x | S |)-matrices and operator A:
1(s1,82) = > P(s1 — s2u) 3)
ues
r(81,82) Z P(s1 — us2) (4)
u€eS
Q1(s1,82) = P(s1 — $2) (5)

If f: S — R - is any positive function then
Vo,y € S: (Af)(@y) =) f(2)P(z — zy) (6)
z€S
Note first that

mo(s) = 73" (5)

are equal to the stationary distribution of the finite Markov chain £; having the state space
S and transitions defined by the stochastic matrix (), + ;. Similarly, one can define finite
Markov chains £, having the state space S™ that is the set of all words with length m. For
examples, for m = 2 the transitions are defined by

PP ) =pP(t - 1)(Q1® (Q1 + Q1)) + ApI(t — 1)

or

PP (z,y:t) = S oD@, y'st - D[(P(a’ — 2)P(y' —y) +

1ot
z5,Y

Pl — = ZPy — yz)) +Zp(1) it —1)P(z' — zy)

One can write down such formulas for any m but an important thing is that the first m
symbols of the word at time ¢ depend only on the first m symbols of the word at time ¢t — 1
and hence from (1) it follows that £,, is an ergodic Markov chain. m

INRIA



Context Free Evolution of Words 7

3.2 Empirical correlation functions

Here we will prove theorem 2.

At first we recall some facts from the theory of multi-type branching processes.

Let Ny(s), s € S be a random number of symbols s in the word v(t). Let N; =
{N¢(81), .-, N¢(s5])} be a vector of length [S|, where s1,...,8/5 € S, s; # s; if i # j.
Then N, is a branching process with |S| types and mean matrix M = (m;); j—1,...,|s, i-e.
m; is the expected number of symbol s; offspring of a single symbol s; in one generation. It
easy to see that EN; = NoM?*. From (1) and (2) it follows that matrix M is positive matrix
(ie. (M);; >0forallé,j=1,..,|S|) and the process N, is a supercritical process. ( See
[6], [1]. ) Hence the maximal eigenvalue p of the matrix M is greater than 1. Let @ and ¢
are respectively right and left eigenvectors of M associated with p. It is obvious that the
extinction probability is equal to zero.

We need the following lemma.

Lemma 7 Let Z(t;s;) = (Z1(t; 8:), -y Z)5/(t; 83)) be a supercritical branching process with
|S| types and with initial state (0,...0,1,0,...0), where 1 stands on the i-th place, i.e. single
symbol s; € S is present at time t = 0. Let M be the mean matriz of this process. M is
a positive matriz and it has o mazimal eigenvalue p and associated positive right and left
eigenvectors @ and ¥. These are normalized so that (7-@) =1 and (I1-7) =1

Then there exists a random vector W (s;) and a one-dimensional random variable w(s;)
such that

i 206 5i)
t—o0 0

=W(s;) a.s.
and
W(si) =w(s;) -7 as.
If E(Z;(1,s;)log Z;(1,s;)) < oo for all 1 < j <|S|, s; € S then
E(w(s;)) =u;, 1 <i <S5,

This lemma is a special case of the theorem 1.1 in [9] and we omit proof.

Lemma 8 Let all conditions of the previous lemma hold. Let each symbol has at least one
descendant and for all s; € S

E(eaO(l'Z(l’si))) < 00 for some 6y >0

then there exists constants 0 < C' < o0 and 0 < A < oo such that for any s; € S, t > 0,
e>0:

I/S)t

| Z 6) S Ce—)\sz/s(l)

A t,8;
p(w — 25

RR n° 4413
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Figure 1: The different cases for a = zy

Proof. This is theorem 2.6 from [3]. =
From lemmas 7 and & it follows that

lim ENt—Ehmﬁtt—uzv ify(0)=s;€ 8 (7

t—o0 pt t— o0 p

We will write down the recurrent equations for ei'a‘)(a) = ENy(a;v(t)) for |a| =2

zy) = 3 et (a'y)P(z' — 2)P(y' — y) +

+3 2@y ) Pa' — )Y Py —y2) +

z'y’

+Ze(2) ZPm —zz)P(y - y) +

+Zet (@) S P’ = 20) S P — g+ 3 el (&) P(a’ — )

Let e ) be the vector with components e,(f )(:cy), and ez(gl) be the vector with components

§1)( ), z,y € S then in the vector form the above equations look like
o = oA+ B, =0 ®
with the matrices

A= (A@'y,zy)) = (P(a' = 2)P(y' = y) + P(@' —x))_ Py —y2))+

z

INRIA



Context Free Evolution of Words 9

+ Z P(z' — zz)P(y' —y) + Z P(z' — zx) Z P(y' — yz2") 9)

B = (B(a',ay)) = (P(z' — zy))
We rewrite (8) in the following way:
e§2) et 1A + e B e§2)1 et 2A + et 2B
hence

egz) = eﬁéAz + e§£)2BA + eii)lB =

—et2)3A3+e BAZ+e(1 BA+et 1B —Zei . BA*

and

1S B

-1y

— T (10)
pt pk:() pt k—1 pk

It is obvious that A is a stochastic matrix. From (7) it follows that C' > 0 exists such that
Vi, k>0:

(1)
€ x_1B
|7pt — | <G,

where for all vectors @ the |d@| is maximum modulus of its components.

Since p > 1, the sequence in the right part of (10) converges uniformly in ¢. Hence we
can take the limit ¢ — oo in all terms of the right hand-side of (10). Taking into account
(7) we get

t—oo pt p =k p p-A p-A

lim & _ w;UB § A*F w@B  p uw;UB

where @ = {uy, ...,u|5} and ¥ are defined above.

3.3 Stationary limit

This section is organized as follows. We start with the proof of proposition 6. This will show
some subleties of this problem. After that we shall prove some auxiliary lemmas. Then we
shall prove theorems 3 and 4. Then we again prove some auxiliary lemmas. Finally we
prove theorem 5 for one-particle correlation functions and we give a scheme of the proof of
theorem 5 for two-particle correlation functions. Multi-particle case differs longer notations
only.

RR n® 4413



10 F. Karpelevich, V. Malyshev, A. Petrov, S. Pirogov, A. Rybko

3.3.1 Proof of proposition 6.

Let us prove proposition 6. We will get an explicit formula for pﬁ-l)(s;t) and for 7;(s).
Consider all trees T at time . For fixed T the probability of any path in T from level 0 (the
root vertex) to level ¢ is equal to the product of some elements of matrices Q;, @, ( see (3)
and (4) ) If for any z,y € S P(x — y) = 0 then Q; and @, are stochastic matrices. Assume
that j < 2¢ and consider the binary decomposition of j — 1

ko

j—l:Zak2k, ap =0,1
k=0

where ko = ko(j) = max{k : a, = 1}, ko = 0 if ay, = 0 for all k£ > 0.
Let 1 (0) = {0, ...,0,1,0,...,0}, where 1 stands on the i-th place, y(0) = s;.
Then for ¢ > ko

pﬁl)(s;t) = (13'(1)(0) f_ko_lQu(ko)Qu(ko—n---Qu(o)) (s)
where u(i) =1 if a; = 0 and u () = r if a; = 1. It follows
Tj = 71 Qu(ko) Qu(ko—1)---Qu(0)s (11)

where 7 = {78 (51), ..., 7 (515}, 8: € S, i = 1,...,|S] and s; # sy, if i # k.

ey T
It is easy to see that for almost all parameters the eigenvectors of Q; and @, associated

with eigenvalue 1 are different. Hence from (11) it follows that there are at least two (in
fact continuum) limiting points of the sequence 7; - stationary distributions of finite Markov
chains defined by @; and @, correspondingly, because for any k there are infinite number of
Jj such that either u(k) = ... = u(0)) = or u(k) = ... = u(0)) = r. This completes the proof
of proposition 6.

3.3.2 Proof of theorem 3.

Now we come to the generic situation and will prove theorem 3.
We start with some notation. Put for any a,b > 0 :
[a,b] ={n € Z :a <n<b}

Let us chose sufficient large tg, T' > 0 and let for any fixed x1(to), z2(to), ... :

Di = Di(Taxi(tO))v i= 172737 (12)

be the set of indices of all descendants of the symbol z;(tg) at time to + T

INRIA



Context Free Evolution of Words 11

a1 b a;—1 bi—1 a; S b; G¢(s)+k(L) L bC(S)-l'k(L)L
to+T [ ) O
D, Di C(s)+k(L)
to
z1(to) zi-1(to) z;i(to) T¢(s)+k(L) (to)
Figure 2: Picture for i = ((s)
Put

a; = ai(T,zi(to)) = mjin{j € D;},

bi = bi(T, zi(to)) = max{j € D;}.
J

Then D; is the segment [a;, b;].
Let n; be the random number of symbols in D;

n; = ni(T,zi(to)) = b; — a; = #{D;} (13)

Let n;(a) = ni(e, T, z;(to)) be the random number of subwords a € S* in D;. Let X, (t) =
(21(t0), -y Tn(to)), n € Z*. For all s > 0 we define ((s) = ((s,to,T) as follows

i>0

¢(s) = min{an >s—1}
j=1
For all intervals [s,s + L], s,L > 0, for all ¢ > 0 we choose
k(L) = k(¢{(s), L, T, XS+L(t0)) € Z1 such that

C(s)+k(L)
> Emi-Lj<2-27 (14)
i=¢(s)+1

It is always possible since Vi > 0 : En; < 27.
Lemma 9 For any fixed T > 0

k(L) — o0 if L — oo

RR n°® 4413



12 F. Karpelevich, V. Malyshev, A. Petrov, S. Pirogov, A. Rybko

and there exist Ty > 0 asuch that for any T > Ty and L > 0
G KD _C

pr = L —pT
where Cy,Cy > 0; p > 1 are defined in section 3.2.

Proof. Let for any tog > 0, 1 < i < Ny, 1 < j < |S| Z;(T,z;(to)) be the random
number of symbols s; € S in D;. Then Z(T, zi(to)) = {Z1 (T, zi(t0))s - Z)5) (T, zi(t0))} is a
branching process with |S| types and transitions probabilities which are defined by (1), (2),
i.e. the process Z (T, z;(to)) is completely similar to the process Ny defined in section 3.2,
but it has initial state z;(to). Z(T,zi(to)) is a supercritical process. Hence, similarly to (7),
from lemmas 7 and 8 it follows that there exist Ty, ¢1,c¢2 > 0 such that for any T > Ty :

El
pTcl < ZEZS(Tamz(tO)) < PTCZ; i=1, "'aNto (15)
s=1
Since
sl
En; =Y EZ,(T,zi(t)), (16)
s=1
then from (16) and (15) we get
c1p’ < En; < cap” (17)

Hence from (14) it follows that for any fixed T > 0

k(L) » 0 if L — o0 (18)
From (14) it follows
C(s)+k(L) ¢(s)+k(L)
En; —2™' <L< Y En;j+2™% (19)
i=C(s)+1 i=C(s)+1

hence from (17) and (19) we get
c1(k(L) — 1)pT — 2T+ < L < ep(k(L) — 1)pT + 2T+1

One can rewrite it as

(l—i) T_2T+1 <L< (1—L) T+2T+1
RO T ERD T RD) PV T RD” TR
By (18) this implies that

G (kL) O

p' = L ~p

INRIA



Context Free Evolution of Words 13

Lemma 10 For all o € S*, € > 0, 6 > 0 there exist T > 0, Lo > 0 such that for all ty and
L> Ly

k(L
Nig (e, [25(231) "j72§(:1)+ ( )"j]) _ Nigyr(e,[s, s+ L)

1 17 17

| >e)<é

Proof. It is sufficient to estimate the number of elements of

C(s)  C(s)+k(D) ¢(s)  C(s)+k(L)
M::{({an, Z nj] U[s,s—}-L]) \ (l nj, Z n]-] ﬂ[s,s+L]>}

i=1 i= j=1
From lemma 16 below and (14) it follows that

C(s)+k(L)
P n; — L| > 2T+ 4 k(L)) < 2exp{—ck(L)},
)
J=¢(s)+1
where ¢ > 0. Hence
8)+k(L
P( Zg(zg)(t)il) nj—L| 9T+l 4 k(L)
L L

) < 2exp{—ck(L)}

On the other hand, from definition ((s) it is obvious that
¢(s)

|an -5 <2t
i=1

From lemma 9 we can chose T' > 0 and L > 0 such that

2T 9T+l 4 k(L

L L
and
2exp{—ck(L)} < §
Hence
P(#TM >e)<é

To end the proof we apply an obvious inequality: for any ¢ > 0, € S* and for all sets
M C[1,Ny{]

Niy(a, M) < #M,

RR n° 4413



14 F. Karpelevich, V. Malyshev, A. Petrov, S. Pirogov, A. Rybko

where Ny(a, M) is a number of subwords « in the set M at time ¢.

The lemma 10 is proved. m

For all words a € S* let §;(a) = 8;(, T, x;(to)) be the random number of subwords « in
the word

Ty, _y—jaj+1(to + 1), s Tas 4ol -1 (to + T),
where 2 < i < Ny, 61(a) = 0.

C(8)+k(L)
Apry(a) = Ay (o, Tz (to)) == Z bi(a)
i=C(s)+1
It is obvious that
Appy(a) < k(L) - |al (20)

If tends ty to infinity then under the conditions of theorem 1 we get a time homogeneous
process. We need some lemmas.

Lemma 11 For any L >0, a € S*
ne(s)+1(0) + o+ neo)4rn) (@) = Engigyp1(@) + o+ Eng(s)4rr) (@) + Exry (@)
where Ve > 0 :
2T
e2k(L)

Proof. We apply the Chebyshev inequality to &z :

P(|€kny ()] > ek(L)) <

D(n¢(s)11(a) + oo + 0oy 4 x1) (@)

P(léxn) ()] > k(L)) < S (21)

Since n¢(s)41(a), -, n¢(s)+k(L) (@) are independent random variables, we can rewrite (21) as:

D(n¢sy11)(@) + .. + D(n¢(s)1rz) (@) <
212(L) =

< 2Tk(L) 27

=21 - 2RI

P([En(r)(@)] > ek(L)) <

(22)

where we use the obvious estimate: for any i > 0 Dn;(a) < 27. =

Lemma 12 For any to > 0, any e > 0 and ¢ = 1,2, ... There exists Ty > 0 such that for
any T > Ty :

Eni(a, T, zi(to)) __(ja))

|m emp (Q)] <€

INRIA



Context Free Evolution of Words 15

Proof. Let us consider the other processes, those completely similar to our process but
having initial state s;, i = 1,...,|S|, s; # 85, if ¢ # j.
Let N(a,t|s;) be a random number of subwords « at time ¢ in the process with initial

state s;. Let N(t|s;) be a random number of symbols at time ¢ in the process with initial

state s;. To each of these processes we apply theorem 2 and get that Wé‘ﬁzl,) (als;) exists such

that: for any e¢(s)41,..-,€|s| there exist ¢}, ...,t?5| such that for all ¢; > 19, ..., ¢ > t?sﬁ

Fnfa, t]s:) (Jal)
|EN(t|sz) — |OL| +1 — Temp (OL|81)| <é&;

From the proof of theorem 2 it follows that 7T£|7?1£1|J)(CE|SZ') does not depend on the initial state
s;. Hence

Wél,‘iz‘,)(abl) = .. = ngTg‘l,)(a|s|5‘) = Wé%ll,)(a)

Since |a| is fixed then we get the proof of the lemma for any z;(t9). ®

Lemma 13 Foralla € S*, e > 0,6 > 0 there exist T > 0, Ly > 0 such that for any L > Ly,
to >0,s>0:

Negr (o [Si) mi, S P i) o

P(| L emp

() <e)>1-6 (23)

Proof. From the definitions of n;(a) and Agp)(a) we see that

¢(s) ¢(s)+k(L) ¢(s) ¢(s)+k(L)
N[> ni, > mil) = Nygyr(os D ni, > ni)
=1 =1 =1 =1
= N¢(e)+1(Q) + oo+ Ng(e)4r(z) (@) + Ay (@) (24)

Taking into consideration (14) and lemma 11, we estimate

N (e, S mi, S O i)
L —_—
< Ne(s)41(Q) + oo +ne(s) () (@) + Agcry(a) _
- Eng(s)“ + Enc(3)+2 + ...+ E"((s)+k(L) — 2T+1
Engs)+1(@) + - + Engoyrry (@) + &y (@) + Ayy(@) _
En<(3)+1 + .+ Enc(s)-l—k(L) —2T+1 -

< En<(5)+1(a) + ...+ En((s)+k(L) ()1 +

Err) () +Axky () )

En¢yt1(a)+ -+ Eneoytrr)(a)

_ 9T +1 )
En¢oyt1t- -+ Engs)+r(r)

(25)

Engs)41 + e+ Eng(o)ucy (1
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From theorem 2 and (17) it follows that for any a € S* there exist ¢1,c2 > 0, Tp > 0 such
that for any 7' > Tj

c1p’ < Eni(@) < cap”

Then by (20), (14) and lemma 11 we get that with probability greater than 1—6;, 6; = Eka(TL)
the right hand side of (25) is not greater than

ek(L)+k(L)|x
En<(5)+1(a) + ...+ Eng(s)+k(L)(a)(1 + %)

Bng(sy1 + -+ Bg(a (1 = g2grr)

(26)

From lemma 9 we obtain thjat for any &' > 0,8, > 0 there exist T > 0, Lo > 0 such that for
any L> LO

k(L) + k(Lo _ , 2T+ '
— <, ———— <
capT(k(L)—1) L —2T+1

with probability greater than 1 — 6,.
From (26) and lemma 12 we obtain

N (o [288) na, S i) Brgraga(@) + -+ Bngay iy ()1 + ')
L - Enc(s)+1 + ...+ Enc(s)+k(L)(1 - 8')

o (@rp (@) + ) (Eneroy4n + o+ Bngeran))(1 + ')
- En<(3)+1 + ...+ EnC(SH_k(L)(l — 6')

_ (@led @) + )1 +€)
B (1-¢"

= miog (@) +¢", (27)

where ¢ is a function of ¢, &’ and €,&’ — 0 implies that € — 0.
The estimate

N ¢(s) ; ¢(s)+k(L) ;
71'2!,?;1‘))(0[) _ 6” S (Oé, [Zz:l n 7LEz:1 n ]) (28)
is proved similarly.

From (27) and (28) we get

¢(s) , N~C(s)+R(L)
" < N(aa [Zz’:l nl"LEi:I n’]) < ﬂ-gmz\)(a) + &

7r(‘°‘|)(a) —e

emp

with probability 1 — &, § = 61 + 02.-
Lemma 13 is completely proved. m
From the lemmas 10 and 13 theorem 3 obviously follows.
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3.3.3 Proof of the theorem 4

In fact we shall prove more.

Lemma 14 For all parameters {P(z — y),P(z — yz)}, z,y,z € S, for any word o =
Y1---Ym € S* and for all € > 0 there exists Ly such that for all L > Ly, for all s > 0:

s+ L
1
|7 20 W s Ym) = T (U1, ym)| < €
k=s

Proof. From theorem 3 it follows that for any word a € S*, for all € > 0 there exist
L(e,a), t(e,a) such that for any L > L(e, ), t > t(e,a), s > 0:

BN I stL—fal (Jal)¢ .4
Bl 2 2D e (o) = Zime 28D ) < 2

We pass to the limit ¢ — oo and get the result of this lemma. The lemma 14 is completely
proved, hence the theorem 4 is also proved. =

3.3.4 Proof of theorem 5

We come to the proof of theorem 5 now. This proof is based on the lemma 14 and the main
lemma 22 below.

We give the proof for the one-particle correlation functions and the scheme of the proof
for the two-particle correlation functions. We start with some auxiliary lemmas.

Lemma 15 Let &1, ...,&, are independent random variables, ap, < & < by, Sp = 2?21 &,
k=1,...,n then

P8, — FS, > na} < exp{—en 23 (29)
n n —_ — p E:zl(bk _ ak)2
for all x > 0.
Proof. It can be found in [10] or in [7] and we omit it. =
From this the following lemma 16 follows.
Lemma 16 Let &, ..., &, be independent random variables, 0 < § < %
0<& <2 8, =>",& k=1,..,n, then for any ¢ > 0:
P{|S, — ESy| > ecn310} < 2exp{—c*n?} (30)
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Proof. It is sufficient to apply the previous lemma with « = en~2t9 to the proof of
P{S, - ES, > cn%”} < exp{—c’n?’}

If we apply the previous lemma to & =2 — ¢ with z = en~ 3% then we obtain the following
estimate

P{S, — ES, < —en3*0} < exp{—c*n?'}
m

Lemma 17 Let &,&2, ... be a sequence of independent random variable with values in Z.
Let jo > 0 exists such that P{&, = jo} > P{&n =34} for allm > 1, j € Z. Assume that the
greatest common divisor of those j — jo for which

logn Z P{&m = jo}P{&m = j} = 00 if n = oo (31)

is equal to 1. Denote

n
sn>ng Y Elém —an|* <nG (32)
Then for all N,n >0
[$nPp(N) — ——e % | < , Co>0 (33)

Proof. It can be found in [10] and we omit it. m
From this we have the following lemma;:

Lemma 18 Let &1,&o, ... be a sequence of independent random variable with the distribution

functions Vi(x), Va(x), ..., where Vi(x) is one of the following distribution functions
Fl( ) F‘S‘ FJ sz/7 7"'7 |7
k<z

INRIA



Context Free Evolution of Words 19

where for any j = 1,...,|S]| the numbers p1 >0,ifk=1,2 andp,i = 0 otherwise. Moreover
for any 1 < j <|S|

Let

and
P,(N)=P(S,=N),n,N >0

Then there exists Ng > 0 such that for all n > No, N > 0,6, 0< 6 < % :

C

Proof. Let us use the notation of the previous lemma. All conditions of the lemma 17
hold. Remark also that there exist ¢;,co > 0 such that for any n > 0:

cn < si < can (35)
Hence we get from (33)

1 —(N=A4n)? C,
— ¢ <2 C>0
SpV 2w n

Applying the triangle inequality, we obtain:

|Pn(N) -

C 1 —(N+1-4p)?2 —(N—An)2+g1\r+1—An)2

P,(N)-P,(N+1)| < —+ EXH 1-— 253 , 36
Pa(N) = Pa(N +1)| < -+ — = e (36)

C > 0.
Let us consider

—(N=-A,) +(N+1-4,)?°=

(—N? — A2 +2NA, + N? +1+ A2 + 2N —2NA, —24,) =2N — 24, +1

From (35) and (36) we obtain

C c —(N+1—Ap)2 N—Ap+1/2
PAN) = Pa(N DI < o e 2 e ) (37)
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¢ > 0. Let us consider two cases.
1) The first case:

1
|IN — Ay| > n3*? for some 3> 6>0 (38)
From (37) we get
P (N PN 1 C CI —(N+1—A")2_;(N—An+1/z) 20
n —4in < — —_— 252 ,
|Pn(N) (N+1)] <=+ N0 (39)

where ¢’ > 0. We have

“(N+1-A) 2+ (N-A,+1/2)=—=(N -4, —2(N - A4,) -1+ (N - A,) +1/2 =
_(N_An)2 _(N_An) _1/25 _(N_An)2 _(N_An) =
—(N = A)((N = Ap) +1) < —p3H0(n3+0 4 1) < —pl+20

where we applied (38).
From (39) and (35) we have

C CI _nl-zi-% C CI oM p1426
P,(N)-P,(N+1)|<—4+—e 2» < —+— n < 4
PA) = PuN + D] € 4 e < S ST (40)
C CI 126 C
—4+—e " < ——, form>Ny,Nyg >0
n +/n ~ nl—o
where C, ¢, ¢, " >0
2) The second case:
IN — A,| < n2* for § as in (38) (41)
Then from (37) we have
! N—Ap+1/2
|Pa(N) = Po(N +1)| < % + - A (42)

since

1
N — A,| _ n2tt
<

2
Sn

—Q0asn—

Sn
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Taking into account (35) we rewrite (42) as

¢ N—A,+1/2 N-—A,+1/2

c
P,(N)-P,(N+1)|< — 1-1-— < 4
[Pa(N) = PA(N 4+ 1)] < -+ ] e A ()
C ¢ n3to c "
E % " SF, C,C,C,C>0

Lemma 18 is completely proved. m

We shall prove the main lemma 19 now. We begin with some notation. In the following
it is convenient to consider the process on half-infinite words o = z1x5... , so0 Ny = co. This
porcess is defined quite similarly as the process on finite words.

For all ¢ > 0, j > 0 define

75 (8) = (P (25 (8) = 50) s P (25 (1) = 5151)) = (5" (50:1), " (s15031))

where s; € S,i=1,..,|5|, s; # 8,1 # j and

Let for all vectors @ = {a(s),s € S}

For all vectors @ = (ay, ..., ag|) and b= (by, ...,bjs|) we write @ < biff a; < b; fori =1,...,|S]|

Lemma 19 For almost all parameters there exist Ty > 0, Jy > 0 such that for allt > Ty,j >
Jo,0,0< 6 < i

75 () = Fjpa ()| < Cj 7242, € >0 (44)

Remark 20 This lemma does not hold if for any z,y € S P(x — y) = 0. In this case we
can not apply lemmas 17 and 18
Proof. For all t > 0, 1 < ¢ < N; we define

2, with probability p (z; (t)) = 3_, ,es P (i (t) — zy)

45
1 , with probability q (x; (t)) =1 —p(z; (¢)) - (45)

E(zi (1) = {
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i.e. Sy (t) is the number of descendants from symbols x1(t), ..., 2, (t). We remark that if we
fix x1(t), z2(t), ... then £(x1(t)),&(z2(t)), ... are independent random variables.

Let us assume that the symbol z; (¢ + 1) appeared from the symbol z, (t) and write this
the following way: z,, (t) = z; (¢t + 1). It is possible only if [j/2] < n < j. It is obvious that

{zn®) = z;t+ D} ={zn(t) 2 2jm1 (t+ 1)z (E+ 1)} U
W, () 2+ 1)z @+ D}U{z, () 2 2; 0+ 1)}

It is clear that

{zn(t) » zja (E+ D2 G+ 1)} = {Sn1(t) =j — 2,€(2n(t)) = 2}
{zn () = 25+ D 2jpa (E+ 1)} = {Sn1(t) = 5 — L, E(2a(t)) = 2}

{zn (t) = 2 (t+ 1)} = {Sn1(t) =5 — 1,&(zn(t)) =1}

Hence

{xn (t) = Zj (t + 1)} = {Sn—l(t) =j- 2a£($n(t)) = 2} u

{Sn1(t) = j = L E(zn(t)) = 2} U{Sn1(t) = j — 1,&(2a(t)) = 1} (46)

Let for any ¢t > 0, 1 < j, and for any events A and B

7; (t|A) = (P (z; (t) = s1]4),..., P (:L'j (t) = 3‘5‘|A)) ,

f]' (t; B) = (P ({.CL'J (t) = 81} ﬂB),...,P ({.CL'J (t) = 5|S|} ﬂB)) s

sk€ S, k=1,..,|5| si # 85,1 # J.
It is not hard to see that:

Tj (t+1Sn-1(t) = — 2,&(zn(t)) =2) =70 (1) Qr (47)
T (t+ 1Sn 1(t) = J — 1,{(@n(t) =2) =Tn (1) @ (48)
T (t+1Sn-1(t) = § — 1,&(zn(t) =1) =70 (1) Qa (49)

where the matrices Q,, Q;, @)1 were defined in section 3.1.
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It was mentioned above &(z1(t)), £(x2(t)), -.- are independent for any fixed 1 (t), z2(t), ...
. Then from (46) - (49) and the formula of complete probability we obtain V¢t > 0, Vj,n > 2

T ((t+1)520 (1) = 25 (E+1)) =
Tn (8) Qr - P (§(2a(t)) = 2) - P(Sn1(t) =7 —2) +
Tn (1) Q- P (§(2a(t)) = 2) - P (Spa(t) =5 - 1) +
Tn (8) Q1 - P (§(2a(t)) = 1) - P (Sn- () -1

From lemma 18 it follows that there exists Ny > 0 such that for any ¢ > 0,n > Ny, j > 2,6,
0<o<i

(50)

IP(Snalt) == 1) = P(Snal)) =j=2)| < <, €50 (1)

Hence from (50) we obtain

P(Snoa(8) = § = D () (Qua (2 (1)) + Qup (2 (1)) + Qo (2 (1)) — 57 (1) @ <

T (t+ Liza(t) = 2t +1)) <

. _ C
P(Sn-1(t) = J = D) (1) (Qua (2 (1) + Qup (zn (1)) + Qrp (20 (1)) + =5 T (1) Qr (52)
where Cy > 0, p(z,(t)), ¢(z,(t)) were defined above in (45).
It is clear that
J
Tit+1)= > w(t+ Lz, (t) =z (t+1) (53)
n=[3j/2]
We would like to estimate 7; (¢ + 1). Let for any j > 0,n > 1:
A(j) == {n: |ES, 1(t) — j| < (n—1)3%0} (54)
and
B(j) :={n:|ESn_1(t) — j| > (n —1)7+7}
We need the following auxiliary lemma.
Lemma 21 There exists Jo such that for all t,j5 > Jy :
#A(j) < cjrtt, e>0 (55)
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Proof. It is sufficient to prove that
#{n: |BS,(t) — | <n3+0} < i3+, >0 (56)

It is obvious that fro any n > 0 there exists C = C(n), 1 < C < 2 such that S,(t) =
Cn. Let us find from (56) estimates on n. If (56) holds then |ES,(t) — j| < n3+?, hence
|Cn — j| < n2t® and

Cn —nztt <j<Cn 1 p2te
Let us consider

Cn—nitt <j

hence
Con it ane I _Jq T by
~n “C—np3tt C C
since n < j we get
n§é+01j%+5, Ci>0 (57)
The estimate
n> L - Oyt (58)

can be obtained quite similarly. From (57) and (58) we get
#{n : |ESu(t) - j| <ntt} < 20,7

]
From lemma 16 and the inequality % <n < j it follows

S w4z () = 3 (E+1)| <& (59)
n€B(j)
where
i\
e =cj -exp{— (5) },e>0 (60)

From (55 ) and the inequality % < n < j it is obvious that

C
Y T ()Qr <éf (61)

neA(4)
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where
e = ¢t >0 (62)
Put
gj=¢;+¢; (63)

and let €; ve the vector of length |S| with components €;. From (60)-(63) it is clear that

1
gj = 0if j = 00,6 < (64)

From (53) , (52) , (59), (61) and (63) we get

D (P(Snoa(t) = j = DT (1) (@14 (2a (1)) + Qup (24 (1) + Qrp (wn (1)) — &5

neA(j)

IN

<7(t+1)< (65)

< D (P(Sn-1(t) =5 — 1) () (Q1d (zn (1) + Qup (2n () + Qup (2 (1)) +E;

neA(j)

And by analogy
D (P(Snca(t) =5 — 2)Fn (t) (Q1q (wn (1) + Qup (2 () + Qrp (x4 (1)) —Ej1 <

neA(j—1)

<71 (t+1)< (66)

< D (PSaa(t) = — 27 (1) (Q1g (2a (1)) + Qup (2n (1) + Qrp (x4 (1)) + 851
neA(j—1)
From (51) and (66) it follows

Y (P(Su-1(t) = j = D)Tn (1) (Q1g (2a (1)) + Qup (24 (1)) + Qrp (24 (1)) — €751 <

n€A(j—1)

IA
3|

1 (t+1) < (67)
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< Y (PSa-1(t) = j = DT (£) (Q1g (20 () + Qup (2n (1) + Qrp (2 (1)) + 71

neA(i-1)

where

Tia= Y 0@ () + Qoo () + Qe (n (0) 4551 (69

neA(j-1)
From (55), (60), (62), (63) and (68) it is evident that
e 1< Coj 3 S 0when j — 00 Cy >0 (69)
Let
e'j1 = [e'jl (70)
Let us estimate |7; () — 7;—1 (t) | taking into consideration (65) and (67)
7 () =1 (B)| < &j +e'j-1 +

| > (P(Snoa(t) = j = 1)7n (£) (Qua (zn () + Qup (2 (1)) + Qrp (2 (1)) —

neA(j)

Y (P(Sua(t) =5 = U () (Qua (2 (1) + Qup (2 (1) + Qrp (2a (1)) | =

neA(j—1)

| Z (P(Snfl(t) = .7 - 1)fn (t) (qu (mn (t)) + le (xn (t)) + QT‘p (xn (t)))) -

neA\A(G-1)

Yo (P(Sn-1(t) =i = V)T (8) (Qua (@n (1) + Qup (zn (1)) + Qrp (x4 (1)) | +

neA(F-1)\A(®J)

+ej+e' i (71)

If either n ¢ A(j) or n ¢ A(j — 1) then |[ES, ((t) — j| > en?*9 ¢ > 0 and we can apply
lemma 16. Then from (71) and the obvious inequality 2 < n < j we obtain:

T () =7 1 (t)| <c-j-exp{—c15®} +ej+¢€'5.1, ¢,e1 >0
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Taking into consideration (69), (70) and (60), (62), (63) we get from (71): there exists Jy > 0
such that fro any j > Jy :

75 (t) =71 (8)| < €524, ¢ >0
The lemma 19 is proved.

Lemma 22 For almost all parameters, for any o € S* there exist Ty, Jo > 0 such that for
allt > To, all j, Jo<j,6,0<6<§:

|P§‘a|) (ast) — p§‘fl') (a5t)| < Cji 3% 0>0 (72)

Proof. The case |a| = 1 was considered in lemma 19. The proof for the case |a| > 1 is
completely similar to the proof for the case |a| = 1, but it needs a new notation. We give
only a schema of the proof for the case |a| = 2.

Recall that for any z,y € S and any functions f: S — R,g: S x § — R we put

(Af) (z,9) =D F(2) P(z > ay) (73)
z€S
(9(~)A®B)(z,9):= Y g(m,n)A(m,z)B(n,y) (74)
m,neSs

where A, B are S x S-matrices. We need also the following notations. Let a = s12, where
81,82 € 9, then for any t > 0,5 € ZT put

i1 (81,82) = P (0 (8) = 51,2041 (1) = 52) = p\7 (51,

We can write the recurrent equation on 7%}
lemma (Sn (t)a g(xz(t))a etc.)

We define ﬂ;j]—-_l‘_l (81,82;2n (t) = z; (t + 1)) equal to

1 now. We shall use the notation of the previous

P(zj(t+1) =s1,2541 (t+1) = sa;520 (1) = ;5 (t+ 1)),

i.e. it is the distribution of (z; (t + 1),z;41 (¢ + 1)) when z; (¢t + 1) was born from z,, (t).

At first, we find 71';—;}'_1 (,32n (¢) = x; (t + 1)) ( see Fig.1):

Tk (5@ (8) = 25 (t+1)) =

Trn41Q1 ® QLP (E(za(t) = 1) P (§(@n41(t)) = 1) P (Sp-1(t) = j — 1) +

Trn41Q1 ® QP (§(@n (1)) = 1) P (§(wnt1(t) = 2) P (Sua(t) =5 — 1) +
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Trn41@r @ QLP (E(zn(t) = 2) P (E(2n41(t)) = 1) P (Sn-1(t) = j — 2) +
Trm41@r ® QP (§(@n (1)) = 2) P (§(wnt1(t) = 2) P (Su-a(t) =5 —2) +
(Amn (1) P (§(zn(t)) = 2) P (Sna(t) =5 — 1) ~
~ i1 P (Sn1(t) = 5 = 1) [Q1q (25 (1)) ® Qg (wns1 (1) +
Q1q(zn () ® Qup (Zny1 (1) + Qrp (2n (1) © Q1q (2n41 (1)) +

Qrp (2 (1) ® Qup (Tnt1 ()] + Amry, (8) P (Sna(t) =5 — 1) (75)

where we applied (51) and the obvious inequality L <n <.

AN Z T (2 (8) = @y (E+1) (76)
n=[j/2]

Further on, we should estimate |7/}, —m!17 ;| 5|, where for all matrices A = {A(s1,52), 51,8 €

S} |A| = max,, 5,e5 |A(s1,82)|. This part of the proof completely repeats the proof of the
previous lemma and we omit it. m
We finish the proof of the theorem 5 now. This proof is based on the lemmas 14 and 22.
From lemma 14 it follows that for all € > 0 there exists Ly > 0 such that for any
L>Ly,s>0:

«?i-L—\alﬂ.(lal)( )
iz T o) <6 )

Hence for all € > 0 there exists Ly > 0 such that for any L > Ly,s > 0:

+L-lal_(lal)
Yy MmN @)
L+i—[a] Temp

(a)] <e (78)

Passing to the limit ¢ — oo in lemma 22, and taking into account the theorem 1, we obtain
that there exists I = I(e, L) such that for any i > I :

k3

€
@) -7V (@) < 7 (79)
Let us choose s > I, then for any m,n € [s,s + L — |o]] :

neD @) - "D ()] < & (50)
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Hence

i=s _ pllel)
L+1-— |Oé| g (Oé)

‘ZS+L—0¢|7TE|‘1|)(Q) -. (81)

From (78) and (81 ) we get
‘nga‘)(a) - wg\;;;)(a)‘ < 2%

Thus lim;_, o w,ﬁ‘“')(a) exists and the theorem is proved. m
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