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Abstract: Model-checking is a popular technique for verifying finite-state concurrent
systems, the behaviour of which can be modeled using Labeled Transition Systems
(Ltss). In this report, we study the model-checking problem for the modal p-calculus
on acyclic Lrss. This has various applications of practical interest such as trace
analysis, log information auditing, run-time monitoring, etc. We show that on acyclic
Ltss, the full u-calculus has the same expressive power as its alternation-free fragment.
We also present two new algorithms for local model-checking of p-calculus formulas on
acyclic Lirss. Our algorithms are based upon a translation to boolean equation systems
and exhibit a better performance than existing model-checking algorithms applied
to acyclic Lirss. The first algorithm handles p-calculus formulas ¢ with alternation
depth ad(p) > 2 and has time complexity O(|p|* - (|S| + |T|)) and space complexity
O(|)* - |S]), where |S| and |T'| are the number of states and transitions of the acyclic
Lts and |p| is the number of operators in ¢. The second algorithm handles formulas
¢ with alternation depth ad(¢) = 1 and has time complexity O(|p| - (|S]|+ |T'])) and
space complexity O(|p] - |S]).
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Vérification a la volée du mu-calcul modal sur des
systemes de transitions étiquetées sans circuit

Résumé : La vérification énumérative (model-checking) est une technique largement
utilisée pour valider les systéemes concurrents a nombre fini d’états, le comportement
desquels peut étre modélisé au moyen de systemes de transitions étiquetées (STESs).
Dans ce rapport, nous étudions le probleme de la vérification des formules du p-calcul
modal sur des STEs sans circuit. Ce probleme a diverses applications d’intérét pratique,
comme l'analyse de traces, 'audit d’informations de sécurité, le suivi en temps-réel,
etc. Nous montrons que, sur des STEs sans circuit, le p-calcul complet possede la
méme expressivité que son fragment d’alternance 1. Nous présentons également deux
nouveaux algorithmes pour la vérification a la volée des formules du p-calcul sur des
STEs sans circuit. Nos algorithmes sont basés sur une traduction vers des systemes
d’équations booléennes et présentent de meilleures performances que les algorithmes de
vérification existants appliqués a des STEs sans circuit. Le premier algorithme permet
de traiter des formules ¢ du p-calcul d’alternance ad(yp) > 2 avec une complexité
O(l)*- (|S| +|T)) en temps d’éxecution et O(|¢|* - |S|) en espace mémoire, ot | S| et
|T'| dénotent le nombre d’états et de transitions du STE sans circuit et |¢| dénote le
nombre d’opérateurs de . Le deuxieme algorithme permet de traiter des formules ¢
d’alternance ad(p) = 1 avec une complexité O(|¢| - (|S|+|T])) en temps et O(|¢|-|S])
en mémoire.

Mots-clés : logique temporelle, mu-calcul, spécification, systeme de transitions
étiquetées, vérification
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1 Introduction

Model-checking [4] is a popular approach for efficiently verifying the correctness of
concurrent finite-state systems. This approach proceeds by translating the system
into a finite model, represented as a state transition graph, also known as a Labeled
Transition System (LTs), on which the desired correctness properties, expressed in
temporal logic, are verified using specific model-checking algorithms. Depending on
the way in which they handle the construction of the LTs, model-checking algorithms
can be divided in two classes: global algorithms, which require to construct the LTS
completely before starting the verification, and local algorithms, which allow to con-
struct the LTS in a demand-driven way during verification. The latter algorithms are
able to detect errors even if the Lirs cannot be entirely constructed (e.g., because of
insufficient computing resources).

Although model-checking has been mainly used for verifying concurrent systems
(communication protocols, distributed applications, hardware architectures), the un-
derlying techniques and algorithms are useful in other contexts as well. In particular,
several problems related to the analysis of sequential systems can be formulated as
model-checking problems on single trace LiTSs: intrusion detection by auditing of log
file information, as in the USTAT rule-based expert system [14], in which security
properties of log files are encoded as state transition diagrams; trace analysis for pro-
gram debugging, as in the OPIUM trace analyzer for Prolog [9], which uses a dedicated
language to describe trace queries; and run-time monitoring by observation of event
traces in real-time, as in the MOTEL monitoring system [7], which uses LTL [20] to
express test requirements and to synthesize observers. When analyzing sequential
systems, it appears that existing model-checking algorithms can be optimized signifi-
cantly, especially by reducing their memory consumption, which is crucial for scaling
up to larger systems. Therefore, optimizing the performance of model-checking algo-
rithms on sequential systems becomes an interesting issue, with applications in all the
aforementioned domains.

In this report, we consider the problem of model-checking temporal properties
on acyclic Lrss (ALTSs), which contain traces as a particular case. As regards the
property specification language, we adopt the modal p-calculus [16], a powerful fixed
point-based temporal logic that subsumes virtually all temporal logics defined in the
literature (in-depth presentations of modal p-calculus can be found in [19, 3, 23]).
Various global [10, 5, 6] and local [17, 1, 25, 18, 22] algorithms have been proposed for
model-checking p-calculus formulas on arbitrary LTsSs. However, as far as we know,
no attempt has been made to optimize these algorithms in the case of ALTSs.

Our results concern both the expressiveness of p-calculus interpreted on ALTSs
and the underlying model-checking algorithms. We first show that the full modal
p~calculus interpreted on ALTSs has the same expressive power as its alternation-free
fragment [10]. Our result is based upon a succinct translation (quadratic blow-up
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4 R. Mateescu

of the formula size) from full p-calculus to guarded p-calculus [16], followed by a
reduction to alternation-free p-calculus. Together with the linear-time complexity
results for alternation-free p-calculus [6], this yields a model-checking procedure for
the full p-calculus on ALTSs which is quadratic in the size of the formula (number of
operators) and linear in the size of the ALTS (number of states and transitions).

We also propose two local model-checking algorithms for p-calculus on ALTSs based
upon a translation to boolean equation systems (BESs) [19]. The first algorithm han-
dles full y-calculus formulas and has a time complexity O(|¢|*- (|S|+|T])) and a space
complexity O(|p|*-|S|), where || is the size of the formula and |S|, |T'| are the number
of states and transitions in the ALTS. The second algorithm handles only alternation-
free formulas and has a time complexity O(|¢| - (|S| 4+ |7|)) and a space complexity
O(J¢| - |S|). Both algorithms exploit the particular structure of the underlying BES
to avoid storing ALTS transitions and thus to achieve a lower space complexity than
existing local model-checking algorithms [1, 25, 18, 8] executed on ALTSs.

The report is organized as follows. Section 2 defines the modal p-calculus and its
guarded fragment, and presents the simplification results for p-calculus formulas on
AvLTSs. Section 3 describes the local model-checking algorithms for full p-calculus and
alternation-free p-calculus on ALTSs. Section 4 gives some concluding remarks and
directions for future work. Finally, Annex A contains proofs of the technical results.

2 Modal Mu-Calculus and Acyclic LTSs

In this section we study the expressiveness of p-calculus formulas interpreted on acyclic
Lrss, our goal being to simplify formulas as much as possible in order to increase the
efficiency of model-checking algorithms. We first define the syntax and semantics of
the modal p-calculus, then we propose a succinct translation of the p-calculus to its
guarded fragment, and finally we present the simplification results obtained.

2.1 Syntax and Semantics

As semantic models, we consider labeled transition systems (LTss), which are suitable
for action-based description languages such as process algebras. An LTS is a tuple
M = (S, A, T,sy), where: S is a (finite) set of states; A is a (finite) set of actions;
T C S x A xS is the transition relation; and sg € S is the initial state. A transition
(s1,a,82) € T (also noted s; % s5) means that the system can move from state s,
to state sy by performing action a. The notation s; — s, means that there exists a
sequence of (0 or more) transitions leading from s; to sy. All states in S are reachable
from sq via sequences of transitions in 7" (sg S sforallse S ). If T" does not contain
cycles, M is called an acyclic LTs (ALTS). In the sequel, we assume the existence of
an Lts M = (S, A, T, sg) on which all temporal logic formulas will be interpreted.

INRIA
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The p-calculus variant we consider here (see Table 1) consists of action formulas
(noted «) and state formulas (noted ). Action formulas are built from actions a € A
and standard boolean operators (this is a slight extension w.r.t. the original definition
of p-calculus [16], in which action formulas were restricted to simple actions). State
formulas ¢ are built from propositional variables X belonging to a set X', standard
boolean operators, possibility and necessity modal operators («) ¢ and [a] ¢, minimal
and maximal fixed point operators uX.p and vX.p. The p and v operators act as
binders for propositional variables in the same way as quantifiers in first-order logic.
In the sequel, we will use the symbol ¢ to denote p or v. For a fixed point formula
© = o0X.¢, the subformula ¢’ is called the body of .

Table 1: Syntax and semantics of the modal p-calculus

Syntax (X € X are propositional variables):

a == F|TlaloyVar|aiANay | ~a
o = FITloVe o Ap [{a)ellale | X | pXe|vXe
Semantics (p : X — 29 are propositional contexts):
[F] =0 [oa Vo] = [aa] Ules]
[[T]] = A [[Oél A 062]] = [[Oél]] N [[042]]
[a]l = {a} [~a] = A\[d]
[Flp = 0
[Tlp = S
[ V] = leilpUlee]p

p
p
p
p = [elpnle2]p
p = {s€S|3s>s eTaca] s e]|o]p}
p = {s€S|Vs>seTaca] =5 €] p}
p = p(X)

p = MNUCS|elplU/X] C U}
[vX.olp = UUCS|UC [l plU/X]}

The interpretation [a] C A of an action formula « yields the set of LTS actions
satisfying . The interpretation [¢] p C S of a state formula ¢, where p : X — 29 is
a propositional context assigning state sets to variables, yields the set of LTS states
satisfying ¢ in the context p (p[U/X] denotes a context identical to p except for
variable X, which is assigned state set U). The (a) ¢ and [o] ¢ modalities characterize
the states for which some (resp. all) outgoing transitions whose actions satisfy « lead
to states satisfying ¢. The puX.p and v X.¢ formulas characterize the states satisfying
the minimal (resp. maximal) solution over 2° of the equation X = ¢.

RR n° 4430



6 R. Mateescu

Definition 1 (free and bound variables) Let ¢ be a state formula. The sets fu(p)
and bv(p) defined inductively below denote the free variables and the bound variables
of p, respectively.

| @ [ Jo(p) | bu(p) |
F,. T 0 0
01V @2, 1 Ao || fuler) U fo(ws) | bu(pr) U bu(ps)
(@) ¢, [a] @ fu(p) bu(p)
X {X} 0
pX.p, vX.p fule) \ {X} bu(p) U{X}

A formula ¢ such that fv(¢) = 0 is said closed. A formula ¢ such that fo(p)Nbv(p) =0
is said to be in normal form, i.e., it does not contain variables which are both free and
bound. In the sequel, we consider only state formulas in normal form.

Let ¢, ¢ be state formulas and X be a propositional variable. The expression
vl¢’/X] denotes the syntactic substitution of every free occurrence of X in ¢ by ¢’
The following lemma (proven in Annex A.1l) states that if ¢’ does not contain free
variables that may become bound in ¢[¢’/X], the interpretation of p[p’/X] can be
calculated using the interpretations of ¢ and ¢'.

Lemma 1 Let ¢, ¢ be state formulas such that bv(p) N fu(p’) = 0. Then:

[ele’ /X1 p = [l pll¢] p/ X]

for any propositional variable X and any propositional context p.

Let 0X.¢ be a fixed point state formula. The expression ploX.p/X] is called
the unfolding of 0 X.p. The following proposition states that unfolding of fixed point
formulas preserves their interpretation.

Proposition 1 Let 0 X.p be a state formula. Then:

[ploX.p/X]] p=[oX.p] p

for any propositional context p.

Proof By Definition 1, we have bv(¢) N fo(cX.¢) = bv(e) N (fu(e) \ {X}) C bv(e) N
fu(p), which is empty because we assumed that ¢ is in normal form. By applying
Lemma 1, we obtain [plc X.¢/X]] p = [¢] [[cX.¢] p/X], which by interpretation of
fixed point formulas (Table 1) and Tarski’s theorem [24] is equal to [0 X.¢] p. 0

In the sequel, for closed state formulas ¢ we will simply write [¢], since the inter-
pretation of these formulas does not depend upon any propositional context. An LTS
M = (S, A, T, sg) satisfies a closed state formula ¢ (noted M = o) iff [¢] = S.

INRIA
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2.2 Reduction of Full Mu-Calculus to Guarded Mu-Calculus

In order to simplify the interpretation of modal p-calculus on ALTSs, we must first
translate all fixed point formulas o X.¢ to guarded form [16, 26]: all free occurrences
of X in ¢ must be guarded, i.e., in the scope of a (.) or [.] modality. The translations
proposed in [16, 26] require repeated transformations of subformulas to conjunctive
normal form, leading to an exponential blow-up of the formula. We present in this
section a more succinct translation to guarded form, which (by using factorization
of common subformulas) yields only a quadratic blow-up. This translation is purely
syntactic, i.e., it does not depend upon the structure of the Lts M = (S, A, T, sg) on
which formulas are interpreted.

The definition below introduces the notions of guardedness and weakly guardedness
of a state formula ¢ w.r.t. a set of propositional variables X'. Intuitively, a formula ¢
weakly guarded w.r.t. {X} allows unguarded occurrences of X only at top-level, i.e.,
outside any fixed point subformula of ¢.

Definition 2 (guarded and weakly guarded formulas) Let ¢ be a state formula
and X be a set of variables. ¢ is called guarded (resp. weakly guarded) w.r.t. X iff it
satisfies the predicate g(p, X) (resp. wg(p, X)) defined inductively below. ¢ is called
guarded iff it satisfies g(ip, ().

| 0 | 9(p, X) | wy(p, X) |
F, T T T
01V 2, o1 Aa || gler, X) A glpa, X) | wg(er, X) A wg(pa, X)
() @, [a] ¢ 9(»,0) 9(,0)
X XX T
pX.p, vX.p glp, X U{X}) glp, X U{X})

Examples of unguarded formulas can be obtained by translating in p-calculus certain
regular modalities of PDL [12]. For instance, the p-calculus formula below, produced
by translating the PDL formula ((a|b*)*.c) T, is unguarded w.r.t. {X}:

pr=pX.(( TV (@) XV pY (X V(H)Y))

To make this formula guarded, we must eliminate the unguarded occurrence of X
contained in the pY-subformula. The first step is to bring this occurrence at the top-
level of the body of ;. This is done by unfolding the pY -subformula, resulting in the
formula below, whose body is weakly guarded w.r.t. {X}:

pa = pX.(() TV (@) X V(X V() pY.(X V() Y)))

The second step is to eliminate the top-level unguarded occurrence of X. This is done
using the syntactic transformation below, which replaces, in a formula pX.p (resp.
vX.p), all unguarded occurrences of X at the top-level of ¢ by F (resp. T).

RR n° 4430



8 R. Mateescu

Definition 3 (flattening) Let ¢ be a state formula, X be a variable, and o € {u, v}.
The formula f(p, X, o) defined inductively below is called the flattening of ¢ w.r.t. X.

[ e ] flp, X, 0) | ¢ ] fp,X,0) |
F F T T
901\/902 f(%abXaO—)vf(@QaX?O—) 901/\902 f(%abXaO—)/\f(SO%XaO—)
(e |[{a)yp lafe | la]y
Y Y (if Y #X) X if o = p then F else T
uY.p Y. vY.p vY.p

By flattening the formula ¢y, we obtain the guarded formula below:
s = HX((c) TV (a) X V (FV {b) n(X V (B) V)

This formula can be translated back to the PpL modality ((a|(b.0))*.c) T, which is
equivalent to the initial formula ((a|b*)*.c) T.

The following results (Lemma 2 is proven in Annex A.2) establish that flattening
of fixed point formulas preserves their interpretation.

Lemma 2 Let ¢ be a state formula, X be a variable, and U C S. Then:
[f (o, X, )] plU/X]OU C [e] plU/X] € [f (9, X, )] plU/X]UU

for any propositional context p.

Proposition 2 Let 0 X.p be a state formula. Then:

[cX.elp=[oX.f(p, X 0)]p
for any propositional context p.

Proof We prove only the case 0 = pu, the other case being similar. Since some
occurrences of X in ¢ have been replaced by F in f(¢, X, i), it follows by mono-
tonicity that [uX.f(e, X,pw)]p C [uX.¢]p. To show the converse, let U C S
such that [f(e, X, )] p[U/X] € U. Using Lemma 2, this implies [¢] p[U/X] C
[f (o, X, )] plU/X]UU = U. This further implies {U C S| [f(¢, X, )] p[U/X] C
U} C{U C S| [¢] plU/X] C U}, which by interpretation of formulas (Table 1) yields
[nX-olp={U € 5| [e]plU/X] C Uy U S S| [fle, X, )] plU/X] C U} =
[uX. [0, X, )] p- O

The syntactic transformation defined below, consisting of two mutually recursive
functions ¢t and t’, reduces state formulas to guarded form. These functions implement
the transformation outlined in the previous example when ¢, was translated to s:
for every fixed point formula oX.p, the unguarded occurrences of X are brought
to the top-level of ¢ using #'(¢) and then they are eliminated by flattening using
f(t' (), X,0). By applying t'(p), all fixed point subformulas of ¢ that are not in the
scope of a modality are unfolded.

INRIA
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Definition 4 (translation to guarded p-calculus) Let ¢ be a state formula. The
functions t and t' defined inductively below translate @ to guarded form.

[ e ] t(y) | () |
F F F
T T T
o1V pa | tpr) Vi(p2) t'(p1) V' (p2)
o1 A | tpr) At(p2) (1) At (p2)
(e || () tlp) (@) t(p)
[a] [a] t(p) [a] ()
X X X
oX.p || o X f(t'(p), X,0) | [t (), X,0)[cX.f(t(p), X,0)/X]

The interested reader can easily check that ¢(¢1) = ¢3. The syntactic and semantic
properties below (Proposition 3 is proven in Annex A.3) establish that the transfor-
mation t (resp. t') indeed reduces formulas to guarded (resp. weakly guarded) form
while preserving their interpretation.

Proposition 3 Let ¢ be a state formula. Then:

g(t(e),0) A wg(t' (@), fu(p)).

Proposition 4 Let ¢ be a state formula. Then:

for any propositional context p.

Proof By structural induction on ¢. We prove only the case ¢ = o0X.p;, the
other cases being straightforward. By Definition 4 and Proposition 1, we have
[V (X0l p = LF(E (o), X, o)loX-f(E (1), X, 0)/X]]p = X f(E(1), X,0)] p =
[t(cX.01)] p. From Proposition 2 and the induction hypothesis, it follows that
[oX. (' (e1), X, o)l p = [0 X ' (01)] p = [0 X 1] p. O

We conclude this section by an estimation of the size |t(¢)| (number of operators
and variables in t(¢)). The application of ¢(¢) consists of flattening and unfolding steps
performed in a bottom-up manner on the fixed point subformulas of . Flattening does
not change the size of formulas, since it simply replaces some occurrences of variables
by constant boolean operators. A direct implementation of fixed point unfolding would
yield, for each 0 X.¢’ subformula of ¢, a size |f(t'(¢), X, 0)[c X.f(t'(¢), X,0)/X]| <
£ (), X, 0)[> = [t'(¢")]?, leading to an overall size |t(¢)| < |p|*1?.

A refined implementation of unfolding by wusing factorization of com-
mon subformulas would yield, for each oX.¢ subformula of ¢, a size

RR n° 4430



10 R. Mateescu

FE), X, ) o X-F(# (), X, 0)/X]| = |F(#(), X, 0)] + [0 X-f (), X, 0)|. Note
that the second summand above appears only once for each subformula o X.¢’: since
f(t'(¢'), X, 0) is guarded w.r.t. {X} (see the proof of Proposition 3 in Annex A.3), all
fixed point subformulas o X.f('(¢'), X, o) substituted for X in f(#'(¢’), X, o) will oc-
cur in the scope of modalities and will remain unchanged during later flattening steps.
In this way, each fixed point subformula of ¢ will be duplicated only once (when it is
unfolded) and reused in later steps, leading to an overall size [t(p)| < |¢|*.

The translations to guarded form proposed in [16, 26] perform the flattening of a
formula o X . by converting ¢ to conjunctive normal form (considering modal and fixed
point subformulas as literals) before replacing the top-level unguarded occurrences of
X in ¢ with F or T. This yields a worst-case exponential size of the final formula,
even if a factorization scheme is applied.

2.3 Simplification of Guarded Mu-Calculus on ALTSs

We show in this section that guarded p-calculus formulas can be considerably simplified
when interpreted on ALTss M = (S, A, T, so), thus increasing the efficiency of model-
checking. For technical reasons, we need to use the negation operator (—) on state
formulas. The negation of a state formula ¢, noted —¢, is interpreted in a context
pas [~¢]p = S\ [¢]p. For the sake of simplicity, we did not use the negation
operator in the definition of p-calculus given in Section 2.1. In the presence of negation,
to ensure a well-defined interpretation of fixed point formulas, we must impose the
syntactic monotonicity condition [16]: in any fixed point formula pX.p or vX.p, all
free occurrences of X in ¢ must be in the scope of an even number of negations. Using
duality (see below), any syntactically monotonic formula can be converted in positive
form, i.e., an equivalent formula without negation operators.

The dual of a state formula ¢ w.r.t. a set of propositional variables {X1, ..., X, }
is the negation of ¢ in which all free occurrences of Xj,..., X, are replaced by
=X, ...,mX,, respectively. However, to facilitate the reasoning by structural induc-
tion, we prefer an inductive definition of dual formulas.

Definition 5 (dual formulas) Let ¢ be a state formula and let X = {X, ..., X,,}
be a set of propositional variables. The formula d(p, X) defined inductively below is
called the dual of ¢ w.r.t. X.

[ e ] d(, X) | e ] d(, X) |
F T T F
01V | d(p1, X) Ad(p2, X) || o1 A s | d(p1, X) V d(pg, X)
(@) | [a]d(p, X) [a]o | (@) d(p, X)
X X ifXeX X X f X g X
uX.p | vXdp, XU{X}) | vXe | pXdp, XU{X})

INRIA



Local Model-Checking of Modal Mu-Calculus on Acyclic LTSs 11

Proposition 5 Let M = (S, A, T, s¢) be an LTS, ¢ be a state formula, and X4, ..., X,
be propositional variables. Then:

S\ [l p = [d(p, { X1, s X D] pl(S\ p(X1))/ X1, oo, (SN p(Xn))/ X

for any propositional context p.

Proposition 5 (proven in Annex A.4) allows in particular to derive the duality
between minimal and maximal fixed point formulas: S\ [uX.¢] p = [d(uX.0,0)] p =
[vX.d(¢,{X})] p. Lemma 3 (proven in Annex A.5) states a more involved property
about dual formulas interpreted on ALTSs: every state s satisfying both a formula and
its dual is the origin of a particular transition sequence s = s'.

Lemma 3 Let M = (S, A,T,s0) be an ALTS, ¢ be a state formula, Xi,..., X, be
propositional variables, Ay, By, ..., Ay, B, C S be state sets, and Y C {Xy,..., X,,} be a
set of variables such that g(p,)). Then:

Vs € [@] plA1/ X1, .., A/ Xu] N [d(@, { X0, .o Xa D] p[B1/ X1, ..y Bu/ X2 -
Jie[l,n] . I € AiNB;.s S5 SN(X; €Y =5 #5)

for any propositional context p.

Theorem 1 gives a characterization of ALTSs by means of guarded p-calculus for-
mulas: ALTSs are precisely those LTss on which minimal and maximal guarded fixed
point formulas have the same interpretation.

Theorem 1 (characterization of acyclic LTSs) Let M = (S, A, T, sq) be an LS.
M is acyclic iff, for every state formula ¢ and every propositional variable X such
that g(p,{X?}), the following equality holds:

[uX. o] p=[vX.¢] p

for any propositional context p.

Proof If. Let M = (S,A,T,sg) be an Lirs, and consider the formula ¢ = [T] X,
which obviously satisfies g(¢,{X}). By hypothesis, we have that [uX.[T]X] =
[vX.[T] X] = S. This means M = puX.[T] X, ie., for every state s € S, all out-
going transition sequences are finite. Hence, M is acyclic.

Only if. Let M = (S, A, T, so) be an ALTS, ¢ be a state formula, and X be a propo-
sitional variable such that g(¢, {X}). We show that [vX.¢] p\ [#X.¢] p = 0 for an ar-
bitrary propositional context p. Using the duality between minimal and maximal fixed
points, this equality can be rewritten as [V X.¢] pN[vX.d(¢, {X})] p = 0. We note A =
[vX.¢] pand B = [vX.d(¢,{X})] p. By unfolding the fixed point formulas and apply-
ing Proposition 1, the above equality becomes [] p[A/X] N [d(p, {X})] p[B/X] = 0.
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Suppose this equality does not hold, and let s € [¢] p[A/X]N[d(e,{X})] p[B/X].
By applying Lemma 3, and since g(p, {X}) by hypothesis, this implies s = ', where
€ AN B = [¢] plA/X] N [d(e, {X})] p[B/X] and s # s. Thus, from every state
s € AN B, there is a non empty transition sequence to another state s € AN B.
Since the state set AN B is finite, this means there is a cycle between states in AN B
(contradiction with M acyclic). O

The practical consequence of Theorem 1 is to allow the simplification of guarded
state formulas interpreted on ALTSs by converting all occurrences of maximal fixed
points into minimal fixed points (or vice-versa, which would yield an equivalent sim-
plification). The resulting formulas ¢ are alternation-free [10] because they do not
contain mutually recursive minimal and maximal fixed point operators. Consequently,
the model-checking of these formulas on ALTss M = (S, A, T, s¢) has a time and space
complexity O(|g| - (|S]+ |T7)) [6].

Together with the translation to guarded form given in Section 2.2, the reduction
provided by Theorem 1 yields a time and space complexity O(|o|*- (|S|+|T])) for the
model-checking of arbitrary u-calculus formulas on ALTss. However, by exploiting the
absence of cycles in the ALTS and the guardedness of the formulas, we can improve
the space complexity of model-checking to O(|¢|” - |S]), as shown in the next section.

3 Local Model-Checking on Acyclic LTSs

After applying the translation to guarded form and the simplification defined in Sec-
tions 2.2 and 2.3, we obtain simplified guarded state formulas ;1 X.¢ that contain only
minimal fixed point variables’. We develop our local model-checking algorithms for
these formulas by adopting an approach that has been used for model-checking the
alternation-free p-calculus [1, 25, 18, 8, 21]. The approach consists of translating the
verification problem to the local resolution of a boolean equation system, which is per-
formed by on-the-fly exploration of the dependency graph between boolean variables.

3.1 Translation to Boolean Equation Systems

We encode the model-checking problem of a guarded simplified formula ;¢ X.p on an
ALTS by using boolean equation systems (BEss) [19]. A (simple) BESs (see Table 2) is
a system of minimal fixed point equations {z; = 0p;Z; }1<;<, whose left-hand sides are
boolean variables z; € Z and whose right-hand sides are pure disjunctive or conjunctive
boolean formulas. Empty disjunctions and conjunctions are equivalent to F and T,
respectively. The interpretation of a BES w.r.t. a boolean context § : Z — {F, T} is
the minimal fixed point of a vectorial functional Ws defined over {F, T}".

L Any formula ¢ can be converted to the form pX.p, where X is a “fresh” variable.
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Table 2: Syntax and semantics of BESs

{Zz‘ = 0pz'Zz‘}1§z‘gn
where op, € {V,A}, Z; C Zforalll1 <i<mn

[op{z1, ... 2p}]6 = 6(21) op;...op; 6(2p)
[{2i :gpizi}lgign]] 0= uVs

where W : {F, T} — {F, T}",

Ts(b1, -y b0) = ([op; Zi] 8[01 /21, s 0/ 2] )1 <in

The function h; defined below constructs a BES encoding the model-checking prob-
lem of a guarded simplified formula pX.p on an ALTS. For each subformula ¢’ of ¢
and each s € S, the BES defines a boolean variable Z, ; that is true iff s satisfies ¢'.
The auxiliary function hy(¢’, s) produces the boolean formulas on the right-hand sides
of the equations, by introducing extra variables in order to obtain purely disjunctive
or conjunctive formulas.

Definition 6 (translation to BESs) Let M = (S, A,T,s) be an ALTS and puX.p
be a closed simplified guarded formula. The translation hi(uX., s) defined below yields
a BES encoding the satisfaction of uX.p by a state s € S.

‘ ¥ H hl((ﬂ, 8) ‘ h2(9078> ‘
F {} V0
T A0
P1 \% P2 {Zsol,s = h2(9017 3)7 Zcpz,s = hQ(QOQa 3)} U Zgol,s vV Zcpg,s
1A @2 | hi(pr, ) Uhi(pa,s) Zigrs N Zigy s
(o) @ {Zys,s = ha(p,s) |s % s Aac€fa]}U V{Z,.s | s5 s Na€a]}
[a] ¢ hi (e, 8) MZps | s = s Na € a]}
X {} Zx.s
pXp [ {Zx,s = ha(p, s)} U hi(p, s)

The size of the resulting BES is linear in the size of the formula p©X.p and the size of the
AvLTs: there are at most || - |S| boolean variables and |¢| - (|S|+|7"|) operators on the
right-hand sides. The functions h; and hy are very similar to other translations from
fixed point formulas to BESs given in [6, 1] or [19, chap. 2]. The following proposition
(which can be proven using Bekié¢’s theorem [2] and the isomorphism between (2%)"
and {F, T}*I" sce e.g., [1, 19]) states that the local model-checking problem of puX.¢
on the initial state of M = (S, A, T, s¢) can be reduced to the resolution of variable
Zx s, in the BES hy (1 X ¢, s).
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14 R. Mateescu

Proposition 6 Let M = (S, A, T,sy) be an ALTS and uX.p be a closed, simplified
guarded formula. Then:

[uX @] ={s €S| ([h(uX.¢,8)])xs =T}

Note that during the translation given in Definition 6, the transitions s % s’ are
traversed forwards, which enables to construct the ALTS simultaneously with the BES
in a demand-driven way.

3.2 Local Resolution of BESs

For developing our resolution algorithm, we use a representation of BESs as boolean
graphs [1], which provide a more intuitive way of reasoning about dependencies be-
tween boolean variables. To each BES {z; = 0p;Z; }1<i<, corresponds a boolean graph
G = (V,E,L), where: V = {z,...,2,} is the set of wvertices (boolean variables),
E ={(z,2) | 1 <i,5 <nAz € Z} is the set of edges (dependencies between
boolean variables), and L : V' — {V, A}, L(z;) = op, is the vertex labeling (vertices are
conjunctive or disjunctive according to the operator in the corresponding equation).
The set of successors of a vertex z is noted E(z). We assume that vertices in E(z) are
ordered from (E(z))o to (E(2))|p()-1- A boolean graph is represented implicitly by
its successor function, which associates to each vertex z the set FE(z).

Note that the boolean graphs produced from BESs encoding the local model-
checking of guarded p-calculus formulas on ALTSs are acyclic (otherwise, there would
be either a cycle in the ALTS, or an unguarded occurrence of a propositional variable
in the formula).

The DAGSOLVE algorithm that we propose for the local resolution of a BES with
acyclic boolean graph is shown in Figure 1. It takes as input a boolean graph
G = (V,E, L) represented implicitly and a vertex z € V denoting a boolean vari-
able. Starting at vertex x, DAGSOLVE recursively performs a depth-first search of G
and, for each vertex y encountered, it computes its truth value v(y). A counter p(x)
indicates the next successor of x to be visited. The vertices already visited are stored
in a global set A C V' (initially empty). The exploration of the successors of x stops as
soon as its truth value can be decided (e.g., if L(z) = V, then v(z) becomes T as soon
as a successor y € E(x) with v(y) = T has been encountered). Upon termination of
the call DAGSOLVE (z, (V, E, L)), vertex z is contained in A and its final truth value
is given by v(z).

DAGSOLVE is similar in spirit with other local BES resolution algorithms [1, 25,
18, 8, 21] based upon exploration of the dependency graph between boolean variables.
Like these algorithms, DAGSOLVE has an O(|V| + |E|) time complexity, equivalent
to O(l¢| - (|S] + |T|)) in terms of the state formula and the Avrrs. However, by
exploiting the absence of cycles in G, DAGSOLVE does not need to keep track of
backward dependencies for updating the value of variables, and therefore it does not
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A = ()
procedure DAGSOLVE (z, (V, E, L)) is
v(z) :=if L(xz) = V then F else T endif;
p(z) :=0; A:= Au{z}
while p(z) < |E(z)| do
y = (E(@))p(a);
if y ¢ A then
DAGSOLVE (y, (V,E, L))
endif;
if v(y) # v(x) then
v(z) = v(y); p(z) = |E(z)|
else
p(z) = p(x) +1
endif
end
end

Figure 1: Local resolution of BESs with acyclic boolean graphs

store the transitions of G in memory. This yields for DAGSOLVE a space complexity
O(|V]), equivalent to O(|¢|-|S]), instead of O(|V|+|E|) as for the algorithms proposed
in [1, 25, 18, 8, 21| when they are applied to acyclic boolean graphs.

3.3 Handling of Unguarded Alternation-Free Mu-Calculus

To verify an alternation-free u-calculus formula ¢ on an Arurs M = (S, A, T, s¢), one
could first transform ¢ to simplified guarded form by using the translations given in
Sections 2.2 and 2.3, and then apply the DAGSOLVE model-checking algorithm given
in Section 3.2. If ¢ is already guarded, this procedure would yield a time complexity
O(le| - (JS| 4+ |T)) and a space complexity O(|p]| -]S]).

However, if ¢ is unguarded, this would yield a worst-case time complexity O(|p]” -
(|S]+T)) instead of the complexity O(|p|- (|S|+|T|)) obtained by using an existing
linear-time model-checking algorithm [1, 25, 18, 8 21]. Although unguarded formulas
seldom occur in practice, and although the blow-up caused by translation to guarded
form is often less than quadratic, the above procedure may be unacceptable in some
cases. In this section, we seek to devise a linear-time, memory efficient algorithm for
checking unguarded alternation-free formulas on ALTSs.

Unguarded propositional variables occurring in a formula pX.¢ will induce cyclic
dependencies in the corresponding BES (i.e., cycles in the boolean graph) even if the
Lrs M = (S, A, T, sg) is acyclic. However, these cycles have a rather simple structure:
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16 R. Mateescu

they contain only vertices of the form Z,, 5, Z,, s, ..., where @1, @9, ... are subformulas
of ¢ dominated by boolean or fixed point operators, and the state s remains unchanged
along the cycle. Vertices belonging to a strongly connected component (Scc) of the
boolean graph are reachable from the vertex of interest Zx ,, only through the root of
the Scc, which is always a vertex Zx s corresponding to a closed subformula pX'.¢'.
Moreover, assuming there is no factorization of common subformulas in the initial
formula puX.p, a vertex of a Scc is reachable from the root of the Scc along a single
path.

The AFMCSOLVE algorithm that we propose for solving these BESs is shown in
Figure 2. We consider here only the case of minimal fixed point BESs, the other case
being dual (every alternation-free formula can be checked by combining these two
algorithms [1, 21]). Besides an implicit boolean graph G = (V, E, L) and a vertex
x € V, AFMCSOLVE takes as input a predicate root : V' — {F, T} indicating the roots
of the Sccs of G.

AFMCSOLVE is similar to DAGSOLVE, except that the value v(x) of some vertices
x (those with an outgoing path leading to an “ancestor” vertex currently on the call
stack of AFMCSOLVE) cannot be decided upon termination of the call AFMCSOLVE
(x,(V,E, L), root). This information is recorded using an additional boolean stable(z),
which is set to T in two situations: (a) v(x) has been decided after exploring a stable
successor y € E(z); (b) v(x) has not been decided after exploring all successors in
E(z), but either no unstable successor of x has been encountered, or z is the root of a
Scc of G (in the latter case, v(x) is set to F, since G corresponds to a minimal fixed
point BES).

After deciding v(x), there is no need to propagate this value to the “descendants”
of x already explored, because these vertices will not be reached anymore in the Scc
of . Therefore, AFMCSOLVE does not need to store the transitions of G in memory,
thus achieving a space complexity O(|V|), which is equivalent to O(|¢| - |S]).

4 Conclusion and Future Work

We have shown that the full modal p-calculus interpreted on acyclic LirSs has the
same expressive power as its alternation-free fragment. We also proposed two local
model-checking algorithms: DAGSOLVE, which handles formulas ¢ with alternation
depth ad(p) > 2 and has time complexity O(|p|* - (|S| + |T|)) and space complexity
O(l¢l* - 19]); and AFMCSOLVE, which handles alternation-free formulas and has time
complexity O(|e|- (|S]+|T|)) and space complexity O(|¢|-|S|). Both algorithms have
been implemented using the generic OPEN/CAESAR environment [13] for on-the-fly
exploration of Lirss, and are integrated within the EVALUATOR 3.5 model-checker [21]
of the CADP verification toolbox [11].
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A = 0;
procedure AFMCSOLVE (z, (V, E, L), root) is
v(z) :=if L(xz) = V then F else T endif;
p(x) = 0;
stable(x) :=F;
A:=AU{x};
unstable := F;
while p(z) < |E(z)| do
Y= (E(x>)p(:ﬂ);

if y ¢ A then
ArMCSOLVE (y, (V, E, L), root)
endif;
if stable(y) then
if v(y) # v(x) then
v(z) = v(y);
p(z) == |E(z)];
stable(x) :=T
else
p(x) = p(x) + 1
endif
else
unstable := T
endif
end;

if —stable(x) then
stable(x) := —unstable V root(x);
if unstable N\ root(x) then
v(z) :=F
endif
endif
end

Figure 2: Local resolution of BESs produced from unguarded alternation-free formulas
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These results are currently applied in an industrial project involving the verification
and testing of multiprocessor architectures designed by BULL. One of the verification
tasks concerns the off-line analysis of large execution traces (about 100, 000 events) ob-
tained from intensive testing of a hardware cache coherency protocol. Several hundreds
of correctness properties, derived from the formal specification of the protocol, were
checked on the set of traces (grouped in one ALTS). Most properties were expressed
as PpL [12] formulas of the form [R;](Rs) T, where Ry and Ry are complex regu-
lar expressions encoding sequences of request and response actions. These formulas
are translated to guarded alternation-free p-calculus, simplified by replacing maximal
fixed points with minimal ones, and checked on the ALTS using DAGSOLVE. Com-
pared to standard local algorithms for alternation-free p-calculus [1, 25, 18, 8, 21|, this
procedure improves both execution time (the number of ALTS traversals is reduced)
and memory consumption (ALTS transitions are not stored).

The model-checking approach we proposed can be directly applied to other forms
of trace analysis (e.g., run-time monitoring, security log file auditing, etc.) by encoding
these problems as model-checking of temporal formulas on single trace ALTSs. More-
over, our simplification of guarded p-calculus interpreted on ALTSs (equivalence be-
tween minimal and maximal fixed points) can be useful as an intermediate optimization
step in any model-checker, by allowing to simplify temporal formulas in a similar man-
ner when verifying ALTSs. For instance, when checking CTL [4] formulas on ALTSs, our
simplification makes valid the equality A[p; U @s] = =E[=p2 U =(p2 V (o1 AEXT))],
which allows to derive all CTL operators from E [.U.] and to reduce the model-checking
of CTL to the search of finite transition sequences satisfying E [p; U 3.

Two directions for future work seem promising. Firstly, one could devise a lo-
cal model-checking algorithm for guarded p-calculus that would work without back-
tracking in the ALTS (this is not guaranteed by DAGSOLVE, which uses a depth-first
traversal of the boolean graph). When analyzing a trace in real-time during its gen-
eration, this algorithm would scan it only once, potentially leading to performance
improvements. Secondly, our model-checking procedure could be used for comparing
on-the-fly an Lrs M; with an ALTS M, modulo a bisimulation or preorder relation.
This problem has various practical applications (search for execution sequences, inter-
active replay of simulation trees and model-checking diagnostics, etc.) and could be
solved by building a guarded characteristic formula [15] of M; and verifying it on M;
using the DAGSOLVE algorithm.
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A  Proofs

This annex contains the proofs of the lemmas and propositions stated in Sections 2.2
and 2.3 that were left unproved in the main text. For the sake of conciseness, we give
only the most involved parts of the proofs, the remainder being left as exercise for the
interested reader.

The notation @[’/ X], representing the syntactic substitution of all free occurrences
of X in ¢ by ¢, has been informally introduced in Section 2.1. To facilitate the
reasoning by structural induction, we give below an inductive definition of substitution.

Definition 7 (substitution) Let ¢, ¢ be state formulas and X be a variable. The
formula |’/ X] defined inductively below is the substitution of X in ¢ by ¢'.

[ ] ol /X] I ¢ | ole'/X] |
F F T T
o1V 2 | o1/ X]V o' [ X] 01 A2 | 1]/ X] A ol [ X]
(@) | (o) (pl¢'/X]) [a] ¢ o] (wle'/X])
Y Y (ifY #X) X ¢’
oY |oY(ple'/X]) (fY #X) | oXp |oXyp

In the sequel, we assume the existence of an Lrs M = (S, A,T,sy) on which all
temporal formulas will be interpreted. We also assume that all state formulas ¢ are
in normal form, i.e., they satisfy fv(¢) N bv(p) = 0.

A.1 Lemmal

Proof Let ¢, ¢’ be state formulas such that bv(p) N fu(p’) =0, X be a propositional
variable, and p be a propositional context. We must show that:

[ole'/ X1 p = [l plle'] o/ X]

We proceed by structural induction on ¢, using the interpretation of state formulas
defined in Table 1.

Case ¢ = F (similar proof for ¢ = T). We have:
[Fle'/ X1 p = [Flp =0 = [F] pll#] p/ X]
Case ¢ =Y. Two cases are possible.

a) Y # X. We have:
Yie' /X[ p=[Y]p=pY)=(pll¢]p/X)Y) = [Y]pll£'] 0/ X]

INRIA



Local Model-Checking of Modal Mu-Calculus on Acyclic LTSs 23

b) Y = X. We have:
[X[e'/X]) p = [¢'] p = (pll'] o/ X])(X) = [X] pll¢] p/ X]

Case ¢ = ¢1 V s (similar proof for ¢ = ¢1 A 3). From hypothesis and Definition 1,
it follows that 0 = bu (w1 V ¢2) N fo(¢’) = (bu(e1) U bu(pa)) N fo(¢’) = (bu(er) N
Jo(@))U(bv(pa)Nfu(y’)), which is equivalent to bu(p1)Nfu(¢’) = 0 and bv(py)N
fo(¢") = 0. Using the induction hypothesis, we have:

[(e1 Vo)l /X1 p = [o1le/ X]V 2l /X]] p =
[l / XN p U [w2le’/ X p = [ea] pll¢'] o/ XTU [02] pll¢'] p/ X] =
[1 vV wa] pll¢'] p/ X]

Case ¢ = (a) 1 (similar proof for ¢ = [a]¢1). From hypothesis and Definition 1,
it follows that 0 = bv({(a) p1) N fo(¢’) = bu(p1) N fu(¢’). Using the induction
hypothesis, we have:

[(a) )¢/ X]] p = [{a) (prl¢'/X])] p =
{seS|FsSseTaca]As €[pile/X]]p} =
{seS|3Is=seTaca]As €lp]plle]n/X]} =
[{c) er] plle'] p/ X]

Case ¢ = uY.p; (similar proof for ¢ = vY.¢1). Two cases are possible.

a) Y # X. From hypothesis and Definition 1, it follows that (§ =
bo((Vap) @' /X)) N fol¢?) = boluYi(ple'/X]) O fo(¢) = ({Y} U
bo(eile’/X])) N fole') = (Y} 0 fu(@') U (bu(ei]e'/X]) N fo(¢')), which
means bv(p1[¢’/X]) N fo(¢’) =0 and Y & fu(¢'). Since the interpretation
of a formula in a context depends only upon the values of its free variables
assigned by the context, it follows that the interpretation of ¢’ in a context
p does not depend upon the value of Y assigned by p, i.e., for any state set
UCS, [¢]plU/Y] = [¢]p. Using the induction hypothesis, we have, for
any U C S:

[/ XTT plU/Y] =[] (p[U/Y DIl @] p[U/ Y]/ X] =
[l (PlU/Y D) p/ XT = [l (pll'] o/ XDIU/Y]

which by interpretation of fixed point formulas implies [(1Y.¢1)[¢’/X]] p =

[1Y-(r[¢' /X D] p = [1Y-o1] pll'] 0/ X].
b) Y = X. We have:

[(uX.01)[¢'/X]) p = [nX.o1] p = [uX.1] pll¢] p/ X]
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A.2 Lemma 2

Proof Let ¢ be a state formula, X be a propositional variable, p be a propositional
context, and U C S. We must show that:

Lf (o, X, )] plU/X]NU C @] plU/X] C [f (0, X, )] plU/ XU U

We proceed by structural induction on ¢, using Definition 3 and the interpretation of
state formulas defined in Table 1.

Case ¢ = F (similar proof for ¢ = T). We have:

[f(F, X, 1) plU/X]NU = [F]plU/X]NU = 0NU =0 = [F] p[U/X] €
[FlplU/XTUU = [f(F, X, )] plU/X]UU

Case ¢ =Y. Two cases are possible.

a) Y # X. We have:
LF(Y, X, 0)] plU/X]NU = [Y] plU/X]NU C [Y]p[U/X] C
[YTplU/XTUU = [f(Y, X, )] plU/X]UU

b) Y = X. We have:

(X, X, )] plU/X]NU = [T plU/X]NU =SNU =U =
[X]plU/X]=U=00U = [F] p[U/X] VU = [f(X, X, )] plU/X]UU

Case ¢ = 1 V o (similar proof for ¢ = 1 A ¢3). Using the induction hypothesis,
we have:

[f (o1 Voo, X, )] plU/X]NU = [f(p1, X, ) V f2, X, 0)] plU/X] N U =
([f (1, X, )] plU/ XU [f (02, X, )] p[U/ X)) N U =

([f (1, X, )] plU/ XT N U) U ([f (2, X, )] plU/X] N U) €

[1] p[U/ XU [pa] p[U/X] C

([f (1, X, ] plU/XTUU) U ([f (02, X, )] plU/ X]UU) =

(Lf (1, X, )] plU/ XTU [f (02, X, )] plU/ X)) U U =

[f (o1, X, 1) V 2, X, )] plU/ XTUU = [f (01 V 2, X, )] plU/ X]UU

Case ¢ = (a) ¢y (similar proof for ¢ = [a]¢1). We have:

[f ({a) o1, X, )] plU/X] N U = [{) 1] p[U/X] N U € [{@) 1] plU/X] €
[{e) prl plU/XTUU = [ () o1, X, )] plU/XTUU

Case ¢ = uY.p; (similar proof for ¢ = vY.¢1). We have:

Lf(1Y.pr, X, )] plU/X] N U = [uY.or] plU/X]INU C [1Yn] p[U/X] €
[Y o] plU/XTOU = [f (1Yp1, X, )] plU/ XTUU
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A.3 Proposition 3

Several lemmas are needed in order to prove Proposition 3. Lemma 4 establishes some
basic properties of the predicates g(p, X) and wg(p, X). Lemma 5 estimates the set
of free variables fv(¢[¢’/X]) in terms of the sets fu(y) and fo(¢'). Lemma 6 estimates
the set of free variables fu(f(p, X, o)) in terms of the set fv(y). Lemma 7 states that
the translations t(y) and t'(¢) do not change the free variables of ¢. Lemma 8 derives
the (weakly) guardedness of f(¢, X,0) from the weakly guardedness of ¢. Finally,
Lemma 9 (resp. Lemma 10) derives the guardedness (resp. weakly guardedness) of
|’/ X] from the guardedness (resp. weakly guardedness) of ¢ and ¢'.

Lemma 4 Let ¢ be a state formula. The following properties hold:
1. g(p, X) = wy(p, X)

90, X1 U Xs) = g(p, X1) A g(p, A2)

wy (o, X1 U Xs) = wy(p, X1) A wg(p, X2)

9(#,0) = g, X'\ fu(p))

wg (e, fu(p)) = wy(p, X)

for any sets of propositional variables X, Xy, Xs.

oA o e

Proof Straightforward, by structural induction on ¢, using Definitions 1 and 2. Prop-
erties 3 and 4 are proven using Property 2, and Property 5 is proven using Properties 2,
3, and 4. O

Let ¢ be a state formula and X, &5 be sets of propositional variables. Properties 2
and 3 of Lemma 4 imply the following statement, which will be also used in the sequel:

X1 C X = ((9(p, X2) = glp, A1) A (wy(p, X2) = wy (e, X1)))
Lemma 5 Let ¢, ¢ be state formulas such that bv(p) N fo(p’) = 0. Then:
folp) \{X} C folele’/X]) C (fole) \{X}) U fo(¢')
for any propositional variable X .
Proof Straightforward, by structural induction on ¢, using Definitions 1 and 7. O
Lemma 6 Let ¢ be a state formula. Then:
fole) \{X} C fo(f(p, X, 0)) C fulp)

for any propositional variable X and any o € {p,v}.
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Proof By structural induction on ¢, using Definitions 1 and 3.

Case ¢ = F (similar proof for ¢ = T). We have:

fo(F)NAX} = 0\{X} =0 = fo(F) = fu(f(F, X, 0))
Case ¢ =Y. Two cases are possible.

a) Y # X. We have:

o )NAX} = {YI\{X} = {V} = fo(Y) = fu(f (Y, X, 0))
b) Y = X. Let C = if 0 = p then F else T. We have:

So(X)\AX} ={XF\{X} =0 = fu(C) = fo(f(X, X, 0)) € fo(X)

Case ¢ = 1 V o (similar proof for ¢ = 1 A ¢2). Using the induction hypothesis,
we have:

fo(p1 V) \ {X} = (fulr) U fu(ipa)) \ {X} =

(fole) \{X ) U (fulp2) \ {X}) C fo(f(p1, X,0)) U fo(f(ps, X,0)) =
fU(f(gOl,X, U) \ f(SOQaX> U)) = f’U(f(Spl \ 902aX7 U)) =

fo(f(p1, X, 0)) U fo(f(p2, X, 0)) C fo(er) U fo(pa) = fo(er V@)

Case ¢ = (a) p; (similar proof for ¢ = [a]¢1). Using the induction hypothesis, we
have:

So({a) i) \ {X} = fo(pr) \{X} C fo(f(p1,X,0)) C
folpr) = ful{a) 1) = fo(f({@) g1, X, 0))

Case ¢ = uY.p; (similar proof for ¢ = vY.p1). We have:
Jo(pY o) \{X} = fo(f(uY01,X,0)) \ {X} C fo(f(uY.p1,X,0)) = fu(uY.e1)
O

Lemma 7 Let ¢ be a state formula. Then:

fo(t(e)) = fo(t'(@)) = fulg).
Proof By structural induction on ¢, using Definitions 1 and 4.

Case ¢ = F (similar proof for ¢ = T). We have:

Jo(t(F)) = fo(F) = fo(t'(F))
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Case ¢ = X. We have:

Jot(X)) = fo(X) = fo(t'(X))

Case ¢ = @1 V ¢y (similar proof for ¢ = 1 A ¢3). Using the induction hypothesis,
we have:

Jo(t(p1 V wa)) = fo(t(p1) Vt(pa)) = fo(t(p1)) U fo(t(es)) =
Jo(o1) U fo(pz) = fo(pr V p2) = folpr) U fo(ps) =
Jo'(¢1)) U fo(t'(p2)) = fo(t'(¢1) V H'(p2)) = fo(t' (1 V ¢2))

Case ¢ = (a) p; (similar proof for ¢ = [a] ¢1). Using the induction hypothesis, we
have:

Jot({a) 1)) = fu({@) () = fo(t(er)) = fo(er) = fo((a) o) = foler) =
Jo(t(er)) = fo{e) H(er)) = fo(t'({a) ¢1))

Case ¢ = puX.p; (similar proof for ¢ = vX.¢1). Using Lemma 6 and the induction
hypothesis, we have:

fo(t(pX.1)) = fo(uX.f(t'(¢1), X, 0)) = fo(f(#' (1), X, 0)) \ {X} =
fot' (1)) \{X} = foler) \ {X} = fo(uX.01)

Using Lemmas 5, 6 and the induction hypothesis, we have:

Jo(t'(nX.01)) = folf (¥ (1), X, ) [uX.f(t'(p1), X, 0)/X]) =
Jo(f(#'(p1), X, o)) \N{X T = fo(t'(00)) \{X} = folpr) \ {X} = fo(pX.¢1)

Lemma 8 Let ¢ be a state formula. The following properties hold:

1 wg(p, {X}) = g(f(p, X, 0),{X})
2. wy(p, folp)) = wy(f(p, X, 0), fo(p))

for any propositional variable X and any o € {p,v}.

Proof By structural induction on ¢, using Definitions 1, 2, and 3.

Case ¢ = F (similar proof for ¢ = T). We have:

1. wQ(E {X}) =T= g(F’ {X}) = g(f(FvX7 0)7 {X})
2. wg(F, fu(F)) = wy(f(F, X, 0),fo(F))
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Case ¢ =Y. Two cases are possible.

a) Y # X. We have:
Lowg(Y {X}) =T=Y &{X} =g(Y,{X}) = g(f(Y, X, 0), {X})
2. wg(Y, fo(Y)) = wg(f(Y, X, 0), fo(Y))
b) Y = X. Let C = if 0 = p then F else T. We have:
L. wg(X7 {X}) =T= g(C’{X}) = g(f<X7 X, 0)7{X})
2. wg(X, fo(X)) =T = wg(C,{X}) = wg(f(X, X, 0), fo(X))

Case ¢ = @1 V ¢y (similar proof for ¢ = ¢ A ).

1. Using the induction hypothesis, we have:

wg(p1 V2, {X}) = wg(pr, {X}) A wg(p2, {X}) =
9(f(e1, X, 0),{X}) A g(f(p2, X,0),{X}) =
9(fle1, X, o)V f(p2, X, 0),{X}) = g(f (1 V 2, X,0),{X})
2. Using Lemma 4 (Properties 3, 5), Lemma 6 and the induction hypothesis,
we have:
wg(p1V o2, fo(pr V p2)) =
©1, fu(ipr) U fo(p2)) A wg(pz, fu(er) U fo(ee)) =
e1, fu(ier)) A wg(p2, fo(es)) =
(9017X U) fv(901>) A wg(f(QO%X? U)?fv(QOQ)) =
(9017X U) ( (Sple U))) A U)g(f(gOQ,X, U)?fv(f(SO%X? U))) =
(1, X, 0), folr V 2)) A wg(f(p2, X, 0), fu(pr V pa)) =
(01, X, 0) V fp2, X, 0), foler V ¢2)) =
(p1V 2, X, 0), folpr V 2))

) 1 (similar proof for ¢ = [a] ¢1). We have:
L wg({e) o1, {X}) = 9(e1,0) = g({a) p1,{X}) = g(f () 1, X, 0), {X})
2. wy({a) o1, fo((a) 1)) = wg(f({a) 1, X, 0), fu({e) ¢1))

Case ¢ = uY.p; (similar proof for ¢ = vY.¢1). We have:

Lowg(pY.o1,{X}) = g1 {X,Y}) = g(uY. 01 {X}) = g(f(1Y01,X,0),{X})
2. wg(uY.p1, fo(uY.pr)) = wg(f(uY.p1, X, 0), fo(uY.e1))

wg(
wg(
wg(f
wg(f
g(f
wg(f
wg(f

Case ¢ = (a

O

Lemma 9 Let ¢, ¢’ be state formulas and X be a set of propositional variables. Then:
90, X) A g(¢',0) A X U bu(p) C bu(¢') = g(ply'/X], X)

for any propositional variable X .
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Proof By structural induction on ¢, using Definitions 1, 2, and 7.

Case ¢ = F (similar proof for ¢ = T). We have:

g(F, &) = g(F[¢'/X], X)
Case ¢ =Y. Two cases are possible.
a) Y # X. We have:
g(Y,X) = g(Y¢'/X], X)
b) Y = X. Using Lemma 4 (Property 4), we have:

g MHAXUb(X) Cbu(¢) = g(@,0) AX C bu(y) =
g, X\ fo(@) NXN fo(¢) = X = g(¢, X) = g(X[¢'/X], X)

Case ¢ = @1 V o (similar proof for ¢ = 1 A ¢3). Using the induction hypothesis,
we have:

g1 Vo2, X) A g, 0) A X U bu(pr Vo)

g1, X) A glpa, X) A g, 0) A X U bu(pr)

(9(p1, X) A g, 0) A X U bu(pr) C bv(w’);
@

v(y') =

-
U bu(p2) C bu(¢') =
A

(9(p2, X) A g, 0) A X U bu(p2) C bu(¢')) =
g1/ X], X) A g(pa2le'/ X], X) = g(pi]e'/ X]V o’ /X, X) =
9((p1 V)¢ X], X)

Case ¢ = (a) ¢ (similar proof for ¢ = [a] ;). Using the induction hypothesis, we
have:

g({a) o1, X) A g(¢',0) A X U bu({a) p1) C bu(y') =
g1, 0) A g, 0) A bu(pr) C bu(¢') =
9l /X1, 0) = g({@) (pa¢'/ X]), X) = g(({) 1) [¢'/ X], X)

Case ¢ = uY.p; (similar proof for ¢ = vY.¢1). Two cases are possible.

a) Y # X. Using the induction hypothesis, we have:

g(pYp1, X) A g(@',0) A X U bv(uY.pr) C bu(¢') =
g, XU{Y}) A g(e,0) A(X U{Y}) U bu(er) C bu(e') =
g(er1l@'/X], X U{Y'}) = g(uY- (1@’ / X]), X) = g((nY.01)[¢/ X], &)

b) Y = X. We have:
g(pX.p1, X) = g((uX.p1)[¢'/ X], X)
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Lemma 10 Let p, ¢ be state formulas. Then:

wg(p, fu(p)) A gle, {X}) A g(e’,0) Abdu(p) C bu(e') = wglele'/X], fulp) U fu(e))

for any propositional variable X .

Proof By structural induction on ¢, using Definitions 1, 2, and 7.

Case ¢ = F (similar proof for ¢ = T). We have:

wg(F, fu(F)) A g(F, {X3) Ag(e',0) A bu(F) C bu
T = wg(F, fu(F) U fu(¢")) = wg(Fl¢'/X], fo(F) U fo (90’)

Case ¢ =Y. Two cases are possible.

a) Y # X. We have:

wg(Y, fu(Y)) A g(Y, {X}) Ag(e',0) Abu(Y) C bu(e') = g(¢',0) =
T=wg(Y, fo(Y)U fo(¢') = wg(Y[e'/X], fu(Y) U fo(¢))

b) Y = X. We have:

wg (X, fo(X)) A g(XAX}) Ag(e',0) A bu(X) C bu(y') =
F = wg(X[¢'/X], fo(X) U fo(¢))

Case ¢ = ¢1 V @y (similar proof for ¢ = ¢1 A ¢3). Using Lemma 4 (Properties 3 and
5), Lemma 5 and the induction hypothesis, we have:

wg(p1 V a2, fulpr V a2)) A gl Vo2, { X 1) A g(",0) A bu(pr V a) C bu(y')
wg (1, foer) U fo(p2)) A wg(pz, fuler) U fules)) A gler, {X}) A gles, {X})
g(#',0) A bv(p1) U bu(wa) C bu(¢') =
(wg(er, fuler)) A gler, {X}) Agle',0) A bu(er) (©) A
(wg (2, fo(w2)) A glwe, {X}) A g(@',0) A bu(p, (¢)) =
wg(p1’/ X], folepr) U fu(e')) A wg(paly'/ X, fo( ful¢')) =

wg(p1le’ /X, fulprle’/ XT)) A wg(p2le’/ X, folee ) =
wg(sol[so’/X] folpr Vp2) U fo(¢') A wg(pale’ /X, fulpr V p2) U fu(¢')) =
wg(p1[e'/ XTV pale/ X], foler V @2) U fo(¢')) =
wg((p1 V w2)[¢"/ X, folpr V 2) U fu(¢'))

>

C bv
C bv
(p2) U
[/

(o1
(¢1
(¢1

Case ¢ = (a) ¢ (similar proof for ¢ = [a]¢;1). Using Lemma 9, we have:

wg({a) g1, fo({e) p1)) A g({a) g1, {X}) A g(e’,0) A bu({a) p1) C bu(y') =
gle1,0) A g(e',0) Abu(pr) € bu(y') = glpile’ /X1, 0) =

wg () (@1’ / X]), fo({a) w1) U fo(¢)) =

wg(((@) @1)[¢'/ X], fo({ar) 1) U fo(¢'))

\/\/

«
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Case ¢ = uY.p; (similar proof for ¢ = vY.¢1). Two cases are possible.

a) Y # X. Using Lemma 4 (Properties 1 and 2), Lemma 9 and the induction
hypothesis, we have:

wg (Y. o1, fu(uY.p1)) A g(uY.oor, {X}) A g(¢',0) A bu(Y.pr) C bu(yp')
g(er, fo(pY.p1) U{Y ) A gl {X,Y}) A g(@',0) A bu(uY.p1) € bu(e')
g(er, (fole) \{YHU{X,Y}) Ag(e,0) Abu(er) U{Y'} Cbu(y) =
g(e1, fuler) ULX, Y ) A g, 0) A bu(por) U{Y} C bu(y¢') =

(wg (1, fuler)) A gler, {X ) Agle',0) Abu(er) € bu(e')) A

(9(1, {Y}) A g(¢',0) A{Y } U bu(p1) C bo(¢)) =

g(erl@'/ X, foler) U fo(¢') A glen@'/ X],{Y}) =

g1’/ X], folpr) U{Y T U fo(y')) =

g(eale'/XT, ((fo(e) \{Y D U fo(¢")) U{Y}) =

wg(pY - (e1]¢’/ X]), (fuler) \{Y'}) U fu(¢')) =

wg (Y1) [¢"/ X], fo(pY.o1) U fo(¥'))

b) Y = X. Using Lemma 4 (Properties 2 and 4), we have:

wg(pX.p1, fo(puX.e1)) A g(pX.o1,{X}) A g(' 0) Abu(pX 1) C b () =
g(p1, fo(uX.p1) U{X}) = g1, (fu(pr) \{X}) U{X}) =

g(1, foler) U{XY}) = g(e1,0) A g(er, fu(er) U{X}) =

g1, fo(@') \ fuler)) A gler, fuler) U{X}) =

g1, fo(@') U fo(er) U{X}) = g1, (fu(er) \{X}) U fu(¢") U{X}) =
wg(uX o1, fo(pX.p1) U fu(¢) = wg((uX.p1)[¢"/ X], fo(uX.o1) U fu(¢'))

O

Proof (Proposition 3) Let ¢ be a state formula. We must show two properties:
1. g(t(v), 0)

2. wy(t'(p), fu(p))

We prove these two properties simultaneously, by structural induction on ¢, using
Definitions 1, 2, and 4.

Case ¢ = F (similar proof for ¢ = T). We have:

L g(t(F),0) = g(F,0) =T
2. wy(t'(F), fo(F)) = wg(F,0) =T
Case ¢ = X. We have:

L. g(t(X),@) :g(X7®) =X¢0=T
2. wg(t'(X), fo(X)) = wg(X,{X}) =T
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Case ¢ = @1 V ¢y (similar proof for ¢ = ¢ A ).
1. Using the induction hypothesis, we have:

T = g(t(e1),0) A g(t(p2), ) = g(t(p1) V t(p2),0) = g(t(1 V ¥2),0)

2. Using Lemma 4 (Property 5), Lemma 7 and the induction hypothesis, we
have:

T = wg(t'(¢1), foler)) A wg(t'(w2), fo(pa)) =
wg(t' (1), fo(t'(01))) AN wg(t' (w2), fo(t'(p2))) =
wg(t' (1 ; ol Voe2)) Awg(t'(vs), fuler V gs)) =

wg( (1) VI (p2), folr V 92)) = wg(t' (01 V 2), fo(pr V ¢2))
Case ¢ = (a) p; (similar proof for ¢ = [a]¢1). Using the induction hypothesis, we
have:
LT =g(t(e1),0) = g({) t(sp1), 0) = g(t({) 1), D)

||€

2. T =g(t(#1),0) = wg({e) t(e1), fo({@) 1)) = wy(¥' (@) ¢1), fo({a) 1))

Case ¢ = uX.p; (similar proof for ¢ = v.X.¢1).

1. Using Lemma 4 (Property 5), Lemma 7, Lemma 8 (Property 1) and the
induction hypothesis, we have:

T = wg(t'(¢1), fo(p1)) = wg(t' (1), fo(t'(v1))) = wg(t'(p1),{X}) =
g(f(t'(e1), X, 1), {X}) = g(uX . f('(01), X, 1), 0) = g(t(uX.1),0)

2. Using Lemma 4 (Properties 3 and 5), Lemmas 6, 7, 8 and the induction
hypothesis, we have:

T = wy(t'(p1), fu(p1)) = wg(t'(p1), fo(t' (1)) =
wy(t' (1), fo(t' (¢ )))Awg( (1), {X}) =
wg(f (¥ (1), X, ), fo(t' (1)) A g(f(# (1), X, p), {X}) =
wg(F(# (1), X, ). ol F(E (1), X, 1) A g(F(E 1), X, ), {X}) A
(MX ft (1), X, 1), 0)
Since bu(f(t'(¢1), X, p)) C bv(uX f(t'(¢1), X, 1)), by applying Lemma 10
(for = f(t'(p1), X u) and ¢’ = pX. f(t’(sm), , 1)) we obtain:

wg(f (o), X, ) [p X f (¢ (1), X, 1)/ X],
Jo(f(#(@1), X, ) U fo(u X f (¥ (1), X, 1))

Using Lemma 4 (Property 3), Lemmas 6 and 7, this further implies:

wg(f(t/(()Ol)?X? M)[MXf(t/(()Ol)?X? M)/X] ( (t,(QOl)?X? M))) =
(f# (1), X, ) [p X f(E (01), X, )/ X, fot (1)) \{X}) =
wg(f (' (1), X, ) [ X f (' (01), X, 1)/ XT, folr) \{X}) =
g(t' (pX 1), fo(p1) \{X}) = wg(t'(uX.p1), fo(uX.p1))
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A.4 Proposition 5

Proof Let o be a state formula, p be a propositional context, and X1, ..., X, be propo-
sitional variables. We must show that:

S\ el p = [d(o, {X1, ..., Xu D] p[S\ p(X1)/ X1, ..., S\ p(X)/ X0

We proceed by structural induction on ¢, using Definition 5 and the interpretation of
state formulas defined in Table 1.

Case ¢ = F (similar proof for ¢ = T). We have:

S\[Flp=5\0=5=[T]p[S\ p(X1)/X1,...; S\ p(Xn)/ Xu] =
[d(F, { X1, ..., Xo D p[S\ p(X1)/ X150 S\ p(Xn) /X

Case ¢ = X. Two cases are possible.

a) X € {Xy,..., X}. We have:

S\[X]p=5\p(X) =S8\ (p[S\ p(X1)/X1,...,; S\ p(X0)/ Xu])(X) =
S\ [X]p[S\ p(X1)/ X1, ..., S\ p(X,)/ X0 =

[-XTp[S\ p(X1)/ X1, ... S\ p(X0)/ X,] =

[d(X, { X1, .., Xu D] p[S\ p(X1)/ X1, ., S\ p(Xn) /X

b) Ji € [1,n].X = X;. We have:
S\[Xilp =S\ p(Xi) = (p[S\ p(X1)/ X1, ..., S\ p(Xn)/ Xu])(Xi) =

[Xil p[S\ p(X1)/ X1, .., S\ p(Xn)/ Xy] =
[d(Xi, { X1, .., Xu D] p[S\ p(X1)/ X1, ., S\ p(X5) [ Xo]

Case ¢ = 1 V ¢y (similar proof for ¢ = 1 A ¢2). Using the induction hypothesis,
we have:

1]l p) NS\ [p2] p) =
Xn)/Xn] N
)/ Xn
p

S\ e1 Vel p =5\ ([prl pU w2l p) = (S\ [
[d(e1, { X1, s Xu DI p[S\ p(X1)/ X150, S\ p(

[d(pa, { X1, .., Xu DI S\ p(X1)/ X150, S\ p( X | =

[d(p1,{ X1, s X })Ad(sﬁz {X0, s X PLplS\ p(X0) /X1, S\ p(Xn) /X0 =
[d(p1 V 2, { X1, o, Xn D] p[S\ p(X1)/ X1, S\ p(Xa) /X

Case ¢ = (a) ¢ (similar proof for ¢ = [a] ;). Using the induction hypothesis, we
have:

S\[a)p]p=5\{s€S5|3s > s €Taca] s €[p]p}=
{seS|VsSseTac]a]=s¢eS\|[o]p}=
{seS|Vs S s eTac]a] =

€ [d(er, { X0, ... Xo DI p[S\ p(X1)/ X1, -, S\ p(Xn)/ X} =
[l d(r, { X, .., X D] p[S \ p(X1)/ X1, S\ p(X) [ Xon] =
[d({e) 1, { X1, ., X D] p[S\ p(X1) /X1, s S\ p( X))/ X
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Case ¢ = uX.¢p (similar proof for ¢ = vX.¢1). Using the induction hypothesis, we

have:
S\ [pXpi]p=S\NU CS|[e1] plU/X] C U} =
U{S\U [ S\U C S\ [p] plU/X]} =
U{S\U | S\U <
[d(p1, { X1, s X, XP] pIS\ p(X1)/ X150, S\ p(Xn) / X, S\ U/ X} =
U{VCS|V C

[d(e1, { X, ... X, XD p[S\ p(X1)/ X1, -, S\ p(X) /[ X][V/X]} =
[[I/X.d(gpl, {Xb >Xn>X})]] ,0[ \p(Xl)/Xlﬁ ey S \ ,O(Xn)/Xn] =

A.5 Lemma 3

Proof Let M = (S, A, T, so) be an ALTS, ¢ be a state formula, X, ..., X,, be proposi-
tional variables, Ay, By, ..., A,,, B, C S be state sets, p be a propositional context, and
Y C{Xy,...,X,} be a set of variables such that g(¢,)). We must show that:

Vs € [¢] plA1/ X1, oy A/ Xn] N [d(@, { X1, ..., Xo D] p[B1/ X1, ..., B/ X0 -
Jie[l,n] .3 € ANB;.s S>SN(X; €Y =5 #5)

We proceed by structural induction on ¢, using Definitions 2, 5 and the interpretation
of state formulas defined in Table 1.

Case ¢ = F (similar proof for ¢ = T). We have:

[Fl p[Ar/ X1, s A/ X ] N (R { X, 0, X D] [Bl/le- B/ n] =
[F] p[A1/ X1, s An/ X O [T] p[ B/ X1, ..., Bn/ X = =

and the statement holds vacuously.
Case ¢ = X. Two cases are possible.

a) X ¢ {Xy,..., X,,}. We have:

[X] p[AL/ X1, oy An/ X O [d(X A X, X D] p[ B/ X, s Br/ Xy] =
[XT p[Ar/ X1, .os A/ X O [2X] p[B1/ Xa, .., Ba/ Xa] =
p(X) N (S\ p(X)) =0

and the statement holds vacuously.
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b) Ji € [1,n].X = X;. We have:

[X:] plA1/ Xq, o An/ X O [d(XG, { X0, o, Xn D] p[B1/ X, ooy B/ X =

Let s € A; N B;. Since by hypothesis we have g(X;,)), which is equivalent
to X; ¢ YV, we can take s’ = s (s = s’ in 0 steps).

Case ¢ = ¢1 V ¢y (similar proof for ¢ = ¢ A ps). We have:

[[901 \ 902]] p[Al/le ) An/Xn] N

( @1 V Y2, {Xl, ceey Xn})]] p[Bl/Xl, caey Bn/Xn] =
[[ ]] [Al/Xla sy An/Xn] U [[902]] p[Al/Xla sy An/Xn]) A
[d(e1, { X1, ..., Xo D] p[B1/ X1, -y Bn/ X5] N
d(p2, {X1, s Xn )] p[B1/ X1, o B/ X)) €
[o1] PLAL/ X1, s An/X] O [d( 01, {X0s s Xa D] p[Br /X1, ooy Bu/X]) U
[[QO ]] [Al/Xl, cevy An/Xn] N [[d((pQ, {Xl, ceey Xn})]] p[Bl/Xl, cevy B )

Two cases are possible.

a) S € [[QOl]] p[Al/Xl, caey An/Xn] N [[d(g&l, {Xl, ceey Xn})]] p[Bl/Xl, caey Bn/Xn]
By hypothesis we have g(¢1V @2, )), which by Definition 2 implies g(p1, ).
By induction hypothesis applied to s, @1, A1, By, ..., A, By, and ), we ob-
tain the desired statement: there exists ¢ € [1,n| and s’ € A; N B; such that
s 5 s and X; €)Y = s #s.

b) S € [[QOQ]] p[Al/Xl, cevy An/Xn] N [[d((pQ, {Xl, ceey Xn})]] p[Bl/Xl, cevy Bn/Xn]
Similar to the previous case.

[d
(
(
[
(
(

Case ¢ = (a) ¢y (similar proof for ¢ = [a]¢1). We have:

[(0) 1] AIAL/ X1, Au/ X, ] D (@) 01, (X0, s X D] LB/ X, e B/ X, =
[{a) e1] p[AL/ Xy, s A/ X N [[e] d(or, { X0, - X D] p[Br/ X, o, B/ X ] =
{seS|3s > saca] As € [pi] plAi/ Xy, ..., A/ X0} N
{s€S|Vs>sace[a] =58 €ldlo,{X1,.... Xu )] p[B1/X1, ..., B/ X))} C
{seS|3sBsaea]As €[oi] plAi/ X1, ..., An/ X)) N
[d(or A Xy, -, X D] p[Br/ X4, Bu/ Xl }

Thus,  there exists a state s € [e1] plAL/ Xy, oy A/ X O
ld(p1,{X1, ..., X D] p[B1/ X1, ..., Bn/X,] such that s — . By hypothesis
g({a) ¢1,Y), which by Definition 2 implies g(y1,0). By induction hypothesis
applied to s, @1, Ay, By, ..., An, By, and (), there exists ¢ € [1,n] and s” € A;N B;
such that s = s”. Note that s” # s, because otherwise there would be a non
empty cycle s — s’ = s” = s (contradiction with M acyclic). Hence, we have
shown the desired statement: there exists an appropriate transition sequence
s — s 5 s with s” # s.
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Case ¢ = uX.p; (similar proof for ¢ = v.X.¢1). We have:

(X1 ]p AL/ X1, o A X0] O [d(X o1, {X0, s X Dol B1/ X, oy B/ X, =
[ X o] plAr/ Xn, s A/ X ] N [vXed(p1{ X0, o, X, XP)]p[B1/ X4, - Bn/ X

We note A, = [uX.o1] p[A1/ X1, . A/ X)) and By =
[vX.d(pr, {X1, ..., X0, X D] p[B1/ X1, ..., Bn/ X0 By unfolding the fixed
point formulas puX.p; and vX.d(pi,{Xi,...,X,, X}) and applying Propo-
sition 1, the above expression becomes [¢1] p[A1/ X1, .o, An/ X, Ang1/X] N
[[d(QOl, {Xl, ,Xn,X})]] p[Bl/Xl, ceey Bn/Xn, Bn+1/X] = An+1 N Bn+1. Let
s € Apy1 N Byyq. By hypothesis, we have g(uX.p1,)), which by Definition 2
is equivalent to g(¢1,Y U {X}). By induction hypothesis applied to s, ¢,
Ay, By, ..., Auit, Baat, and Y U { X}, there exists i € [I,n+ 1] and s’ € A; N B;
such that s = s and X; € YU {X} = s’ # s. Two cases are possible.

a) @ # n+ 1. This means X; # X, which implies X; € YU{X} & X; € V.
In this case we are done, because we have found a state s’ € A; N B; such
that s = s’ and X; € Y = s' # s.

b) i=n+1. Since X € Y U {X}, this means we have found a non
empty transition sequence from state s € A, 1 N B,,1 to another state
s' € A,y1 N Byy1. We can apply again the induction hypothesis to s, o1,
Ay, By, ..., Apt1, Bygr, and YU{X}, and find j € [1,n+1] and s” € A;N B,
such that s’ = s” and X; € YU {X} = s” # s'. Note that s” # s, because
otherwise there would be a non empty cycle s = s = s” = s (contradic-
tion with M acyclic). If j # n + 1, by repeating the reasoning of case a),
we are done, since we have found a state s” such that s = s = s” and
s" #s. If j =n+ 1, we can again apply the induction hypothesis to s”
and find another transition sequence starting at s”. This process will even-
tually lead to a state sgpu & Ant1 N Byi1, because otherwise there would
be a non empty cycle between states in A, 1N B, 41 (contradiction with M
acyclic). By induction hypothesis sp,a € Ax N By for some k € [1,n], and
IMOTEOVET Sjfinq 7 S because M is acyclic. In this case we are done, because
we have found an appropriate transition sequence s — s’ = ... 5 S final
with sgpe # s.
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