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Abstract: In this paper, we show how to use the expression of entropy in order
to calculate variances. Three cases are analyzed: independent and identically dis-
tributed (iid) variables, Markov chains (in discrete time) and jump Markov processes
(in continuous time). This framework is valid far beyond these case studies, e.g. in
transportation and telecommunication networks and likely in all models where the
entropy is explicit.

The method allows to derive the variance from the entropy function, which is a
classical quantity in large deviations. Moreover, the entropy has often a rather sim-
ple expression (e.g. for networks). Here we show a closed formula expressing the
variance in terms of derivatives of the entropy; by-products are also obtained, such
as martingales, used in the proof of the central limit theorem. These results might
be a good starting point for further developments, e.g. calculation of exact asymp-
totics (instead of logarithmic ones in large deviation) or solving entropy minimization
problems.
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Calcul de la variance
par des techniques de grandes déviations

Résumé : Dans cet article, nous montrons comment utiliser I’expression de ’entropie
pour calculer des variances. Cette démarche est présentée sur trois cas d’école : les
variables indépendantes et identiquement distribuées (i.i.d.), les chaines de Markov
(en temps discret) et les processus de Markov (en temps continu). Cette démarche
s’étend aisément & d’autres processus, par exemple les réseaux de transport ou de
télécommunications.

La méthode consiste a utiliser ’entropie associée au processus; cette grandeur, clas-
sique en grandes déviations, est explicite et relativement simple dans de nombreux
cas, notamment les réseaux. On montre ici comment les dérivées de 1’entropie per-
mettent d’exprimer la variance, mais aussi d’autres quantités d’intérét, comme cer-
taines martingales qui sont utilisées pour prouver le théoréme central limite corres-
pondant & cette variance. Ces résultats ouvrent des perspectives comme le raffine-
ment des bornes de grandes déviations (obtenir des comportements asymptotiques
exacts) ou la résolution exacte de problémes de minimisation d’entropie.

Mots-clés : Variance, théoréme central limite, grandes déviations, mesure empi-
rique, entropie.



VARIANCE CALCULATION THROUGH LARGE DEVIATIONS TECHNIQUES 3

1 The i.i.d. framework

In a first step we would like to show which tool have to be set in order to calculate the
variance in the i.i.d. case. It could seem useless to analyze again such a well-known
case, particularly with these complicated tools, but it turns out that it allows then
to produce better large deviations bounds and that this scheme produces a way for
calculating variance formulae in much more difficult cases, especially in the Markov
case or in continuous time. It also exhibits some particular features of the i.i.d.
framework due to special properties.

1.1 Notation

The framework is the following: (F,d) is a Polish space, y is a probability on E. We
shall denote by M(u) the set of finite measures on E absolutely continuous w.r.t. u
and by M (u) the subset of probability measures of M(u). For all v € Mq(u), its
Radon-Nikodym derivative is denoted by dv/du. More generally, for such a measure
v we shall define the sets:

e L;(v), the real v—integrable functions;

e M(v), the finite signed measures absolutely continuous w.r.t. v;

e Lo(v) C Li(v), the real v—measurable a.s. bounded functions';

o M;(v) C M(v), the measures 7 such that dn/dv is v-a.s. bounded;
e My(v) C M(v), the measures, usually denoted by 7, (, with [dn = 0;

e Fo(v) C Li(v), the real v—integrable functions, usually denoted by ¢ or 1,
verifying [ ¢dv = 0.

When no confusion arises, we shall drop the indication of the reference probability
measure v. Note that there are classical bijections? M < L1, My < Lo, or My <
Fo expressed by:

neE M) «— ¢ F(v), with gb:% v-a.s. or 1= ¢v.

'The inclusion Leo(v) C L1 (v) is true here since v is a probability measure.
*We shall denote by A <> B when the sets A and B are homeomorphic.

RR n° 4441



4 Arnaud de La Fortelle

1.2 Topology and quotient spaces

Topology The space L; <> M is canonically equipped with the L; norm, which is
the total variation norm on M. The induced topology is denoted in both cases by
o(L1). The bijection between 7 € M and its image ¢ € L; is an isometry:

[nllve = lI4ll,  when 7= ¢v. (1.1)

The space Ly, < M, is canonically equipped with the Lo, norm, defined by

Iflloe & inf{z € R: »(|f| < 2) = 0}.
The set My is equipped with a similar norm, also making the bijection an isometry.
The induced topology is denoted by o(Lyo).
The Banach spaces M and Ly (or L; and Mjy) are identified as the dual of each
other, so that theses spaces are “reflexive”. This duality is equivalent to the duality
induced by the bilinear form

(0, f) — (. 1) / fdv.

Moreover
Inllve = lnlles d=ef|sup {m, f)s (1.2)
def
[flle = Wfllzs = sup (n,f)- (1.3)
[[m]|ve<1

Quotient spaces Let N C L; be the (closed) vector space generated by I: E —
R. It is defined so that My = N is the orthogonal of N in M. When confusion
may arise, we shall mark the dependence to v by N,,.

Topology on quotient spaces Now, My = N? is equipped with the total varia-
tion norm and the induced topology. The space Lo /N is equipped with the norm
derived from the Lo, norm: denoting by # the canonical application from Lo, onto
Leo/N, for all f € Ly /N,

1flloe = inf [|floo- (1.4)
o()=1

3The canonical construction defines the almost sure equality f = g v-a.e. and Lo is actually the
quotient of Lo by this equivalence relation. Then, the topology is separable. See, e.g. [5, p. 162].
*Using the terminology of Bourbaki [1, IV 5].

INRIA



VARIANCE CALCULATION THROUGH LARGE DEVIATIONS TECHNIQUES 5

This norm defines a topology which is equivalent to the quotient topology of o (L)
by N. The important result now is that Lo, and M are reflexive Banach spaces and
N is closed, so that Ly /N and N° = M, are also Banach reflexive space dual of
each other.

This means two things. First, any continuous linear functional g on My can be
uniquely represented as an element of Ly, /N; second, and more important, for f, g €
Lo

(f,m =(g,m), YneMoy = 3heN: f=g+h, v—as. (1.5)

Moreover, we get the identities

Inli = sup (n,f), Vi € My (1.6)
feLoo/N

Iflc = sup (n,f)= inf |Iflle,  Vf € Loo/N. (1.7)
nEMo o(f)=f

The previous construction is the most natural one, since we obtained Mjy. In the
sequel, however, we shall use the set MyN My (or equivalently Fo N Loo). The same
construction holds when L; and Lo (or M and M,) are permuted. N € L; and
Mo N My = N so that My N My and L /N are Banach reflexive spaces dual of
each other. The relations (1.5)—(1.7) also hold, with L; and L., permuted.

Further results One extra feature of the i.i.d. case (by comparison to the Markov
case) is to be able to identify the set L1 /N to Fy by the following identity.

fEL/N & f—(f,v) € Fo. (1.8)

It is easily checked that (1.8) is a one-to-one mapping. By the same identity Lo /N
is identified to Fy N L.

1.3 Tangent space

The construction of the derivatives of the entropy function is rather simple when
M () is considered, not as an affine space, but as a configuration space, in which
there is a tangent space at each point. The following construction is a transposition
of this theory into our framework.

RR n° 4441



6 Arnaud de La Fortelle

Definition 1.1 Let v € My(pn), and & an application from an open neighborhood
O C R of 0 onto My(p), differentiable® at 0, with £(0) = v. By definition £'(0) is a
tangent vector at v. The tangent space T (v) is the set of such tangent vectors.

n€T(v) < 3¢: O Mi(n) such that n = £(0). (1.9)

Proposition 1.2 Let v € My(u). The vector space T(v) = Mo(v) N My(v) is
isomorphic to Fo(v) N Loo(v):

neT(v) S—Z € Fo(v) N Lo (v)

Proof : Let ¢ € Fy(v) be bounded: there exists € > 0 such that 1 + z¢ > 0 for
all |z < e. Hence it is possible to define &(z) & (1 4+ z@)v. Since ¢ € Fo(v),
&(x) € M1(E); € is affine, thus differentiable and &' = ¢v.

Reciprocally let n € 7T (v), and a corresponding function . By definition, for any

Borel subset A of F, one can write
v(4) + an(4) + Ra(A4) > 0, (1.10)

since £(z) £ v+ oy + Ry € My(p). The rest R, is small, which means that, for all
e > 0, there exists u > 0 such that ||R;|| < ez for all |z| < u. Since |¢{(z)| = |v| =1,
one derives that n + R, € My(E), and since R; = o(z), |n| € Mo(E).

If v(A) = 0, (1.10) implies that 7(A) has the same sign as z, so that 7(A) = 0. Hence
n <K v. If v(A) > 0, the inequality (1.10) implies that v(A) + |z|n(A) + zv(4) > 0
(by taking € = v(A)), and

v(A) + |u|v(A) < 1+ |ul
|ul =

In(4)] < v(4),

by taking z = 4u (with u corresponding to ¢ = v(A)). Hence ¢ = dpn/dv is
bounded v—a.s: there exists a bounded version of ¢. The proposition is proved since
In| € Mo(E) and n < v is equivalent to ¢ € Fo(v). [ |

The tangent space 7 (v) C My(v) is canonically equipped with the Lo, norm and
the induced topology. Its dual is L1 /N.

5The application ¢ is considered as an application on M () equipped with the L; norm for the
notion of derivative. Hence ¢'(0) € M(u).

INRIA



VARIANCE CALCULATION THROUGH LARGE DEVIATIONS TECHNIQUES 7

Lemma 1.3 Let v,m € Mi(p).

v € M(m)
v € My(m)

=  Loo(m) C Loo(v),

= T(r) CT(v).

Proof : Let v € M(w) which implies v < w. By definition, for all Borel set A,
w(A) = 0 implies that v(A) = 0. Now, if f € Ly (7), there exist ¢ < oo such that

t({z € E: |f(z)|>c}) =0 hence v({z€E: |f(z)>c}) =0,

so that f € Ly (v). Assume additionally dv/dw to be bounded. Let 5 € 7 (7), then
J dn=10and

dn dn dv dn

&n — cL

ar €=M = q, = Gray € L)

hence 7 (7) C 7T (v). [ ]

1.4 Derivatives

The entropy function is H(.||s) is defined by

dv
o] [osgiar e, (L.11)
+00 Vv & Mi(p).

The entropy function is not continuous and not even finite everywhere, so that it
may happen, e.g. that H o ¢ is always infinite except for z = 0. We would like
however to define the directional derivative of the entropy function, if it exists, by

Hlwn ™ S Hog(0)  where n = £(0). (1.12)

In order to avoid those trajectories for which H is not continuous, we shall only
consider affine paths of the form £(z) = v 4+ zn in the equation (1.12). The proof of
Proposition 1.2 shows this is always possible.

Definition 1.4 The gradient VH(v||u) is defined at v € My(u) if the directional
derivatives VH (v||u).n are defined for all n € T (v).

Proposition 1.5 The gradient VH(v|p) is a linear functional T (v) — R defined
at every points v where the entropy H(v||p) is finite by:

dv
H(v||p).n = /log I dn, VneT(v). (1.13)

RR n° 4441



8 Arnaud de La Fortelle

Proof : First note that, when H(v|u) is finite, log(dv/dpu) is absolutely integrable
w.r.t. v. Moreover ¢ = dn/dv is a.s. bounded, by definition of 7, hence

dv dv
log —dn = [ log —
/ ogdp dny / ogduqﬁdu
is well defined and finite for all € T (v).

Let v € Mi(p) with finite entropy, 7 € T(v) and ¢ £ dn/dv; &(z) = v + 27 is
defined for |z| < u, with u > 0. Since

def dé(z)

TOEE

=1+z¢

is uniformly bounded on (—u,u), the entropy H(&(x)||x) is finite on this interval and

H(e(@)|n) — Hwllp) = = / logj—:dn + / log(1 + =) dé(z). (1.14)

The last term tends to zero faster than x, therefore the gradient is well defined. It
is linear as the integral. ]

Corollary 1.6 When the gradient is defined, it is a continuous functional T (v) —
R. So there ezists a unique canonical representation of VH (v||u) in Li(v)/N, that
will also be denoted by VH(v||p). Moreover

d
f=VH(|p) (mod N,)) <= JacR: f=log £ +a v-a.e. (1.15)
Proof : It is a straight sequel of the topological prelude and of (1.5). [ |

Remark : It is worth pointing out that VH(v||p) is not necessarily continuous
for the usual weak topology; moreover, it is continuous for a topology that varies
with »! This is a stumbling block in usual treatment of differential. On the
other hand, here is a definition of gradient for a non-continuous function! It
is then natural to possess weak properties, but still enough for the purpose of
optimization.

"

INRIA



VARIANCE CALCULATION THROUGH LARGE DEVIATIONS TECHNIQUES 9

Second order derivatives The second-order directional derivatives are defined,
with the same restrictions as VH, by

aer d

T da

VEH(|p)0.¢ & = [VH(E@)|p) 0] (0)  where ¢ = £(0). (1.16)
Definition 1.7 The Hessian V2H(v||p) is defined at v € M1(p) if the directional
derivatives V2H (v||n).n-C are defined for all n,¢ € T (v).

Proposition 1.8 The Hessian is the bilinear symmetric positive definite functional
T(v) x T(v) — R defined at every points v where the entropy H(v||P) is finite by:

dnd
V2H(v||p).n.¢ :/ﬁé dv, Vn,¢ € T(v). (1.17)

Proof : The Radon-Nikodym derivatives will be denoted by ¢ for dn/dv and 9 for
d¢/ dv. Since 7, belong to 7 (v), ¢, 9 are well defined and bounded, hence belong
to La(v), and the Hessian is the canonical scalar product:

V2H(w||p)7.C = / oo dv = (4,9).

In the same way as for the gradient, there exists an open neighborhood (—wu,u) of
def

0 such that &(z) = v + x( belongs to M;(p). Since ¢ < v, the support of £(z) is
exactly the same as v. Moreover the Radon-Nikodym derivatives of { w.r.t. v is a.s.
bounded, therefore 7 (¢(z)) = 7(v) and the right-hand side of (1.16) makes sense.
Now

VH (¢(a) )1 - VH@n)n = [1og( +ap)dn = [ v+ ofa)

thus the Hessian exists and is equal to the canonical scalar product on Ly(v) which
includes 7 (v). This also proves that the Hessian is bilinear, symmetric and positive
definite. =

Remark : Note that the derivatives depends on v and p, but the tangent space
does not depend on . When no confusion arises, we shall drop p in VH (v||u).
For the second derivative it is even better since V2H (v||u) does not depend on
p. As for the spaces Ly, M; ... we shall drop the mention of v in 7 (v) when
no confusion arises.

"
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10 Arnaud de La Fortelle

Proposition 1.9 When v has finite entropy, the Hessian V?H (v), considered as a
linear functional from T onto T* = L1 /N is defined as

V2H(v)p=— (mod N) VpeT. (1.18)
The Hessian is injective and its inverse, when it exists, is given by
VEH() ' f = (f = (f,0)v (1.19)
for any representative f off € Li/N.
Proof : It is a straightforward consequence of Proposition 1.8. [ |

Corollary 1.10 When the Hessian is defined, it is the canonical bijection Id between
T(v) and Fo(v) N Loo(v). Hence the Hessian is invertible and its inverse f —
V2H(v)7l.f is continuous.

Proof : By Proposition 1.9, the image of the operator V2ZH(v) : T +— Ly/N is
exactly Loo/N. By (1.8), this set is isomorphic to Fy N Ly, <> 7. Hence the Hessian
is an isomorphism, therefore continuous, invertible with its inverse continuous. =

1.5 Local expansion of the entropy function

The entropy function is not continuous, but the existence of continuous derivatives
in a restrained tangent space shows that one can expect a kind of approximation
formulae where the derivatives exist.

A very nice identity verified by the entropy will help us in the sequel. It is the same
as (1.14). When the terms are defined

H(v +1lp) = Hv|p) + VHv|p).n + H +19]v). (1.20)

Proposition 1.11 Let v € M1(p) have finite entropy. For all n € T (v) such that
1Moo < 1/2 the entropy of v + 1 is finite and:

H(v +1llp) — Hv|p) = VH (v p)n — %VQH(V)-W? < i3 (1.21)

|IVH(v +nlln) = VE@n) - VH@) ]|, < 2|, (1.22)

INRIA



VARIANCE CALCULATION THROUGH LARGE DEVIATIONS TECHNIQUES 11

Proof : Note that 7 (v) is canonically endowed with the Lo norm. If ||7|/c < 1/2,
then v 4+ 7 is a probability measure, and all terms in (1.20) are well defined. By
(1.20), the only term to bound is H(v + 7||v). Using

3 2 3

z oz
— < log(1 — — < — \4 -1
0t S og(l+z)—z+ 5 < x> -1,

3 3

and demoting dn/dv = ¢, one obtains the bound

—[Inll3 ¢? 7113,
AR < H(V+77||I/)+/ (—¢+ 7) dv < 2. (1.23)

Now,

/¢2 dv=V2?H(v).p.p  and /¢d1/ =0,
therefore, combining the bounds (1.23) with (1.20), the uniform expansion (1.21) is
obtained. The bound (1.22) is obtained in a similar way by

$2

1+x

|10g(1 +z)— m| < , Ve > —1,

which implies that

[VH(v +1l|p).¢ = VH@||n).¢ = V2H@).n.| < 2lnll5 )¢, V¢ € T(v).

Note that the norm in 7 (v)* < L;/N is defined by the L; version® of (1.4). The
bound (1.22) follows by an adapted version of (1.2). |

Corollary 1.12 The entropy function is continuous on the set of probability mea-
sures v such that dv/du is bounded from 0 and from ooc.
1.6 Optimization with constraints

The topic of this section is to study existence, uniqueness and characterization of
the following optimization problem (O1).

Problem (O1) Let f : E + R? be a vector valued function with coordinates
fiy---, fa belonging to Loo(u). Then the optimization problem is

inf{H(l/Hp,) where (f,l/):z} (1.24)

51t is also the L; norm for the canonical representative in Fo defined by (1.8).

RR n° 4441



12 Arnaud de La Fortelle

The solution of (O1) relies on two hypotheses. The first one is a “structural” hy-
pothese while the second is a condition for the problem not to be ill-defined due to
bad values. Assumption (H1) is easily checked to be true in the i.i.d. framework.

Assumption (H1) For allv € My(p), the set Myp(v) N M1(v) is dense in My (v).
Assumption (H2) z € R? belongs to the interior of f(Mi(p)).

Lemma 1.13 Under Assumptions (H1) and (H2), there exists a measure v € Mi(u)
such that
(f,v)==z2 and H(v|p) < 0.

Proof: Let v € Mj(p). Since v < p and f is p-a.s. bounded, so f is v-a.s.
bounded hence v-integrable: (f,v) is finite for all v € M1 (u).

Take ¢ > 0 small enough. By (H2), for all y in the ball B(z,¢) of center z and
radius ¢, there exists v € Mj(p) such that (f,v) = y. Therefore one can choose
Yo---Yqa € B(z,¢€) such that their convex hull has non-empty interior and contains
z. The corresponding measures are denoted by vy ... v4.

By (H1), one can find 7 € My(p) arbitrarily close to v;. They are chosen so that
the image by f of their convex hull has non-empty interior and contains z.

Now it is easyly checked that the entropy H(.||s) is finite on My(p). Since the
entropy function is convex, all convex combinations of 1/8 ey 1/3 have finite entropy,
among which the combination which yields z. The lemma is proved. ]

Corollary 1.14 (Existence) Under Assumptions (H1) and (H2), there exists a so-
lution v* € M1(p) to the optimization problem (O1).

Proof : It is a classical property (see, e.g. [3]) that the level sets H~1([0, K]) are
compact, for all K > 0. Moreover, by Lemma 1.13, the set {{f,v) = z}NH ([0, 00))
is not empty, therefore there exists a solution to the optimization problem (O1). m

The preceding statements has been separated because they are specific to the i.i.d.
framework: e.g. the existence of a solution is a hard point in the Markov framework.
Now, the tools developped for analysing the entropy function allow to characterize
a possible solution as in Theorem 1.15.

Theorem 1.15 Assume (H1) and (H2) are valid and optimization problem (0O1)
possesses one solution v*. Then this solution has finite entropy, is unique, v* and

INRIA



VARIANCE CALCULATION THROUGH LARGE DEVIATIONS TECHNIQUES 13

are equivalent (i.e. mutually absolutely continuous) and there exists ai,...,aq such
that
d
VH* ) =Y opfr (mod Ny-). (1.25)
k=1

Proof : The solution has finite entropy by Lemma 1.13. It is unique since the
entropy is strictly convex.
Since the entropy function (see (1.11)) is infinite outside Mi(u), v* < p. In order
to prove the reverse relation, suppose this is not true: there exists a set A C E such
that

w(A) >0 and v*(A) =0.

Denote w < (f,p). For u > 0 small enough, (z — uw)/(1 — u) belongs to the
convex hull of (f,28),...,(f,v}) constructed in Lemma 1.13. Hence there exists
v® € My(p) N My such that

Z — uw

. = (L -up’tup) =2z

(f,vhy =

Define 7 £ (1 — u)v® + up. Since 7 € My(u) N My, its entropy is finite and by
convexity the entropy of (1 — z)v* + zm is finite for all z € [0,1].
The convexity of a — alog(a/b) used on A€ yields

H((1 - z)v* + zr||p)

dv dm
< 1—z dv*log +z d7r10g—+x/ d(z~)log
( ) Ac dp Ae du A ()

= H@' )+ m(A)zlogz + z(H(xlu) - Hw ).

*

d(zm)
dp

Since m(A) > up(A) > 0, for small z, the right side is strictly less than H(v*||u).
This is contradictory with the definition of v*. Hence our hypothese on A is false:
u < v*. Finally v* and p are equivalent.

The equivalence of v* and p means that M(v*) = M(u) hence M;(v*) = Mi(pn).
By assumption (H1), My(v*) is dense in M1(v*) = M (u) so that it is possible to
construct v, ..., of Lemma 1.13 belonging to My(v*) instead of Mp(u). This will
be assumed in the sequel.

Since the convex hull of < f, 1/8 >, cee ( I, y3> has non-empty interior, one can extract
from the differences (f,1?) — (f,»}) a basis of R?. By linear combinations one

RR n° 4441



14 Arnaud de La Fortelle

constructs the canonical basis (ef). But v? — 1/]’-’ belongs to 7 (v*), so that the k
combinations of v? — y]’-’ denoted by 7 also belongs to 7(v*). So we constructed
n, € T (v*) such that <f, 7)k> = e}.

Now, Proposition 1.11 and the optimality of v* imply

VH(v*|p).n =0, Vn € T (v*) such that (f,n) = 0. (1.26)
For any n € 7 (v*), define

def
¢=mn-
k

Then (f,¢) = 0 so that (1.26) can be applied, hence

(frs M)k~

d
=1

d
VH(v )0 = <Z(VH(V*||M).nk)fk,n> . VneT).

k=1

Defining oy, & VH (v*|| )75, this is exactly equation (1.25). The theorem is proved.
|

Remark : The assumption for z to belong to the interior of f (Ml(u)) implies
that this interior is not empty, hence fi,..., fq are independent as functionals
on M;(u). The converse is true, i.e. the independence implies that the interior
is not empty, but simplifying the condition on z is not that easy. The image
of f is a convex set, more precisely a simplex, but its vertices are not simply
expressed.

We would like to get an equivalence in (1.25) that is modulo N, (i.e. T(v*) =
T(u)). Corollary 1.16 proves this is here possible, but in more general settings
is it sometimes not possible.

"

Corollary 1.16 Under the assumptions of Theorem 1.15, T (v*) = T (u) and v* is
given by’

v = ueatf_A(atf), where A(alf) < log/eatf du. (1.27)

"We shall denote with the matrix notation o' f def Zzzl ak fr-
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Proof : By Corollary 1.6, (1.25) implies that there exists A € R such that

dv*

du

log =a'f+ ) v*as.

But v* is a probability measure, and since v* and p are equivalent, it means that
A = —A(alf), where A(g) is the logarithmic generating function of g. The charac-
terization (1.27) is proved.

Now it is clear that the density dv*/dp is bounded from zero and infinity, so that
by Lemma 1.3, 7 (v*) = T (u). ]
1.7 Heuristic in the optimization problem

In order to measure the change around a point v, the well-known martingale in large
deviations is My =1 and for n > 1

dv

n
e d
M, ¥ exp E log —V(XZ) = exp <nLn, log —> , (1.28)
= dw dp

where L,, is the empirical measure

1 n
L, % 2N 6.
n n; X;

The best changes of measure for deviations for a function f : E — R? (i.e. when
the measured quantity is f(X;)) correspond to measures v* minimizing the entropy
(i.e. optimization problem (O1)). By Theorem 1.15, the solution verifies

VH(v*||p) = 'f (mod N,+), with o € R%.

When the optimization problem (O1) concerns a small parameter z (assuming f is
centered), if we heuristically expand the entropy function around pu, the problem
becomes

inf{VZH.n.n where (f,n) :z}, (1.29)

where n € T(p) and f,z € RY. Assuming the entropy H is differentiable at the
solution 7, there exists o € R? such that V2H.p = off. Some computations yield
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the solution
a = X7l
n = VPH.(Z'S7'f),
ViHgn = 2871z,
where i = (i, VCHTLf).
For such a solution 7, we associate a balanced measure v = p + 7 and
dv
log— =o'
o8 7. = o,

and the martingale M,, defined by (1.28) becomes heuristically
n
M, ~1+) o f(Xy).
i=1

If we remove the constant terms 1, if we suppress the constant multiplicative term «
(when z varies, a covers R?), this strongly suggests to study the multi-dimensional
martingale My = 0 and for n > 1

M, = éf(Xi) e R (1.34)

First, it is indeed a martingale, since f is supposed centered; second, this is precisely
a martingale which is classically used in the proof of the CLT for i.i.d. variables, as
shown by the following theorem.

1.8 Variance calculation

We formulate the result (a proof using the martingale method and implying this
theorem is given for Theorem 2.8).

Theorem 1.17 Let f1,..., fq be bounded continuous functions and denote (f1,..., fq)
by f: My(E) — R Assume furthermore that the functions are independent and

{fsp) =0.
Let {X,, n > 1} be an i.i.d. sequence with law p. Then {f(X,), n > 1} verifies a

central limit theorem with variance X such that

Sy E(VEH(p) ™V fi, fi) = /fifj dp.
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Since Theorem 1.17 is valid for any positive integer d, it yields the following functional
theorem.

Theorem 1.18 Let {X,,, n > 1} be an i.i.d. sequence with law p and L, its em-
pirical measure. Then /n(L, — p) converges in T(u) to a gaussian process with
covariance V2H1(p).

2 The Markov framework

We now turn the tools developped in the i.i.d. case to the Markov case. The frame-
work looks very much like the i.i.d. one, but there is a new concept of local balance.
This means that a chain enters a state as often as it exits it, in means (i.e. with
respect to a stationary measure). However there are some problems of even defining
the irreducibility in continuous spaces, and we will try to bypass these difficulties.
Contrary to the i.i.d. case, we have to restrict the class of functions for which a
central limit theorem holds, but this is naturally done.

2.1 Notation

The framework is the following: (FE,d) is a Polish space and P(.,.) is a transition
kernel on E, not necessarily ergodic but irreducible in the sense [6] of ¢-irreducibility:

Definition 2.1 (¢-irreducibility) The transition kernel P is said ¢-irreducible if
there ezists a o-finite positive mesure ¢ with support E such that

P(A)>0 =z~ A, VreE,

where x ~» A means that there exists n such that P™(z, A) > 0. The measure ¢ is
called an irreducible measure. We shall denote by m a mazimal irreducible measure,
i.e. an irreducible measure such that TP < .

We shall consider finite measures in E*> = E x E and their projections. Let v €
M(E?), we shall denote its one-dimensional projections by

{,,1(_) (., E) € M(E),

def (2.1)
() =v(E,.) € M(E).
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If such a measure is additionally a probability measure, it defines a Markov kernel
N: Supp(v1) — Supp(rz2) and a reverse kernel N : Supp(vy) — Supp(v1) by

N(-T, ) d:ef dyd(:; ) ;

~ o dv(.,
N(y,.) d:fd(sz).

These kernels are defined vi-almost surely [resp. va| and satisfy
viN(dz, dy) = v(dz, dy) = v, N(dy, dz).

In Section 1, we had to restrict to probability measures v absolutely continuous w.r.t.
the measure . Since P replaces p in the Markov settings we define the “regular”
measures v w.r.t. P by

veE MMP) <= v< 1 QP < N(z,.) < P(z,.), v a.s. (2.2)

The notation v; ® P stands for the measure v1(dz)P(z, dy). In order to prevent
singular behaviour, it is necessary to impose an additional condition® on v: v < 7.
This notion of regularity is transitive: v € M(P) and v/ € M(N) implies that
v' € M(P). Moreover,

Ve M(N) < vV <.
In the i.i.d case, there was only one constraint for the measures: the mass be one.

In the Markov case, we emphasize that there is furthermore a balance constraint, so
that we shall consider only balanced measures.

Definition 2.2 (Balanced measures) A balance measure v € M(E?) is a finite

law

measure such that vv = vy in (2.1). The set of balanced measures is denoted by
M(E?) and the set of balanced probability measures by M1 (E?). If furthermore
the measures are regular w.r.t. a kernel P as in (2.2), the sets will be denoted by
M (P) and M1 (P) respectively.

For a measure v € M;(P), we shall define the sets:
e L;(v), the real v—integrable functions;

e M(v), the finite signed measures absolutely continuous w.r.t. v;

8In this condition we use only the mazimality of 7. For a measure v, 11 is maximal for N on
Supp(v1) but not necessarily irreducible.
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Lo (v) C Li(v), the real v—measurable a.s. bounded functions;

My(v) C M(v), the measures 7 such that dn/dv is v-a.s. bounded;

Mo(N) C M4(N), the balanced, centered (fdn = 0), N-regular measures,
usually denoted by 7, (;

Fo(v) C Ly(v), the real v—integrable functions, usually denoted by ¢ or v,
verifying ¢v € My(v).

As for the i.i.d. framework, when no confusion arises, we shall drop the indication of
the reference probability measure v. Note that there are classical bijections M « Ly,
My < Ly or My < Fy expressed by:

neE M) «— ¢ F(v), with ¢:% v-a.s. or 1= ¢v.

2.2 Topology
Topology The paragraph “Topology” of Section 1.2 applies verbatim here.

Quotient spaces The problem now is to construct a set N C Ly such that
M = N°. This means to find a way to make a measure centered and balanced.
In the i.i.d. case N was the vector space generated by 1. In the Markov case, the
balance condition is more difficult to handle.

Let v € M(E?). For any function 8 € Luo(v1), we define

Kg: M(v) —R
n = {m,B) — (m,B). (2.3)

The application Kz is a continuous linear functional, so that its kernel is closed.
Moreover, if the terms in the right hand side of (2.3) are null for all bounded 3 €
Loo(v), then 1 = 19 and the measure 7 is balanced, hence
M;(N) = ﬂ ker K.
ﬂeLoo (V)

Now, the continuous linear functional Kj is identified to an element of the dual of
M(v), namely K3 € Lo (v) with

Kg(z,y) = p(z) — B(y) v —as.
The set N is the closed vector subspace of Ly (v):

N={al+Kp, a €R, f€ Lo(v)}-
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20 Arnaud de La Fortelle

Topology on quotient spaces The paragraph “Topology on quotient spaces” of
Section 1.2 applies here.

While permuting L; and Lo, we need N € L so that Ky is identically defined but
the only change 8 € Ly and

N {al+ Kg, a €R, B € Li(v)}.

Remark : Unfortunately, there is no such isomorphism L; /N < Fp: in the
i.i.d. case, we have L1y = Fo@® N. This means that, for a function f € Ly, it may
happens that there is no decomposition f = ¢ + f’ with ¢ € Fy and f' € N.
This kind of decomposition depends strongly of the structure of P and of f.
This remark also holds in the L; space.

*"

2.3 Calculus of variations

Tangent space We briefly recall the major steps of the construction of tangent
spaces. It is merely a repetition of Section 1.3 in the context of Markov chains by
replacing M (u) by Mi(P). Definition 1.1 and Proposition 1.2 holds. In short:

Proposition 1.2 For all v € M(P), T (v) = Mo(v) N My(v).

The tangent space 7 (v) is canonically equipped with the Ly, norm and the induced
topology. Its dual is L1 /N. Lemma 1.3 also holds.

Derivatives The derivatives are defined exactly the same manner as in Section 1.4,
but the expression of the gradient is a bit different.
We consider the entropy function on the pairs defined by

H(v|P) & // v(dz, dy)log %(x,y) Vv € M (P)

= [[vtas, aprog =)

def

and H(.||P) = oo outside M1 (P). For the sake of brevity, we shall note:
dN
H(||P) = /log .

Using Definition 1.4, Proposition 1.5 becomes:
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Proposition 2.3 The gradient VH(v||P) is a linear functional T (v) — R defined
where the entropy H(v||P) is finite by:

dN
VH(v|P).y = / log = dn, V€ T(v). (2.4)

Proof : It is similar to the proof of Proposition 1.5. The only difference is the
ef

expansion of H. For € T(v), one defines £(t) £ v + t7, the affine path in M, (P)
defining 7 (for ¢ sufficiently small) and

def d_77 def d771

dv € Loo(v), ¢1 = dv, € Loo(r1).
Now, a short calculation shows that
d= et dE dN - 1+t¢(z,y)
- = = — - 2
Then the equation (1.14) becomes
AN 1+t
H P)— H(v||P) = log — 1 . 2.
€IP) - HEIP) =2 [1og Gy an+ [1o5 50 s, (20)

Since n € T(v), [¢dé(t) and [ ¢1 dE(¢) tend to 0 and the last term in (2.6) tends
to zero faster than t. Equation (2.4) is proved. ]

Corollary 1.6 holds with characterization (1.15) becoming (2.7):

Corollary 2.4 When the gradient is defined, it is a continuous functional T (v) —
R. Hence there exists a unique canonical representation of VH(v) in L1(v)/N that
will also be denoted by VH(v). Moreover f = VH(v) if, and only if,

dN
daeR, € Li(E): leogd—P—Fa—l-Kg v-a.e. (2.7)

Note that 8 € Li(v) is not unique. It is unique up to a constant.

Second order derivatives They are defined as in Section 1.4, first the directional
derivatives by equation (1.16) and then the Hessian by Definition 1.7. It is described
as in Proposition 1.8 with (1.17) modified in (2.8).
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Proposition 2.5 The Hessian V2H(v) does not depend on P. It is the bilinear
symmetric positive definite functional T (v) X T(v) — R defined at every points v
where the entropy H(v||P) is finite by:

e [ dnd¢ dm d
2 det [ CONCE 4, [ D61
v H(I/)UC N dv dv dv dl/1 dl/1

dvi, Vn,( €T (v). (2.8)
Proof : Let 1,{ € T(v): the Radon-Nikodym derivatives will be denoted by ¢ for
dn/dv and by 9 for d¢/dv. They are bounded and their projections ¢; and 1); also
are bounded (in Lj(»1)) so that the Hessian is well defined:

VHEIP)¢ = [$wdv— [ dn.

In the same way as for the gradient, there exists an open neighborhood (—u,u) of
0 such that &(z) & v + #¢ belongs to My (E). Since ¢ < v, the support of £() is
exactly the same as v. Moreover the Radon-Nikodym derivatives of { w.r.t. v is a.s.
bounded, therefore 7 (£(t)) = 7 (v) and the right-hand side of (1.16) makes sense.

Now, using (2.5),

14ty
1+t

VH(E@|P)1 - VEOIP) = [log 1 dn =t [ =) dn+ o),
thus the Hessian exists and is equal to equation (2.8). This also proves that the Hes-
sian is bilinear and symmetric. It is positive definite? since, by Schwartz’ inequality,

/W dv > / (/¢(x,y)N(w, dy)>2V1(dw) = /1/1% dvy. (2.9)

There is equality if, only if, 1(x, y) is constant in y for 11 almost all z. By symmetry,

law

using v1(dz)N(z, dy) = v1(dy)N(y, dz) in an equation similar to (2.9), ¥(z,y) is
constant in x for v; almost all y. Finally v is constant v-a.s. and since 9 is centered,
this constant must be 0. Finally, there is equality if, and only if, ¥ = 0 v-a.s. [ |

Proposition 2.6 When v has finite entropy, the Hessian V2H(v), considered as a
linear functional from T onto T* = L1 /N is defined as

dn dm
2 =/ _—F
V*H(v)n = —(=,y X (z) VneT. (2.10)

9Tt is necessarily positive, since the entropy is convex.
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The Hessian is injective and its inverse, when it exists, is given by'®

d(V2H(v)"L.f)

P (@,9) = fle,)+T-N)"A@) +T - N folz)  (211)

where  fu(e) /f<z,y>N<m, dy), (2.12)

foly) /f(w,y)N(y, dz), (2.13)

where the function f is supposed centered!, i.e. (f,v) = 0.

Proof : Using the balance property, it is easily checked that

dn dm _ [dn dm o2
(S - ae) = [Lac- [ Pwaa = V)08,

for all ¢ € 7(v), hence (2.10) holds. The Hessian is injective because the associated
bilinear form is definite positive: if V2H (v).n = 0 then V2H(v).n.n = 0 and 5 = 0.

Before calculating the inverse V2H (v)™!, it must be checked that the right-hand
side of equation (2.11) defines a balanced centered measure. The (I — N)~! and
(I — N)~! operators represent Dinkyn’s transform of centered functions: it is not
always defined but, when it is, it defines a unique centered function. So first, the
inverse is uniquely defined (this could have been deduced from the injectivity). The
next calculations prove that it is balanced and centered.

We shall denote by 1 the density of n w.r.t. v. The expression of the inverse is
obtained by using necessary conditions: the inverse does not necessarily erist.

The identity V2H(v).n = f implies that there exist & € R and 3 € L;i(v1) (defined
up to a constant) such that

P(z,y) —Pu(z) = f(z,9) + a+ B(z) - Bly) v-as. (2.14)

If we integrate equation (2.14) w.r.t. v, we get

0=(f,v) +a,

0The notation fi and f» is consistent with (2.1) since we have vi fi = (vf)1 Lef J G yv(, dy)
and symmetrically va fo = (vf)2 (with v1 = v since v is balanced).
111f not centered, f has to be replaced by f — (f,v) in the equations.
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so that @ = 0, since we assumed f is centered. If we integrate partially equa-
tion (2.14) w.r.t. N(z, dy) and N(y, dz), we get, using (2.12)-(2.13),

0=f1+8— NGB vi-as. (2.15)

P — N¢1 = fo+ NB -8 uvi-as. (2.16)

Assuming that equations (2.15)—(2.16) can be inverted, the solution is necessarily
B = —(I—-N)'f1 v-as. (2.17)
P = (I-N)"'fy -8 v-as. (2.18)

Note that § is here implicitly chosen centered (by convention, Dynkin’s transforms
are chosen centered), which is possible since it was defined up to a constant and
vi-integrable. Putting the 8 and 1 as defined in (2.17)—(2.18) into (2.14) yields the

result: if it exists, necessarily

P(z,y) = f(z,9)+ T —N)"'ly) + T - N) " fa(z) vas.

Note that these expressions are valid for all irreducible finite Markov chains P, at a
point v which is irreducible (i.e. N and N are irreducible), e.g. if v is the stationary
measure. It is also valid for any Markov chain P at points v which are irreducible
with finite support.

Remark : One can easily tranform the reciprocal of the Hessian (2.11) into a
formulation very close to Appendix B. First note that

fi(z) /f<x,y>N(z, dy) = IE [f(Xo, X1)| Xo = 2]

and similarly f2(Xo) = IE[f(X_1,X0)|Xo]. Then, replacing the Dynkin’s
transform by its probabilistic counterpart
Xl] )

VPHw) '.f =T [ Z f(Xi7Xi+1)‘X0;X1] (2.19)

i=—00

(I-N)'fi(X1)=E lZfl(Xi)

formula (2.11) becomes for short
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where the expectation is taken w.r.t. the process defined by v and the left-hand
side is the density of the measure V2H(v)™!.f w.r.t. v, taken as a function of
the variables Xg, X;.

The formula (2.19) is very useful for the verification of the validity of the vari-
ance formula

o> =(V’Hv) " ".f,f). (2.20)

It yields immediately

o’ =T | f(Xo, X 1) Y f(Xi,Xiy1)|,

i=—00

which is exactly the general formula (B.1). For this reason, it is expected that
the validity of (2.19) and (2.20) goes beyond the scope of Markov chains.

"

2.4 Optimization with constraints

This section is the transposition into the Markov framework of Section 1.6, i.e. the
following optimization problem (02).

Problem (02) Let f : E? — R? be a vector valued function with coordinates
fis--., fa belonging'? to Loo(E?). Then the optimization problem is

inf{H(l/HP) where (f,v) :z} (2.21)

Replacing p by P, Assumptions (H1) and (H2) are the same for problem (02) and
Lemma 1.13 holds here. A natural question is: are there settings where Assump-
tions (H1) and (H2) holds? The answer is yes. Assumptions (H2) can hold in every
settings, depending on the function F. Assumptions (H1) is the most difficult one
to prove. It is easily checked when FE is finite. It also holds if F is countable by [4,
Proposition C.2].

Unfortunately, since the entropy H(.||P) does not necessarily have compact level
sets, Corollary 1.14 does not hold. However, Theorem 1.15 still holds when properly
modified.

12 Actually we are interested only to the part of f; that belongs to the support of P so that we
should write Loo(P). We do not for simplicity.
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Theorem 2.7 Assume (H1) and (H2) are valid and optimization problem (0O2) pos-
sesses one solution v*. Then this solution has finite entropy, is unique, v* and TQ P

are equivalent (i.e. mutually absolutely continuous) and there ezists ai,...,aq such
that

v¥||P) = Zakfk (mod N,-). (2.22)

Proof : The sketch of the proof is the same as in Theorem 1.15. The difference lies
in the sets used to prove the equivalence between v* and © ® P.

By Assumption (H1), one can find y € M, N Mj equivalent to 7 ® P (which is not
balanced). Recall that v* is regular (its entropy is finite) so that v* < u. To prove
the reverse relation, assume that there exists a set A C E? such that

w(A) >0 and  v*(4)=0.
Then it is possible to construct a set A’ C A with projection on the first coordinate
Al = proj;(A’) such that
w(A) >0, v*(A)=0 and vy(4}) >0.
Finally it is possible to construct A and A; = proj;(A) such that there exists € > 0

with

w(A) >0, v*(A")=0, and vf>epu; on A;.
Then one proceeds as in the proof of Theorem 1.15, but the measure which is denoted
by 7 there is still denoted by u here. It verifies u € My N My, its entropy is finite,

it is equivalent to 7 ® P and (f, u) = z.
The convexity of (a,b) — alog(a/b) used on A€ yields (z +y =1 with z,y > 0)

H (yv* + zp||P)

dN* d d(zp)
< 1 * 1 1
< /og Tz dv —Hc/ OgdPd#—i_x/()gd(yyf-i-xul)@Pd(W)
= yH(V*||P) —l—/A(A)xlogx—I—x( (u||P) + —/log—du)

Since p(A) > 0, for small z the right side is strictly less than H(v*||x). This is
contradictory with the definition of v*. Hence our hypothese on A is false: p < v*.
Finally v* and p are equivalent.

The rest of the proof is the same as in Theorem 1.15. [ |
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2.5 Heuristic in the optimization problem

This section is a transposition of Section 1.7 to the Markov framework. We assume
P is irreducible, ergodic and = is the stationary probability (hence also a maximal
irreducibility measure).

In order to measure the change around a point v, the well-known martingale in large
deviations is My =1 and for n > 1

n—1
) AN dv
M, = exp {; log d—P(XiaXi—i—l)} = exp <"L”’ log d—P> ’ (2.23)

where L,, is the pair empirical measure
n—1
def 1
L,=— E OX. X
n n 4 i3 i41
=0

We are interested in small deviations for a function f : E? +— R?. Assuming
Theorem 2.7 applies, one heuristically derives equations (1.30)—(1.33) for the optimal
change of measure v* and its expansion 7 around m ® P. For such a solution 7, we
associate a balanced measure v =7 ® P + n and

log %(w, y) =o' f ~(z,y) — P1(z),

where v is the density of n w.r.t. m ® P. Now, denoting o!f by F and remind-
ing that F' is small, equation (1.31) and Proposition 2.6 yield the expression of v,
equation (2.18) yields the expression of 11, so that

tog S5 (5,) ~ F(z,9) + (I = PY Ri(y) = (T = P) ' (o),

and the martingale M,, defined by (2.23) becomes heuristically
n—1
M, ~ 14> F(X;,Xit1) + (I - P) ' Fi(Xy) — (I — P) ' Fy(Xo).
1=0
If we remove the constant terms 1 and (I — P)~'F;(Xj), if we suppress the con-
stant multiplicative term «, this strongly suggests to study the multi-dimensional
martingale My = 0 and for n > 1

n—1

M, =" f(Xi,Xip1) + (I - P)7 f1(Xy) € R (2.24)
=0

RR n° 4441



28 Arnaud de La Fortelle

First, it is indeed a martingale; second, this is precisely a martingale which is clas-
sically used in the proof of the cLT for Markov chains, as shown by the following
theorem.

Theorem 2.8 (Central limit theorem) Let {X,,, n > 1} be a Markov chain with
ergodic irreducible transition kernel P and stationary measure w. Let f : E? — RY
be a centered functional (i.e. ({t ® P, f) =0) such that h = (I — P)~'f; € R? exists,
is w-integrable and centered. Then the sum S, converges to a normal law N(0,nX):

STL d_3f

Vn

Moreowver, h (I - P)*lfg and the inverse V2H 1.f exist, and the variance ¥ is
expressed by

S = (fi, VH'.f}) (2.26)
= /fi(:v,y)(fj(w,y) + hi(y)) + hi(y) fi(z,y)w(dz) P(z, dy). (2:27)

1 s, law
— Xi, Xpr1) 25 N(0, ). 2.25
77 2o (e Xe) 25 N(0.3) (2.25)

Proof : We consider the martingale M, defined by (2.24). Since f is centered, the
ergodic theorem ensures that M, /n tends to 0 a.s. and in Ls.
By definition

n—1
(M)n = IE [(My41 — M) (M1 — My)" | Fi) € RY
k=0
A simple calculation yields (denoting zz' by z? and uv® + vu' by u o v)
E [(Mk-l—l - Mk)2 ‘Fk]
= B [ (h(Xk41) = h(Xe) + (X, X 1) | Fi|

= [P(h?*) — (Ph)> = ho Ph—ho fi](Xy)
+IE [f*( X, Xpr1) + f( Xk, Xpr1) © 1(Xig1) | Fi] -

By the ergodic theorem, we deduce that

Mn as,

. S = E*[[P(h?) - (Ph)* — ho Ph—ho fi](Xo)]

+IE* [f*(Xo, X1) + f(Xo, X1) 0 h(X1)]
- / [F2(2,9) + f () o h(y)] n(dz) P(z, dy),
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where IP* is the stationary probability for the Markov process { Xy, k € Z} with
transition probabilities P and IE* the associated expectation. One easily checks that
the first term in ¥ is null. Now, (2.25) and (2.27) is the consequence of the central
limit theorem for martingales.

The expression of ¥ in (2.26) is the sequel of following formulae:

/ ha(y) f;(z,y)m( dz) Pz, dy)

= [E* [Z [i( Xy X41) f5(Xo, Xl)]

k=1

= IE* l i fi(XOaXl)fj(Xkan+1)]

k=—00
_ / fi(m, y)hy(@)m( dz) P(, dy).

Indeed, using the ergodicity of the Markov chain and that f is centered, one can
verify that convergence occurs in

h(z) = IB* lz F( Xk, Xit1) | Xo :x] ,

k=

S o

)

h(z) = TB* [ > f(Xpo1, Xp) [ Xo =2

k=—00

so that h exists when k exists and all upper formulza are valid. The expression (2.26)
is straightforwardly derived since, by Proposition 2.6, the density of V2H 1.f(z,y)
wrt. 1® Pis f(z,y) + h(y) + h(z). ]

Martingale expression : The “good” martingale to prove that the variance
of a sum S, = (f,nL,) defined as a functional of an empirical measure L,
(where the underlying process is not necessarily Markov) is indeed

o =(V?H 1.1, f),
is probably, following the upper heuristic calculation,

def

M, = (nL,,Ve.(VZH1.f)),
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where ¢ (actually ¢(G,R)) is the functional defining the general change of

measure and the entropy, i.e H(G||R) & (¢(G,R),G). It can be sometimes

simpler to use
def

My, € IE [Seo|Fn] -
*

Functional theorem Since Theorem 2.8 is valid for any positive integer d, one
could derive an analog of Theorem 1.18. The problem is that the corresponding
empirical measure

def 1 6
E : Xy Xk+1

does not generally belong to 7 (7 ® P) which is the limit space (the distance between
L, and 7 (m ® P) tends to 0). This difficulty can be overcome but the formulation
of the theorem, though very close to Theorem 1.18, becomes heavy.

3 The continuous time Markov framework

This section aims at giving a quick look at the continuous time framework. All
subsequent propositions are rigorous but details of proofs are left to the reader.

3.1 Framework

For the sake of simplicity, we will consider a denumerable state space E (so we do not
need to write Radon-Nykodim derivatives and processes are pure jumps processes).
We shall work with generators in continuous time, instead of pair measures (for
discrete time).

Definition 3.1 The set of balanced generators is

def

gs MI(E) X M (Ez)

where E? & {(z,y) € EXE, x # y} is the set of off-diagonal pairs. For G € G5, we
shall conventionally write'® G = (g, §)

13The dots have nothing to do with derivatives. It it simply useful to signal the mono-dimensional
measure g and the bi-dimensional measure §.
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The balanced generator G is closely related to the generator of Markov processes.
We shall denote both by G and writes the intensities of jumps by a capital letter:

Coy I i 02y and Gy 22
9z 9z
with the convention §; & >y dzy = D_, Gz (since § is balanced). Note that such
generators, when irreducible (i.e. when g is irreducible), are ergodic and that gz,
represents the stationary number of jumps from z to y per unit time while ¢ is the
stationary measure. For more details about these generators, see [2].

3.2 Entropy

Definition 3.2 (Entropy) Let R = (Ryy) be the generator of a Markov process on
FE and G € Gs. The entropy of G relatively to R is defined by

G
GHR Zgw ( o _Gwy+Rwy)
T£Y By
Z Gy IOg — Gzy + 9uRyy-
T7y

This entropy has a quite natural interpretation in terms of information theory. It
appears in large deviations for continuous Markov chains [2].

3.3 Tangent space

Note that the measure § evolves without constraint on its sum: § belongs to M(E?),
not to M1 (E?) as in the discrete time framework. This is reflected in the structure
of the tangent space.

Proposition 3.3 Let G € G;. The vector tangent space T (G) is defined by
T(G) = M(9) x Mg(d).
It is equipped with the Loo norm. Its dual'* is
T7(G) = L1(9)/N1 x L1(§)/No.
def

where Ny & {odl, o € R} and Ny & {Kps, B € Li(g1)}-

We shall denote a tangent vector by 7 = (7,7) or ¢ = ({,¢). Note that the dual
T*(G) can be equivalently written (L1(g) x L1(g))/(N1 x Na).

(1, IV 2.8] use the direct sum @ which is equivalent here to a product.
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3.4 Derivatives

Calculations very similar to those of Propositions 2.3 and 2.5 yield the expressions
of first and second order derivatives.

Proposition 3.4 The gradient VH(G||R) is a linear functional T(G) — R defined
where the entropy H(G||P) is finite by:

H(GHR)-??:Z%( z_g_w>+2ﬁmylog .g;y ., VneT(G).
T z zy

gz Ligy
The Hessian V2H(G||R) does not depend on R. It is the bilinear symmetric positive

definite functional T(G) x T(G) — R defined at every points G where the entropy
H(G||P) is finite by:

VQH(G).’)'}.C _ Z 77m<$ Z Cw"?wy + Wway + Z nwyCzy

9z o gmy
77wa Cx"h + 7z Cw ﬂwnyy

For f = (f,f) € L1(g) x L1(§), we shall write f = VH(G) if
(Fom) =D f@)ie + Y f(@,9)iey = VH(G).n,  Yn € T(G).
T Ty

One can then deduce the following corollary from Propositions 3.3 and 3.4.

Corollary 3.5 When H(G||R) is finite, the gradient is a continuous functional
T(G) — R. Hence there ezists a unique canonical representation of VH(G) in
L1(§)/N1 @ L1(§) /Ny that will also be denoted by VH(G). Moreover f = VH(G) if,
and only if,

JdaeR: f(z) = R, —g——i— (3.1)
3B e Li(i): flay) = loggf;;y + B(e) ~ Bly). (3:2)
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3.5 Inverse of Hessian

Proposition 3.6 When G has finite entropy, the Hessian V2H(v), considered as a
linear functional from T(G) onto T*(G) is defined as

52

VIH(v).q = (77‘”9”” A "ﬂ) v € T(G). (3.3)
9z 9z 9r  YGxy

The Hesstian is injective and its inverse, when it exists, is given by
VIH(G) '.f =n with

Z— = (I-P) @) + I - P) i) (3.4)
__ —G " f(z) - G f(x)
Z— = (I-P)'fole)+ (I - P)" fily) (3.5)

~G7 f(z) - G () + fla,y)

where Ppy et Gzy/ Gz s the embedded Markov transition matriz, Pwy et Gyz/ Gz is the
reversed Markov transition matriz; (I — P)™'fi and (I — P)™' fy are Dynkin’s trans-
forms; G £ (9, Gyx) is the reverse Markov process; G_lf and é‘lf are transforms
defined by G—1f & fooo T(t)f dt where T(t) is the Markov semi-group defined by G.
Moreover the function f is taken centered. If it is not, it should be replaced by

f—=1a,f) and f —(§,£)/|§] (see (5.10) and (3.11)).

Proof : This result is a purely algebraic exercise, once all existence hypotheses are
done. Here is the sketch of the calculations.
One search for the solution 7 of the problem:

nmgx _ ﬂ_x _n_z M _ .

If such a solution exists, there exist o and @ such that

% _;’_“” = f(2)+a (3.6)
e T fa,y) + B() — B(y). (3.7)
gz Jzy
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Combining both equations (3.6) and (3.7) in order to eliminate 7 and using §zy/jz =
P,y yields:

— Nz Pry + ey = gay (f(.T, y) + B(z) — /B(y)) + gz Pry (f(.’B) + a)' (3.8)

Summing up (3.8) over z and y yields:

0= Z gwyf(xa y) + Zng(x) + a. (3'9)
T,y T

Hence we can split @ between the double sum and the single sum so as to have each
one null. This means centering both functions f and f:

foe £ g:f), (3.10)
P F-Yinfen(Yin) - (3.11)
Z,Y z,Y

For the sake of simplicity, we shall assume in the sequel f and f to be centered and
a=0.
Now, (3.8) is summed over y:

0="> foyf(z,9) + §z (B(z) — PB(x)) + gu f (),

Y

which yields the expression of §:
Bla) = —(I = P)"' fi(z) + G~ f(a). (3.12)

where fl(x) & Zy P, f (z,7). The inverse operator G~! appears since

G(w) =Y Gy = 3 %ﬂ@) - g—zﬂm) - —g—:a ~ P)f(z)

so that one can write, with a slight abuse of notation,

—(I-pP)7! (?if(x)) =G f(z). (3.13)

T

Note that, for any function h, (I — P)h and Gh are centered (resp. for the measures
g and ¢). This is why it is important to reduce the problem to centered f and f.
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Under some mild conditions (irreducibility ... ) equation (3.12) possesses one, and
only one, solution up to a constant (but it was already known 3 is defined up to a
constant).

Equation (3.8) is expressed up in time, i.e. with the upward transition matrix P. It
is in fact a time non-oriented equation'® which can be re-written down in time:

_gyPyxz_i + ﬁxy = gwy (f(:c, y) + /B(x) - IB(y)) + gypymi_:f($) (3-14)

Summing up (3.14) over z, identifying the 7, part and simplifying (using (I —
P)'P = —-T+ (I - P)™!) yields:

i L . :
é—y = (I - P)" faly) - Bly) - G (y) — f(y)- (3.15)

Y
Finally, the expression (3.4) of 7) is deduced from (3.6) and (3.15); the expression (3.5)
of 7 with both variables is deduced from (3.4) combined with (3.7). The identification
of the inverse is completed. [ |

3.6 Martingale and variance

Assuming our theory applies in the continuous framework the same way as in the
discrete one, denoting by Y; a Markov process with generator G and by X; the
embedded process, the variance of

t . Nt_l .-
502 [ F) s+ Y FO i) (3.16)
0 i=1
should asymptotically behave as %t with
o EA(VHT ) = by () (3.17)
T,y

+ 3 3/ (@) + G fir(@) (1= PY " falw) - G (@)
+ 3 (5:F @) + dufo(@) (0 - P) (@) -7 (@) -

15The symmetry is destroyed by the choice we made to write the second component of VZH
asymmetrically: —9z/dz + flzy /Gy but it could have been written —ny /gy + flzy/Jzy as well.
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Note that, for a function without jump part f = ( f, 0), this expression reduces to
the well-known variance for the integral part of (3.16):

02 = - Zng(w)é_lf(l‘) - ngf(x)G_lf(l') = —2(g',fh)

where Gh = f. We give here the equivalent of Theorem 2.8 with the sketch of the
proof given for d = 1 for the sake of simplicity.

Theorem 3.7 (Central limit theorem) Let {Y;, t > 0} be a jump Markov pro-
cess with ergodic irreducible generator G. Let f : E? — R% be a centered functional
(see (8.10)-(3.11)). Conditionally to the existence of the solution of VEH™1.f, then
Si/\/t converges to a normal law N(0,%) where

i = (fi, VCHLf). (3.18)

Proof : The martingale naturally associated to (3.16) is

t . Ntil .
My E w0 + [ ) s 3T FO Xusa), (319)
0 i=1
Equation (3.19) can be translated in differential form:
dM; = dh(Y,) + f(Y3) dt + (Y, Yigar),

with the convention f(z,z) = 0. It yields

E[%¥4f4::Ghaﬂ4ﬂﬂﬂ0+gﬁfﬂﬁl (3.20)
v

For the expectation (3.20) to be null, one must choose (using (3.13))
hE (I -P) 'y —Gf.
Then, one checks that

d(M); = (dh(Yy))? + 2dh(Y)) f (Y, Yir ar) + F2 (Y, Yir ar)-

Hence

D [d%f)t‘y;:x] — Gh(z) — 2h(z)Gh(z)

+ Gy (2(h(y) — h(z)) f(z,9) + f*(=, y)).
Y#T
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Since

(M) = /OtIE [d<§f>s

the ergodic theorem yields, after simplification using the form of h,

] o

(M)
t

=% 23 h(@) (6 (0) + Gefo(@) + D Gay (@, y)-

wly
This is precisely the variance expressed in (3.17); it is simplified since the last two
lines of (3.17) are equal. |
3.7 Conclusion

It goes without saying that all remarks of Section 2 can be applied in the continuous
time framework. One can developp other calculations (e.g. similar to Appendix B)
and other remarks, but the present section is aimed at showing shortly that the
validity of the formula o2 = (VZH ™! f, f) is luckily to be wide.

Appendix A From markov derivatives to i.i.d. deriva-
tives

A nice algebraic exercise is to find the i.i.d. derivatives solely from the Markov
equations. Indeed, if we define

A: M{(E) — M(E?

v — v,
we can express the i.i.d. entropy from the Markov entropy:
H(v||p) = H(AW)||n),

where g in the right-hand side means the transition matrix P(z, dy) equal to u(dy).
In the sequel, we shall denote identically both entropy functions.
The derivatives of A are easily calculated: for all 5,{ € T (v),

VAn = v@n+n7Qv,
ViAne = (@n+71C(.
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Using the formulee:

V(HoA)m = VHoA.(VAunm), (A.1)

VXHoA)n¢ = VZHo A(VAD).(VAL) + VHo A(V?An.Q). (A.2)

and the expression of the derivatives of H (see (2.4) for VH and (2.8) for V2H), we
get

V(Ho A(w)q = / log dd—Z<y>u<dw>n<dy> 4 / log j—:@)n(dx)u(dy),

= /log j—:(y)n(dy),

because 7 is centered (hence [dn = 0). This is the expression, identical to equa-
tion (1.12).

The second summand in the right-hand side of (A.2) is easily proved to be null. The
first summand yields

V2(H o A(v)).1.¢

_ dv®n+nQv B dv+17
_/ ey dr®(¢+(¢®v) / o d¢

~ [Tkt + [ Lwaan - [ Lac
:/d_yd

Once again the result is consistent with equation (1.17).

Appendix B Variance expression for stationary ergodic
processes

Let {Xj;, 7 € Z} be a stationary ergodic process on a space E and f a real functional
on E. It is known that, under mild hypothesis, the random variable

defo

tends to a normal variable of law N (nM,nco?). More formally, this means that

S —nM n—>oo

= = N,).

no
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Since X is stationary, the mean M is simply expressed as
M =IE[f(Xo)].

We would like to get an expression for the limit variance o2. First, we assume that
f is centered, i.e. M = 0, which is always possible by taking f — M instead of f.
Formally

o2 ¥ %IE (Z f(Xi)) =%IE XD (X))
=1

ij=1
n n—j
= Y| Y A
j=1 i=1—j
= azzlE['Z f(Xo)f(Xi)]- (B.1)

We only used the stationarity of the process for shifting the indices and the ergodicity
for the convergence, assuming the existence of all quantities in the equations. An
alternative expression is

=T lf(Xo) (—f(Xo) +2%° f(Xi))] . (B.2)

1=0

B.1 The i.i.d. case

Since the X; are independant of law 7, we find
o> =IE [f(X0)’] = /f2 dr.

B.2 The Markov case

We assume the X; are markovian, with an irreducible transition matrix P and sta-
tionary measure 7. The expression (B.2) yields

o? = —/den+2/ff:P<i>fd7r
=0
— _/f2d7r+2/f(I—P)_1fd7r.
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Denoting the Dynkin’s transform (I — P)~!f by A, i.e. the unique centered solution
of the equation
h — Ph = f,

we get

02:/f(—f+2h)d7r:/(h—Ph)(h+Ph)d7r:/h2—(Ph)2d7r,

which is the usual expression of the variance, as obtained by martingales methods.
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