N
N

N

HAL

open science

Reflected BSDE’s , PDE’s and Variational Inequalities
Vlad Bally, M.E. Caballero, B. Fernandez, Nicole El Karoui

» To cite this version:

Vlad Bally, M.E. Caballero, B. Fernandez, Nicole El Karoui. Reflected BSDE’s , PDE’s and Variational
Inequalities. [Research Report] RR-4455, INRIA. 2002. inria-00072133

HAL 1d: inria-00072133
https://inria.hal.science/inria-00072133
Submitted on 23 May 2006

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/inria-00072133
https://hal.archives-ouvertes.fr

ISRN INRIA/RR--4455--FR+ENG

ISSN 0249-6399

ZIINRIA

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE

Reflected BSDE’s , PDE’s and Variational
Inequalities

V. Bally — M.E. Caballero — B. Fernandez — N. El-Karoui

N° 4455
Mai 2002

THEME 4

apport
derecherche







Zd I N RIA

ROCQUENCOURT

Reflected BSDE’s , PDE’s and Variational Inequalities

V. Bally , M.E. Caballero , B. Fernandez , N. El-Karoui

Théme 4 — Simulation et optimisation
de systémes complexes
Projet Mathfi

Rapport de recherche n’° 4455 — Mai 2002 — 32 pages

Abstract: We discuss a class of semilinear PDE’s with obstacle, of the form
O+ Lyu+ f(t,z,u,0*Vu) + u =0, u>hur=g

where h is the obstacle. The solution of such an equation (in variational sense) is a couple
(u, p) where u € L%([0,T]; H') and p is a positive Radon measure concentrated on {u = h}.

We prove that this equation has a unique solution and u is the maximal solution of
the corresponding variational inequality. The probabilistic interpretation (Feynman-Kac
formula) is given by means of Reflected Backward Stochastic Differential Equations. We
give a new construction of solutions of such equations using a maximum principle. This
perimts to consider obstacles with jumps.
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EDSR réfléchis, EDP et Inégalité Variationnelles

Résumé : On discute une classe d’EDP semilinéaires avec obstacle de la forme
(8t+L)U+f(t,.’L',’U/,O'*V’U/)+,U/:0, UZh7UT=9

ou h est 'obstacle. La solution d’une telle équation (en sens varionnel) est un couple (u, y),
avec u € L%([0,T); H') et u mesure de Radon positive concentrée sur {u = h}.

On prouve P’existence et 'unicité de la solution et on prouve ainsi que u est la solution
minimale de I'inégalité variationnelle correspondante. L’interprétation probabiliste (formule
de Fayneman-Kac) est donnée par le biais des Equations Différentielles Stochastiques Ré-
trogrades Réfléchies. Nous présentons une nouvelle construction de la solution d’une telle
équation en employant un principe de maximum. Ceci permet de traiter des obstacles avec
des sauts.

Mots-clés : Equations Différentielles Stochastiques Rétrogrades Réfléchies, Inégalitées
Variationnelles, Flots Stochastiques
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1 Introduction

Backward Stochastic Differential Equations (in short BSDE’s) were first introduced by E.
Pardoux and S. Peng in [P.P.1] and have many applications in mathematical finance, stochas-
tic control and stochastic games. Their initial motivation was to give a probabilistic inter-
pretation for the viscosity solutions of semi linear PDE’s (a generalization of Feynman-Kac
formula - see [P.P.2]). Recently, G. Barles and E. Lesigne [Ba.L.], and afterwards V. Bally
and A. Matoussi [B.M] studied the relation between BSDE’s and solutions of semi linear
PDE’s in Sobolev spaces. This is also the point of view in this paper.

In a recent paper, N. El Karoui, C. Kapoudjian, E. Pardoux, S. Peng and M.C. Quenez
[EI-K.K.P.P.Q] introduced the Reflected BSDE’s (in short RBSDE’s): these are BSDE’s in
which an increasing process K is introduced in order to force the solution Y of the BSDE
to remain larger as a process S which represents an obstacle. They proved that the solution
of a reflected BSDE is the value function of an optimal stopping problem and provide a
probabilistic interpretation for the viscosity solution of an obstacle problem associated with
a non linear parabolic PDE.

Obstacle problems for a semi linear PDE’s and their connection with optimal stopping
and control problems have already been studied by A. Bensoussan and J.L. Lions [Be.L].
They model such problems by means of variational inequalities.

Our paper contributes to this topic in two directions. First of all we give (see Section 2)
a new construction of the solution of RBSDE’s using a maximum principle. This appears
as an alternative to the classical penalization method used both in [EI-K.K.P.P.Q] and in
[Be.L]. It is maybe interesting to note that the penalization method produces the solution
of a RBSDE as an increasing limit of a sequence of solutions of standard (non - reflected)
BSDE’s since our method employs a decreasing sequence of such solutions. So we obtain
a lower and an upper bound and this may be interesting from a numerical point of view
because the speed of convergence of the approximation scheme based on penalization is not
aviable. We also menation that the construcion presented in this paper permits to prove
existance and uniqueness for RBSDE’s with an obstacle which may have jumps, while the
obstacle is continuous in [EI-K.K.P.P.Q)].

The second point (see Section 3) is to establish the relation betwen RBSDE’s and vari-
ational inequalities. In fact we give a new variational formulation of the obstacle problem
which permits to prove uniqueness of the solution. Recall that for variational inequalities one
has a minimal solution but uniqueness does not hold except if the obstacle is very smooth
(it belongs to the domain of 9; + L where L is the second order differential operator in
the PDE). In our frame the obstacle is assumed to be just continuous, which is the case in
many interesting applications. The solution of the obstacle problem is, in our formulation,
a couple (u, u) where  is in fact the solution of the variational inequality and u is a positive
measure which acts only when u hits the obstacle. In some sense p represents the quantity
which permits to pass from the inequality to equality (the missing term). Using probabilis-
tic techniques (based on RBSDE’s) we prove that there exists a unique couple (u, 1) which
solves our problem. Reacall also that the solution of a RBSDE is a triplet (Y, Z, K) and the
relation with u is given by u(s, X;5) = Y; and oVu(s, X;) = Zs. So we have a probabilistic

RR n° 4455



4 Bally & Caballero & Fernandez € El-Karoui

interpretation of u and of Vu. In our formulation we also obtain the relation betwen the
increasing process K and the measure p (see Theorem 7,b)ii)).

The present paper is a shortened version of the work presented in the preprint [B.C.F]
in which we give some further developpments concerning the relation betewen RBSDE’s
and optimal stopping and control problems on one hand and we discuss RBSDE’s with two
barriers and the connection with obstacle problems on the other hand. These topics have
already been discussed in [EI-K.P.Q] and [El-K.Q] (for optimal stopping) and [C.K] and
[H.L] for RBSDE’s with two barriers and the relation with game problems. Since (except
technicalities) the ideeas are essentially the same as in the case of a single barrier, we leave
these topics out and send the interested reader to the preprint.

Acknowledgment. We thank Nicole El-Karoui for usefull discutions, especially concerning
the maximum principle presented in Proposition 3 of the paper.

2 Construction of a solution for RBSDE’s

2.1 Regular obstacle

On a probability space {2, F, P} we consider a Brownian motion B; = (B}, ..., B#),0 <t <
T, and denote by (F;)o<i< the standard filtration generated by B, i.e. F; is the completion
of 0(By; s < t) with respect to (F, P). We denote ¢ H? the space of predictable processes

¢ :[0,T] x Q = R which are square integrable, i.e. EfOT #?(t,w)dt < .
¢ S the space of continuous adapted processe ¢ such that Esup;<p |qz$,5|2 < 0.

The following three objects are given (H;) The driver f : [0,7] x Q x R x R? — R which
is a function such that:

1) i) flo,y,2) €H? for every y, z,
i) [f(t,w,y,2)| <SK(L+ [yl +[20),
ii)  |f(tw,y,2) = f(tw,y',2)ISCy =o'l + 12 = 2))

(H2) The obstacle

t t
st=/ (vs,st)+/ Usds + A,
0 0

where V = (V!,...,V4) and U are predictible processes such that E fOT [Vi|? dt+E fOT |Ug| dt <
oo and A is an adapted, cadlag process which has finite variation and such that E sup, <7 | 4| <
00. We assume that dA; is a positive measure which is singular with respect to the Lebesgue
measure (so the above decomposition is unique).

We will also consider the following supplementary hypothesis: (H3) The terminal value
: £ € L2(Q, Fr, P). We assume that £ > Sr.

INRIA
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Remark 1 The process A, and therefor S, may have positive jumps, so the hypothesis here
are slightly more general then in [El-K.K.P.P.Q] where S is continuous.

We consider now the RBSDE

(2) Eq(¢,f,8)

T
Y, = €+/ {f(S,W,YS,ZS) + asl{Ys:Ss}(f(s:waSs;Vs) + Us)i} ds
t

T
—/ ZsdB;
t

and we look for a solution Y; > S;.
More precisely, a solution of the RBSDE Eq(¢, £, S) is a triple (Y;, Zy, at)o<t<r € (H?)4H?
which verifies Eq(&,f,S) and such that ¥; > S;,V0 <t < T,a.s.

Remark 2 We may also put oaslyy,—s3(f(s,w,Ys,Zs) + Us)™ instead of
aslyy,=s,}(f(s,w,Ss,Vs) + Us)™ in the above equation. In fact nothing changes: since
we are on the set Yy = Sy, it does not metter if we put S or Y. On the other hand, since
Y — S is a semimartingale with the martingale part given by (Zs; — V5)dBs, it is known
that 1py, _s,=0}(Zs — Vs)?ds = 0, so that 1{y,_s,=0}(Zs — Vs)* = 0,ds almost surelly. This
permits to replace V by Z.

The main result in this section is the following.

Theorem 1 Assume (Hy),(H2) and (H3). Then there exists a unique (Y3, Zt, ox)o<t<T €
(H2)GH-2 solution of the RBSDE Eq(&,f,S). Furthermore, Y is a continuous process,
E(sup;<r [Y;*) < 00 and 0 < a < 1,ds x dP,a.s.

Remark 3 The uniqueness property holds in the following sense: if
(Y, Zy,an)o<i<r, (YY) 24, ah)o<e<r € (H?)?2 are two solutions, then YV = Y/, V0 < t <
T,a.s, Z;= Z;,dt xdP,a.s. and a; = o, 1gy,—s,}(f(t,w,Ys, Zs) + U,) “ds x dP, a.s.

Remark 4 In the hypothesis (Hs) we ask dA; to be a positive measure and theis excludes the
case of negative jumps - which may be interesting for solving impulsional control problemes
for example. In fact this is a quait superficial restriction, and once we can solve problems with
positive jumps we may treat problems with negative jumps as well, just using a tranzlation
procedure. Write A = AT — A~ and suppose that existance and uniqueness_have already
been proved if A= = 0 . Then we define § = £+ A7, S = S+ A, and f(s,w,y,2) =
f(s,w,y — A (w),2) and we note that a triplet (Y, Z,K) verify Eq(&, f,S) if and only if

Y =Y+A~,Z=Z and K = K— A~ solves Eq(¢, f, §) So existance and uniqueness for the

equation Eq(&, f,S) follows from the existance and uniqueness for the equation Eq(fN, f, g),
for which A= = 0.

RR n° 4455



6 Bally € Caballero & Fernandez € El-Karoui

The main tool in the proof of Theorem 1 is the following maximum principle.

Proposition 1 Assume (Hy),(H2) and (H3) and assume also that for P(dw) almost every
w

(H4) (f(sawa Ss; Vs) + Us)ds + dAs > 0.
Then the solution (Y, Z) of the standard BSDE

T T
Ba(¢.f) Yi=¢+ [ f(60Y.Z)ds~ [ (Z,dB.)
¢ ¢
satisfies Yy > S¢. In particular (Y, Z,0) solves Eq(&,1,S).

Remark 5 Since dA; is singular with respect to the Lebesgue measure the above condition
is equivalent with dA; > 0 (with already appears in our hypothesis (Hs) and f(t,w,Ss, V) +
Us; > 0,a.s.

Poof. We just adapt the argument used for proving the comparisontheorem for standard
BSDE's (if A =0 our proposition is animmediate consequence of the comparison theorem).
We define y; =Y; — S, 24 = Zy = V3,0, = f(t,w, S¢, Vi) + Uy and x

a = f(tﬂwaiftazt) B f(tawasta‘/t) if Y;S ?é St
Y; — St

= 0 if Y;:St,

T
i = exp/ asds.
t

Then
T T T
yr =y — / asysds — / Bds — (A — Ay) + / (24, dBy).
t t t

Using Ito’s formula
T T
Liryr =Ty — / Ty,s(0sds + dAs) +/ T't,5(2s,dBs)
t t
and, taking conditional expectation
T
y=FK (I‘t,TyT +/ I‘t,s(QSds + dAy) | Ft> > 0.
¢

O
Proof of Theorem 1.
Existence.

INRIA
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Step 1. Consider a sequence of functions ¢,, € C* such that 0 < ¢, <1 and

(3) onl(y)

. 1
Lif |y|S2_na

and define

fn(tawayvz) = f(tawv yaz) + ¢n(y - St)(f(tawa Stv VZ) + Ut)_'

Assume first that (f(¢,w, St, V;)+U;) ™ is bounded. Then f,, is Lipschitz continuous in y, 2
so the standard BSDE Eq(§, f,,) has a unique solution (Y™, Z"). Since f,(t,w, S, Vs)+U; > 0
the hypothesis (H4) holds true and so Y™ > S. If (f(¢,w, S, Vi) + Uy)~ is not bounded we
define fX = f + ¢,[(f + Us)~ A K] and denote by (Y2, Z%) the solution of Eq(f,ff). By
the comparison theorem Y2 1 so that we may define Y” = limg YZ. The convergence of
Z% follows from standard arguments (see bellow) so we may construct a solution (Y™, Z")
of Eq(&,f,,). It is not clear that this equation has a unique solution but this is not relevant
in our framework.

Let us check that, for some constant C'

T
(4) Esuwp|Vyf+E / 20 ds < CE|¢ ¥ € N,
t<T 0

Using Ito’s formula, the linear growth of f and the simple inequality |ab] < § la]* +
L |b|*one gets

IN

T T
BIPP+E [ |23Pds < BIP+CE [ VPI(1+ 7| +125)ds
t t

IN

T T
1
El¢f + c'E/ (14 [V 2)ds + EE/ 70 ds.
¢ ¢
This together with Gronwall’s lemma yields E |Y;*|> + E ftT |Z7? ds < C. One then uses
Burkholder’s inequality in order to replace |¥;"|* by sup;<r [, . So (4) is proved.

Step 2. Since f, |, the comparison theorem yields Y™ | so we may define Y = lim,, | Y.
By the monotone convergence theorem

T
(5) E/ [V —Yy|” dt — 0.
0

Moreover using Ito’s formula, the linear growth of f,, and fp,, (4) and (5) yield

RR n° 4455



8 Bally € Caballero & Fernandez € El-Karoui

T
©) By =Y +E [ |23 -2 ds
t

T
28 / (VI = Y)Y (ful8, Y0 Z0) = fon(s, Y, Z0))ds <
t

T
< C'E/ 1Y =Y (1 (s, Y5 Z9)| + | fm (s, Y™, Z57) )ds — 0.
t

So the sequence (Z™),en is Cauchy in L? and we may define Z = lim Z™.

Finally, using Burkholder’s inequality one gets E sup,<z [Y;” — Y;> = 0 as n,m — oo
and so Esup,<r |Yy" — Y;|> = 0 . In particular Y is continuous.

Step 3. Denote a"(s,w) = ¢, (Y,* — Ss) € L2([0,T] x Q,P,ds x dP), where P designees
the o—field of the predictible processes. Since o™ are equally bounded, it follows that they
are bounded in L? so there exists a € L?([0,T] x Q,P,ds x dP) such that, passing to a
subsequence which we still denote by (a™),, a® — a weakly.

Let us prove that (Y, Z, a) solves Eq(&, £, S). We define

N
—~
o~
~—
Il

T T
S / F8, Y2 Z0) + ol (F(s, Se, Vi) + Us)~ds — / 71dB,
t t
T T
) = :Yi—¢- / (5, Yy, Z5) + s (F(5, S5, Vi) + Uy)~ds — / 2,dB,.
t t

We take 6 € L?([0,T] x Q,P,ds x dP). Since o™ — a weakly, one has

T T
E/ bs03(f(s,55,Vs) + Us)"ds — E/ Osas(f (s, S5, Vs) + Us) ™ ds.
0 0

Moreover, since Y* = Y and Z™ — Z in L? we obtain

T T
E / 0,I"ds — E / 0,1,ds.
0 0

Since (Y™, Z", a) solves Eq(¢,f,,,S), one has I = 0 and so we obtain EfOT 0,1,ds = 0.
It folows that I = 0,ds x dP almost suerly and since s — Is(w) is almos suerly continuous,
we obtain I;(w) = 0,Vs € [0,T],dP(w) almost suerly. This means that (Y, Z,a) solves
Eq(¢,1,8).

It is clear that ¥; = lim, Y™ (¢) > S(¢).

Step 4. Let us check that a; = ayl{y (1)=s()}- If Y (t) > S(t) then Y™ (t) > Y (t) > S(t)
and so af = ¢, (Y,* — S;) = 0,a.s. Then

T T
E/ atl(y(t)>5(t)}dt = liinE/ a?l(y(t)>5(t)}dt =0.
0 0

INRIA
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Step 5. It remains to check that 0 < a < 1,ds x dP,a.s. Take € > 0. Since o™ < 1,
T T
Op =: E/ (¢ — Oz?)l(as>1+€)d$ > GE/ l(as>1+€)d8.
0 0

But, since a™ — «a weakly, we know that d,, — 0. So we have EfOT La,>14¢)d8 = 0,Ve >
0 and so the proof is completed (the proof of a > 0,ds x dP, a.s. is similar).
Uniqueness. Follows from Lemma 5 below.O

Remark 6 In the previous proof we have used the fact that a subsequence of (a™)nen con-
veges weakly to a. In fact the uniqueness of the solution of the equation Eq(&, £, S) implies
that (a™)nen has a single limit point so that o = lim, a™ weakly.

2.2 General obstacle

We consider now a general obstacle
Sy =C + A

where C' € S and A is an adapted increasing step process.
We look to the following RSDE

T T
Eq(¢,£,S) Yt=£+/ f(s,w,n,zs)dwKT—Kt—/ (Z.,dB,).
t t

A solution of this equation is defined as a triplet (Y, Z, K) € (H?)%*? which satisfies the
equation and such that ¢ Y; > S;,,V0 <t < T,Pa.s. ) Y € S { K is a continuous

increasing process such that fOT(Yt — Sy)dK; = 0.

Remark 7 The previous study shows that, when dS; = V;dB; + Ugdt + Ay, one has dK; =
atlyy,—s ) (f(t,Ys, Zy) + Uy — Vi)~ dt.

Theorem 2 Assume (Hy) and (H3). Then the RBSDE Eq(&,f,S) has a unique solution.
The main step in the proof is the following.
Lemma 1 Let (Y, Z,K),(Y,Z,K) solve Eq(&,f,S) (resp. Eq(¢,£,5)). Then
T
(7 5= E/O 1S, — B, d(K, + E.)

is sufficiently small (it is choosen in the proof). Then there exists a constant C' such that

T
(8) E sup |Ks—fs|2+E sup |Y;—73|2+/ E|Z3—7s|2ds§0\/g.
0<s<T 0<s<T 0

RR n° 4455
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and

T
9) E sup |K,|°+E sup |V,|? +/ E|Z,>ds < CE(|€)* + sup |Ss|*).
0<s<T 0<s<T 0 0<s<T

Proof. The arguments are essentially the same as in [EI-K.K.P.P.Q|. We denote AY =
Y-Y,AZ=72-ZAK = K- K and Afs; = f(s,X;,Y;,2Zs) — f(8,X5,Ys,Z;). They
satisfies the equation

T T
AY, = / Afodr + AKr — AK, — / (AZ,,dB,).

By Ito’s formula
T T T T
(10) |AY;|2+/ |AZ,|? dr = 2/ Ay;Af,,dr+2/ AYTdAKT—2/ AY,(AZ,,dB,).

_ Since K (respectively K) grows when Y = S (respectively ¥ = S) only, and Y > S and
Y>3,
T p—

T T T
/ AY,dAK, = / (S, —Y,)dK, +/ (S, - Y,)dK, < / Sy = Sp|d(K, + K)

and therefore E [ AY,dAK, < 4.
Using the Lipschiz continuity of f,

1
|AY, Af,| < C|AY,[(|AY;| +|AZ, ) < C'|AY, " + 7 |AZ [
We take expectation in (10) and use these inequalities in order to get
1 T T
E|AY,]> + 5E/ |AZ, ) dr < C’E/ |AY,|? dr + 6,
s s
and finally, by Gronwall’s lemma
1 T
(11) EJAYP + §E/ IAZ, 2 dr < C6.
S

We shall now use Burkholder’s inequality in order to get the sup, inside the expectation.
By (10) and the two inequalities which follow we get

T
(12)  sup |AY,] < c/ |AY,| (|AY;] + |AZ,|)dr
0<s<T 0

T
42 [ [8- Si|d(, + K 42 sup |M]
0 0<s<T

INRIA
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with M, = fos AY,.(AZ,,dB;). Using Burkholder’s inequality first and then Schwartz in-
equality, one obtains

i T 1/2
(13) E sup |M,| < bE (/ |AYT|2|AZT|2dr>
0<s<T 0
T 1/2'|
< bE (Sup |AY,[? |AZT|2dr>
0<s<T 0 J
) T 1/2
< b1+ E sup |AY,]?) (E/ |AZT|2dr>
0<s<T 0

1
< ZE sup |AY, P +C'V6
4 o<s<T

the last inequality being a consequence of (11) and of the hypothesis (7) (one chooses § such

that bv/C1/2§ < 1/4, where C' is the constant in (11)).
Now, by (11),(12) and (13) one gets

(14) E sup |AY,)* <CV.
0<s<T

Coming back to the equation and using the Lipschitz continuity property of f we get

T
sup |AK> < 2 sup |AY;P+C [ (AY,|+ |AZ,))dr
0<s<T 0<s<T 0
T
+2 sup /(Zs,st)
0<s<T |Js

and further, by (11), (14) and Burkholder’s inequality Esup,<,<y |AK|> < v/ and the
proof of (8) is completed. o

The proof of (9) is similar and we skip it.00

Proof of the theorem. The uniqueness follows from (8). In order to construct a
solution we define C,, = C x ¢, and S, = C,, + A. Since t — C,(t) is differentiable and
|0:Cn ()] < 2™ sup, |C(t)| the obstacle S, satisfies the hypothesis in Theorem 1 and so we
have a solution (Y, Z,, K,) for Eq({,f,S,). By (8) and (9)

RR n° 4455



12 Bally & Caballero & Fernandez € El-Karoui

T
Esup ¥, (6) = V(0 + EsuplKn(t) — Kn(0)" + / 1Za(t) — Zun ()2 dt

IN

T
c (E / 150 (t) = S (B)] d(En(t) + Km<t))>

1/4
< c (E sup IS0 () - sm<t)|2) (B(Kn(T)] + K ()
1/4

< (Esup |Sn(t) — Sm(t)|2) — 0 as n,m — o0o.
t

So we may set Y = 1lim, Y,,, Z = lim,, Z,, and K = lim,, K,,, and, by passing to the limit
in Eq(&,£,S,) we check that (Y, Z, K) solve Eq(¢,f,S).0

3 Relation with semilinear reflected PDE’s
3.1 Regular obstacle

In this section we consider the Markovian framework. Let us introduce some notation.
p: RN — R, is a continuous, strictly positive function which is fixed in the sequel and
represents a weight. We assume that [ p(z)dz < co. A typical example would be p(z) = (1+
|z|)=#, 8 > 1. We shall work with functions in the weighted L?—space L =: L*(R", p(z)dz).
The objects comming on in this section are the following.
¢ The infinitesimal operator

1 « 0?
_ = z] 7
Lo(z) = 5 gz o) (x) py 6;1:3 E b*(

o*V(0*V¢) +bV¢

where
(154) o€ CH(RN;RN*%) b e C2(RV;RY)

and b =: %J*Va +b.
{ The weighted Sobolev (actually Dirichlet) space

H; = {u:[0,T]x RN = R,u; € L?)’VO <t<T,
o*Vu € L*([0,T] x RN, dt x p(x)dz)}

¢ The diffusion process with infinitesimal operator L, which starts from z at time ¢

—x+Z/ I(XE*)dBI (r /b’X” r, t<s<T.

INRIA
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{ The obstacle h + ¢ with

(15.i) h € CY2[0,T] x RN R), such that |h(z)| < C(1 + |z|°),
h(t,.) € L2Y0<t<T, and 0;h,0:h,0:h € L*(dt x p(z)dzx)

(15.iii) ¢ : [0,T] x RN = R, is measurable, |¢(z)| < C(1 + |x|ﬁ), and for every t,x
s — q(s,X5%) is a square integrable, cadlag submartingale.

Here § is a strictly positive number which is fixed in the sequel.
{ The final condition
(15.v) g€ 129> hr+qr.

¢ The driver f :[0,7] x RN x R x R? — R which is a measurable function such that:

150 [ p@)lftz00Pd < o,
RN
(151}1) |f(t,$,y,2) _f(t7x7ylyzl)| S C(|y_yl|+ |z_zll)
{ The semilinear PDE

PDE(g,f,h,q) (8; + L)u(t,z) + F(t,z,a(t,z),u,c*Vu)
u(T, )

0,Y0<t<T,
g(x),u > h,

where

F(t’ x’ a7y’z) = : f(t’ m’yJZ)
+a1{y:(h+0)(t,z)}(f(ta z, h(t’ .’IJ), UVh(ta .73)) + (615 + L)h(ta .’L'))_

We write this equation in the variational form:

PDE(g, f,h, q)
/ / uOspdzds —/ g(x)p(T,x) — u(t,z)p(t, z)dz
RN RN
+/ / (6*Vu)(6* V) + uV (bp)dzds
t JRN
T
/ / ©F(s,z,a,u,0*Vu)drds, Yo € CH'(RN;R)
RN

Definition 1 A weak solution of the PDE(g,f,h,q) is a pair of functions (u,a) € H) x
L%([0,T] x RN,dt x p(x)dz) which satisfies the equation PDE(g,f, h,q) and such that
u(t, ) > h(t,z) +q(t,2),V(t, ) € [0,T] x R".

RR n° 4455



14 Bally & Caballero & Fernandez € El-Karoui

Remark 8 We may replace the function F' in the above definition by

ﬁ(t’w7a,y72) = : f(t7 :I:,y,z)
+a1{y:(h+q)(t,w)}(f(t7m:y; Z) + (615 + L)h‘(t7 .CE))_

and the equation remains unchanged (see the remark after the equation (2)).

¢ The RBSDE

Eq"*(g,f,h,q)

T
YR o= g(Xp%) / F(r,al®, XP", Y, Z0")dr — / (Z}",dB)
Remark 9 This equation coincides with the RBSDE Eq(g(XtT’z),fm,St,z) (see (2)) where
Jra(8,w,y,2) = f(8,X37(w),y,2) and Spo(s,w) = (h+q)(s, X1 (w)). Using Doob s Mayer
decomposition first and the reresentation theorem then we may write q(s, X5%( ft (6%,dB,)+
[ Ab=dr AL® where 04° is a square integrable process,\b is an integrable process and At e
is an adapted non decreasing process such that dAY® is singular with respect to the Lebesgue

measure. With the notation in the previous section, we have Vi = 0% + oVh(r, X}®) and
Us = Ab% + (05 + L)h(s, X5®) and Ay = AL®.

In this section we will prove existance and uniqueness for PDE(g, f,h,q) and we will
establisch the probabilistic interpretation of the solutions in terms of RBSDE's. Qur baisic
idea is to employ existence and uniqueness for the solutions of RBSDE's, and the a priory
inequalyties given in Lemma 4, in order to do it. In order to perform this program we shall
use the following equivalence of norms lemma (see [B.M], Appendix B or [Ba.L],[K.1]): there
exists two constants 0 < ¢ < C' < oo such that, under the regularity assumptions (15,1%), for
every 0 <t < s <T and every measurable ¢ > 0

IN

T T
(EN) c/o . (s, x)p(x)dzds /0 . E¢(s, X1")p(z)dxds

T
< C/ (s, z)p(x)dzds.
o JRN

This inequalities are crucial because they permit to translate a priory estimates for
RBSDE's in terms of PDE's (and the convers as well). So they represent somehow a
dictionary which allows to pass from the stochastic to the deterministic point of view.

Theorem 3 There exists a unique solution (u,a) of the equation PDE(g,f h,q). This
solution is related to the solution (Y1*, Zb® ab®)i<s<t of the RBSDE Eq"*(g,f,h,q) by

s

Y1 = u(s, XE%), 27 = 0" Vu(s, X47), ab” = a(s, X1%).

s

INRIA
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Proof.
Existence. For each fixed (t,z) € [0, T]xRY we consider the solution (Y}®, Zt®, ab®)<s<r

of the reflected BSDE Eq(g(X’;Lz) f, .»S; ). We shall first prove that there exists some

[ 2
measurable functions u, v, a such that

YE® = u(s, Xb*), Z0* = v(s, X1*) and ob” = a(s, X*) ds x p(x)dz x dP,a.s.

The proof concerning Y and Z is a strightforward application of the equivalence of norms
result. We use the same approximation method as in the proof of Theorem 1. We consider
the functions

fa(s,w,9,2) = f(5,X3%,y,2) — nly — S3)0(s, X37))

with 0(t,z) = (f(t,z, h(t,x),0Vh(t,z)) + (8; + L)h(t,x))~, and we define (Y12, ZL%) <5<t

to be the solution of the standard BSDE E(g(X%%), fn). We already know (see (6)) that for
each z

T
(16) E sup |Y,f;§ — Y;t’z|2 + E/ |Zﬁ;,zs - Zb® 2 ds — 0.
¢

t<s<T

We also know (see (4)) that

2
t,x
E sup |Y,7¢ | .

T
*+ E/ |Z5= 2 ds < CE|g(X%7)
t<s<T t

Using the second inequality in (EN) we get

[ @B sCes) [ dz < € [ @) lg(o)* do < o0

and so, using (4) and (16)

T G
/p(x)E sup |Y,br — Y;’z|2 dzr + /p(:z:)E/ | ZL% — Zﬁ’z|2 dsdz — 0.
t<s<T t

Denote uy,(t,z) = Y,ftz It is known (see [B.M]) that u, € H,, V)7 = up(s, X1") and

ZLe = vp(s, Xb") where v, = 0*Vu,. Using the equivalence of norms

T
/ p(&) |(m — un) (8, 2)? e + / / p(®) |(Um — va)(s,2) " dids
t
2 T 2
< C/p(:c)E DASAED ASIN Y +C/p(x)E/ |Z5r, — Z5%| ds —» 0
t

so we may define v = lim, u,, and v = lim,, v,, the limits being taken in L?(p(z)dz)
(resp. in L?(ds x p(x)dz)). We also have u(t,z) = Y}* > SE* = (h + q)(t, z).
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16 Bally & Caballero & Fernandez € El-Karoui

By the equivalence of norms again

[ @B [¥i — us, Xt o

IA

2/p(;c)E |YS"’*z - erjg 2 /p(x)E |un(s,X;vw) — u(s,Xz’w)|2 dz

IA

2/p(a:)E Yoo —yhe 2 /p(a:)E [un (s, z) — u(s,z)|* dz — 0

so that Y® = u(s, X1%), dz x dPa.s. In the same way one proves that Z6% = v(s, X%), ds x
p(x)dz x dP,a.s. Since u, — u and oVu, — v standard arguments (see [B.M] for details)

give u € H) and oVu, = v.

Let us now construct a. Let okl = pp(VoT — SL7). From the remark after the proof of
Theorem 1 we know that, for each fixed z, ot = hmn * the limit being a weak limit in
L?(ds x dP). Tt is known (see Dunford and Schwarz [D. S] or Ekland and Temam [E.T]) that
one may construct convex combinations g5% = Yk Atay® such that a® = lim, 842, the
limit being now a strong limit i.e. in L? (ds x dP).

On the other hand o%% = ¢n((un — (g + h))(s, Xb7)) so that a% = ay,(s, Xb*) with

t,x

an(t, ) = a;% (one uses the flow property for X). It follows that 85% = B,(s, X1*) with

Bn(t,z) = kn ANlog, 1, = ﬂt’w. We use the equaivalence of norms (this is why we need strong
1 k ) n,t
convergence instead of weak convergence) in order to get

//| — Bm) (s, )| p( d:z:<CE/ /| X0z|p

Since (B%% ) is a Cauchy sequence in L?(ds x p(z)dx x dP) it follwos that (8, (s, z))n is a
Cauchy sequence in L?(ds x p(z)dzr) and so we may define a = lim,, 3. The same reasoning
as above shows that al® = a(s, X1?),dr x ds x dPa.s.

So, we know now that (Y/*, Zl*),< < solves the standard BSDE

T T
Vit —g(Xi) + [ T Xty - [(2%,B,)

with f(r,z) =: F(r,z,a(r,z),u(r,z),v(r,z)). In particular, it is proved in Bally, Matoussi
[B.M] that u € H, , v = 0*Vu and u solves PDE(g, f, h, q).

Uniqueness. The proof is given in a more general frame: see Theorem 7. iii)(J

We close this section with a the remark that the obstacle problem discussed above repre-
sents an extension of the classical maximum principle. Let us be more precise. We consider
two functions f : [0,7] x R x R x R - R and g : R? — R and we denote by u!" the
solution (in variational sense) of the PDE

0y + D)u + f(t,z,uf,0Vul) =0, w(T,z) = g(z).

INRIA



Reflected BSDE’s , PDE’s and Variational Inequalities 17

The classical maximum principle asserts that (under appropiate hypothesis) for every
h € CY2([0,T] x R%), if

g(z) > WT,z) and (8 + L)h+ f(t,x,h,oVh) > 0= uf > h.

In particular, using the comparison theorem, this implies that for every F > f, uf" >
uf > h. So we may rephrase the above assertion as

g(z) > h(T,z) and (8; +L)h+ f(t,z,h,oVh) >0=u" >hVF > f.

We come now back to our obstacle problem and denote by oy, the function which
appears in the solution of PDE(g, f, h). Then we may drop out the restriction (9; + L)h +
f(t,z,h,oVh) > 0 and rephraze the above assertion as

h(T,z) = uf>h
f(t,x,y, Z) + O‘f,h(x)l(yZh(t,z))((at + L)h + f(t7$7 ha O-Vh))i

g(z)

2
vF(t7$7y7z) 2

In order to prove this we denote

f(tamayaz) = f(t,a:,y,z) + af,h(m)l(yZh(t,w))((at + L)h‘ + f(tama h; O—vh))i

and we note that, in view of our theorem, we have @ > h, where u is the solution of
PDF(g, f,h,0). Then, using the comparison theorem it follows that u” > % > h. So we
obtain

Corollary 1 (Mazimum principle) Suppose that f satisfies (15). Then, for every h €
C"2([0,T] x R?) there exists a function ayp = ayy(z) € [0,1] such that

g(@) > WT,z) = u'>h
VF(taxayaz) > f(tamayaz) + af,h(m)]-(yZh(t,z))((at + L)h' + f(t,:c,h,th))_.

Remark 10 It is ruther natural to think that the function oy produced by the obstacle
problem is, in some sense, the minimal weight for 1 _p(s,0))((0¢ + L)h + f(t,x,h,0Vh))™
which permits to obtain the above inequality for every F. But it is not clear for us how to
prove it.

3.2 General obstacle

The aim of this section is to generalize the results presented above for an obstacle h which
is not regular anymore. We just assume that h is a continuous function. As a consequence,
there exists a sequence h, € C1H2([0,T] x RN),n € N, such that h,(t,z) — h(t,z),dt x
dz, a.s., |hn(t,x)| < C(1 + |z|)? and, for every ¢ € [0, T]

(17) E( sup |(hm — hn)(s,Xﬁ’z)|2) — 0 as n,m — 00,dz, a.s.
t<s<T
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Remark 11 In the following the only thing we shall use is (17) which in fact holds true
even if h is not continuous (for example if h is in H' as a function of z). In order to simplify
the exposition we live out this kind of generalizations. They are presented in the preprint

[B.C.F].

Since a(f + (0, + L)h)~dzds does not make sense anymore we have to replace it by an
abstract measure p(dz,ds). More precisely we are interested in the PDE

PDE(g,f,h,q)

/ /RN uascpd:cds—/RN( (2)o(T, ) — u(t,z)p(t,z))dx

+/ /RN((U*Vu)(a*ch) + uV(by))dzds

/ /RN of(s,z,u,0*Vu) dxds—}—/ / (t, %)l (u=ht-q)dp(dz, ds),
Vo € CHYRN R),0<t<T.

The solution of the above equation is a couple (u,u) which satisfy PDE(g,f,h,q)
with u € H1 such that v > h + q, ds x dx,a.s. and p a positive measure such that

fo J p(z)du(t,z) < oo.

Remark 12 This may also be written as
(0 + L)u+ f(t,z,u,0"Vu) = —lyy—pygit, u>h+gq, ur=g

the equality being understood in distribution sense. Since i is a positive measure, this may
be expressed as

(6t+L)U+f(t,.’L',’U/,O'*VU) < 07 U2h+q, ur =9,
O+ L)yu+ f(t,z,u,0*Vu) = 0onu>h+q.
which is exactly the formulation given for the obstacle problem by Bensoussan and Lions in

[Be.L]. Our definition contains one more regularity requirement, namely that (0; + L)u +
f(t,z,u,0*Vu) is a measure. Such properties are also discussed in [Be.L] Ch.3, 2.10.

The above PDE still corresponds to a RBSDE but in this case we have to consider a
general increasing process K that pushes up in order to et Y > S, as in [EI-K.K.P.P.Q]:

T T
Eq"*(g,f,h,q) Y, = g(err’w)Jr/ f(r, Xf"””,Yrt’””,Zﬁ’z)dr+K?w—K§’z—/ (Z;*,dB;,).

S

The solution of this RBSDE is a triplet (Y*, ZL* K2%)< o<1, (t,7) € [0,T] x R™, such
that (18)
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Reflected BSDE’s , PDE’s and Variational Inequalities 19

i) (t,s

,o,w) = (Y% (w), Z6%(w), K5 (w)) is measurable and for each fixed ¢,z (s,w) —
b2 (w), K% (w)) is a progressively measurable process.

T

ii) / p(a)(E | KL +/ (B|YE*|” + B| 257 [*)ds)dz < oo.
R® ¢

For every almost 2 € RN

iii) s = K%? is a continuous, non decreasing process and Kf T =0,

iv) Y2 > §he vt < s < T,dPa.s.,where St = (h + q)(s, X1?),

v) [l (Yhe - Sbe)dKL® = 0,dPa.sNt < T

vi) (Y52, Z6% Kb%)i< s<1 satifies Eq"* (g, f,h,q), for every t < T.

Remark 13 For each fired (t,x) the equation Eq"*(g,f,h,q) is a RBSDE with obstacle
St so, if h+q is a continuous function we are in the framework of [El-K.K.P.P.(Q)]. What
is different here is that s — q(s, X»®) may have positive jumps, so s — S is generally not
continuous.

We need some more notation. It is well known (see [K1] or [[.W] for example) that one
may choose a version of the stochastic flow £ — X»® which is differentiable with respect to
« and invertible. We denote by X% the inverse of z — X%* and we also denote by J(Xt?)
is the determinant of the Jacobian matrix of X'z’””

The main result in this section is the following.

Theorem 4 We assume (15) except for (15.11) and instead we assume that h is continuous.
We also assume that p(x) = (1 + |z|) 7P with p > 8 + 2.

i) For each (t,z) there exists a unique solution (Y}*, Zb% K'®)i<s<1r of the RBSDE
Eq"’(g,f,h,q).

i1) There exists a solution (u,pu) of PDE(g,f, h,q) such that

(19) ¥;* = u(s,X;7), Z;" = 0" Vu(s, X77),

T -~ -~
b) / / 6(5, K7 T(R2)(5,2) L uensq) (5 2)du(s, )
RN Jt

T
[ [ #6000, X0%)aK %, Pas.
RN Jt

for every measurable, bounded and positive functions ¢ and 1.

iii) Let (u, ;) be another solution of PDE(g,f,h q) such that it satifies the property
(19)b) with a certain process K instead of K. We assume that K satifies (18)i),ii),i).
Thenu =u and 1 = p.

Remark 14 The relation (19) a) represents the satndard link betwen the solution of a PDE
and the solution of BSDE's but (19) b) seems to be new. It gives the analogues probabilistic
interpretation of the measure p which appears in the obstacle problem.
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Proof. Existence and uniqueness for the solution of the RBSDE Eq"®(g, f,h,q) is a
consequence of Theorem 3.

Existence. In order to construct a solution of PDE(g,f h q) we shall use an ap-
proximation method. Let h, € CY2([0,7] x RV),n € N, be the sequence of functions
given in hypothesis (17). Consider (Y7, Zb% ab®)i<s<r , the solution of the RBSDE
Eq"*(g,f,h,,q) and (u,,a,), the solution of PDE(f,g,h_,q), in the sense given in the
previous section. We already know that

t,r __ t,x t,r __ _* t,x t,r __ t,x
Yn:s - un(s,Xs’ )’Zn’,s =0 VUH(SJXS’ ) a‘nd an’,s - Oén(S,XS’ )

We denote
T(t,2) = Yupzhatan} (2ot 2)(f(t 2, un(t, ), 0" Vun(t, z)) + (0 + L)ha(t, 2))
and
S
T
t
So (Ybr, ZL%, KL% )i<s<T satifies the equation Eq"”(g,f,h,,q). In view of (8) we know
that
2 2 T 2
(20) B sup |Khe — KLm |+ E sup Yhe—yhe|" + B /t \zLm - zbe [ ds
T_ - 12
< o(r [ Isiz- st aus i)
L\ /A4 L\ /4
< C(E sup |Sﬁ;zs—5ﬁ,fs| ) X (E sup |Kﬁfs+Kfn$s| > .
t<s<T ’ t<s<T ’ '

Using (9) and the growth condition on h,, + ¢ , we get

< CE(gxE[* + sup [S4%)

t,x 2
E ‘Kn,,T
t<s<T

,zy |2 243 NT
< Ca+E(gxp)| + sup [X077) < OO+ Blg(Xp")|" +[al™).
In particular, using the equivalence of norms (EN) and the fact that g € Lf, we obtain

2
(21) supE‘Kng < C(1+|a)*).
n

By (17) limy, Esup,<,<7 |S5% — S42,|° = 0 and so

T
(22) E sup |K5i%— Ku5["+ E sup Yie - v + E/t |Zbz — z5 * ds — 0.
_S_

t<s<T
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So we may define Y = lim, Y,,Z = lim, Z,, and K = lim, K,,. It is not hard to check
that they satify (18), so that solve the RBSDE and so i) is proved.
Let us now solve PDE(g,f,h,q). We first observe that in view of (20) and (21) the

convergence in (22) holds in L? as well. Since Y,ff = un(t,z) and Z;% = 0*Vu,(s, X17)

we may use the equivalence of norms (see (EN)) and (22) in order to get

[ 9@ un(t.2) = un(t, )" do
// 2)E |0*Vun(s,z) — 0*Vun(s, z)|* dsdz
2 T 2
< / p(@)E Vi —Yi4| de + CE / p(z) / |Zbe — ZL | dsdx — 0.
So the sequence (uy,), is Cauchy in H) and we may define u = lim,, u,,. Moreover u € H}
and so 0*Vu € L?(dt x p(x)dx).
Let us now construct the measure u. This is the difficult point and will be done in several

steps.
Step 1. We denote p,(dt,dx) = vy, (t, z)dtdz and v,, = pun, and prove that

(23) supv,([0,T] x RN) < 0.

Using the equivalence of norms (see (EN)) and (21), we get

va([0,T] x RY) = // )y (t, z)dtdz < c// ) By (t, X" dtdz

= C/p(w) KOE

Step 2. We recall that p(z) = (1 + |z|)"P,p > 8 + 2. We prove that

d:c<C/ )1 + |z])Pdz < .

(24) /p({”c) (E sup |p (X0 | )1/2d;c<oo.

t<r<T

Since |p(z)| < 1 we have

ENE tzy |4 t,x |33|
s < : >
EQ;:}ET |p(Xr )| = E(Q;EET |p(Xr )| 1{sup05r5T|X —w|§—2| ) + P(O;LIET |Xr $| 9 )
= :A(z) + B(z).

If supg< <7 | X% — 2| < 12l then | X0 > 2l and so lp(X2™)| < (1+ 2ly=r. 1t follows
that A(z) < (14 2)~% and so [(1 + |2])?A(2)/2de < co. On the other hand, if || >
41b||,, T then (see eg. Ikeda,Watanabe [I.W])

/ o(X%*)dB,
0

B(z) < P( sup
0<s<T

> Bl < Gexp(-c' 1o
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and so [(1+ |z|)PB(z)'/2dz < .
Step 3. We shall prove that for every € > 0 there exists some constant K such that

T
(25) / /1{|x\22K}an(3,33’) <e,Vn e N.
0

We we write
T
/ /Hmzm}dl/n(&m)
0

This equality holds true for every w. Taking expectation

T
/0 /1{|z\22K} (1{|XS’“(w)fz|§K}+1{|)?2’”(w)7z|21(}) dv (s, 2)
= Ipw) + L)

T
/ /l{ngK}an =FEIg + ELY%.
0

By (23), for K > 2|b|| T

T
ELY < / /P(KsuET ‘XS’“” — x‘ > K)dv,(ds,dx)
0 <r<

Cexp(_CIKz)I/n([O,T] x RN) < o exp(—C"KQ)

IA

and so EL}, < e for K sufficiently large.

On the other hand, if |z| > 2K and ‘)/(:2*”” — x‘ < K then ‘j{'g,m > K . Therefore

T
EIy < E/O /1{|)?2’”|2K}d1/"(87x)
T
- B /0 / 10510y P@)tn (5, 2)(f + (B + D)) (s, 7)dsdlr

which, by the change of variable y = )?2’“”, becomes

T
E / / 1115 K3 (X O0) T (X0 )an (5, XOV)(F + (85 + LYhn) ™ (5, XOV)dsdy
0

< E/p(w) (P(w)ll{w|zk} sup P(X?’m)J(X£’$)> Ky hdz
t<r<T
R 2 1/2 9 1/2
< (E [ (P 1oy sup plxie) ) p(x)dx> ([ (x25) sterie)
t<r<T
1/2
<

2
C (1‘3/p(af)‘1 (1{w|zK} tjﬂng(X?’w)J(X?’w)> dw)
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the last inequality being a consequence of (21).
It is now sufficient to prove that

dx < co.

p(x)'E - sup p(X07)J(X07) 2
foare|( )

0<r<T

Note that

z 0,z ] z\ |4 0,z 4
B [( sup p(x20)3E202| < (B sup, |oCxe) YA sup [5E0)])1

0<r<T | 0<r<T 0<r<T

IA

zy |4
C(E sup [p(X>")[H)!/2.
0<r<T

So (24) permits to conclude.

Step 4. We are now able to construct the measure u. Since the sequence ¢, = v, ([0, T] x
RN),n € N, is bounded and v,,,n € N is tight, we may pass to a subsequence and get v,, — v
where v is a positive measure of total mass c. We define 4 = p~!v and so we have

[ fom [ [ [z [ o

for every ¢ € C([0,T] x RY) which has compact support with respect to z € RV.

Now, passing to the limit in the equation PDE(g, f,h,, q) one checks that (u, u) verifies
PDE(g7 f’ h7 q)'

Let us now prove that p satifies (19)b). We fix two continuous functions ¢, : [0,T] x
RN — R, which have compact support in z and a continuous function with compact support
6: RN — R, and write

/ / ¥ (s, R0 I (R (s, 2)0(2)du(s, 2)

lim//T ¢(s,Xﬁ’z)J()?z’z)w(s,x)@(m)yn(s,a:)dsdac
n t

T
lim / / 6(5, 2)(s5, XP)0(X %)y, (5, X 1% dsdr
n t

T
lim// ¢(s,x)zb(s,Xﬁ’m)G(Xz’w)dKfl’wsdx
n t ?

T
/ / (s, 2)9(s, Xg")0(X ") dK " dav.
t

We take 0 = 6 to be the regularization of the indicator function of the ball of radius R
and pass to the limit with R 1 oo in order to get (19) b).
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We prove now that p = 1gy=p4q31- Using (18) iv) and v), dK5% = 1py—py g (s, X07)dK ™.
Then (19) b) with 1) = 1y,_pq) yields

T - - T - =N
/ / 6(5, R0 T (V") L uens gy (5, 2)dpa(s, 7) = / / o(s, K07) TR )du(s, ).

Note that, P(dw),a.s., the family of functions A(w) = {(s,z) — qﬁ()?g’””(w)) 1 ¢ € C}
is an algebra which separates the points (because x — )/fg’””(w) is a bijection). Given a
compact set K, A(w) is dense in C([0,T] x K) . It follows that J()/fg*‘”(w))du(dw,ds) =
J()/fg*‘”(w))l(u:hﬂ) (s, z)du(dx,ds) for almost every w. Since J()?ﬁ*m(w)) > 0 for almost
every w, we get du(dr,ds) = li—pyq)(s,z)du(dr,ds) and the proof of the existence is
completed.

Uniqueness. Let (u, ) be any solution of PDE(g, f, h, q) for which (19)b) holds true.
We shall prove that u = w and u = f. The proof follows the same line as in [B.M], so we
just precise the main steps.

We fix ¢ : RV — R a smooth function with compact support and denote (s, z) =
(X67) J(X5®). Tt is proved in [B.M], Proposition 3.3.2, that one may use ¢y (s, z) as a test
function in PDE(g,f, h, q) provide one replaces 9s¢¢(s, x)ds (which makes not sense) by a
stochastic integral with respect to the semimartingale (s,w) — (s, z). One gets

PDE(g,f,h,q)

/ / udpi(r, x)de — /( (2)pe (T, ) —u(s, x)pe(s, x))dx

_ / / (0" V) (0" Vepr) + 7V (bipr))dadr

T T
= / /gotf(r,x,ﬂ,a*Vﬁ)da:dr+/ /got(r,x)l(ﬁ:hﬂ)dﬁ

Vt < s<T,VypeC Y (RN;R).

Moreover, by Corollary 3.3.1. in [B.M],

//STMT%(T’ z)dz = /ST /(J*Vﬂ)(o*th)+HV(Z<pt)dxdr
T
+/s (/(a*vu)(r, )4 (r, x)dz, dB,.).

We substitute this in PDE(g,f,h, q) and get
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[ ats.0)uts,2)da
= /g(:c)got(T,w)d:c+/T/cptf(r,3:,ﬁ, U*Vﬂ)dwdr+/T/got(r,w)l(g_hﬂ)dﬁ(da:,dr)
T
- [ ([ Va0 2z, B,

We make the change of variable y = )/(\'élw and get

| s@eois = [ ooy

and we do the same thing for all the other terms, except for the one concerning i for which
we use (19)b). We obtain

/ (s, X0V)p(y) dy
T
- / o(XE)p(y)dy + / / o) £ (r, X1, (r, XYY, 0" Va(r, X1¥))dydr

/ / Las ) (r, X09)dE S dy / / V) (r, X1)o(y)dy, dB,).

Since ¢ is arbitrary we have proved that for p(y)dy almost every y, (u(s, X%¥), o*Vu(s, X1¥), F’S’t’y)t§s§T
solves E®(g, f, h,q).
Here fls’t’y = [ Lamhtqy (1, Xﬁ*y)dfi’y.
Then, by the uniqueness property for the RBSDE we get u(s, Xt¥) = V¥ = u(s, XbY)
1t . _ i
and K, V= K. Taking s = t we deduce that u(t,y) = u(t,y), p(y)dya.s. and by using
(19) b) we get

T T
/ / Pt (T, x)l(ﬂzh+q) (T7 x)dﬁ(dw, dT’) = / / Pt (Ta x)l(u:h-f-q) (T, CL’)d/J/(d.’E, dT)

This allows to conclude (the same density argument as above) that 1g—pq) (7, 7)dp(dz, dr) =

L(u=htq) (r, 2)dp(dz, dr).0
We will now discuss the link between the above obstacle problem and the maximum
principle. Let u/ be the weak solution, in variational sense, of the PDFE (withought obstacle)

(8 + Lyuf + f(t,z,uf,0*Vul) =0, ur=g.

Proposition 2 (Mazimum principle) i) Let h € C*1([0,T] x R?). There exists a positive
measure fiy, such that if g > h(T,-) and

F(tamayaz)dxdt 2 f(t,x,,y,z)dxdt + (f(t,.%‘,h(t, $)7U*Vh(t7$))dxdt + Nf,h(dxdt))_ VY, 2
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then uf > h.
i) Suppose that f does not depend on z and let h € C([0,T]x R?). There exists a positive
measure iy such that if g > h(T,-) and

F(t,x,y)dxdt > f(t,,,y)dedt + (f(t, z, h(t, z))dzdt + prp(dedt))  ,Vy
then uf > h.

Proof. Let (u, if;n) be the solution constructed in the previous theorem for PDE(g, f, h,0).
Using a comparison argument u? > v > h. O

Remark 15 This result is somehow insatisfactory because we are not able to extend the
enlightening relation f(t,x,h,0*Vh) + (0y + L)h > 0 = psn = 0 which holds true for a
smooth h. We are also not able to prove that the measure s produced by the obstacle
problem is minimal.

We turn now once again to the uniqueness property. The hypothesis (19) b) is
very technical so we will prove uniqueness under more natural assumptions.

Theorem 5 We assume that (15) , except for (15) #), holds and h is continuous. Consider
the weight p(z) = (1 + |z|*)?,p > 3B + 1. Assume also that oo* > al for some strictly
positive consant a. Then PDE(g,f, h,q) has a unique continuous solution.

Proof. Let us check that the solution u which we have constructed in Theorem 7 is
continuous. Assume first that h € C'? . Using Theorem 6

T
u(t,z) = Eg(X5") +/ Ed(s, X")ds
t

where ®(s,z) = F(s,z,a(s,z),u(s,z),0*Vu(s,z)). This may also be written as

u(t,x) = /p:rt(w,y)g(y)der/tT/pst(w,y)q’(s,y)dyds

where p;_;(z,y) is the density of the law of X%®. Since (t,z) — ps—¢(z,y) is continuous it
follows that w is continuous.

Assume now that h is just continuous and let h,,n € N, be a obtained by regularization
by convolution. It is easy to see that for every R > 0,

On,r =: sup supE sup |hn(s,X§’$) — h(.s:,X;g’:”)|2 -0
|e|<Rt<T t<s<T

which, by (20) yields sup, < Sup;<r |un(t, z) — u(t,2)| < Cd, g — 0. So u is continuous.
Let us prove uniqueness. Suppose we know that uniqueness holds in the linear case,
i.e. when f does not depend on yand z , and let us prove that it holds in the non lin-
ear case also. We are now in the general case and we denote by (u, ) the solution con-
structed in Theorem 7 for PDE(g, f,h,q) and by (@, /i) another solution. Define f(t,z) =:
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f@,z,u(t,z),c*Vu(t,z)). Clearly (u, ) solves the linear equation PDE(g,f, h,q) and so,
by the uniqueness property for linear equations (which we assume true), it coincides with
the solution (v, v) constructed in Theorem 7 for this equation. In particular i satisfies the
hypothesis (19) b), because v does. Using the point iii) in Theorem 7 we conclude that

(u, p) = (u, ).

Let us now deal with the linear case. Let (u!,u') and (u?,pu?) be two solutions of
PDE(g,f,h,q) and let u = u' —u? and p = p' — p?. We define ui(x) = ! [~ u(t +
s,2)1 {44 s<Tyds. It is easy to check that for every test function ¢ € C*!([0,T] x R9V) and
every 0 <t<T

T T £
[ 10,60 = ez, p0) + @9z gds + [ e [ o+ aariauts.n = 0

where (.,.) is the scalar product in L? and e(u,v) =: (¢*Vu,c*Vv).

We write the above equation for the test function u®pmg where mg is a regularization
by convolution for the indicator function of Bx = {z : |z| < K}. (u® ¢ C11([0,T] x RY)
but, since u € H;, we may approximate u° by such functions). Note that

T T
£ £ 1 £ 2 1 £ 2
| i onpmds = 5 [ oyl ds = 3 i virl

so that the above equation becomes
1 5 T
VRl + [ elus,uspme)ds
T T €
= [ ovaumads+ [ [ e [ i @i @duts, ).
t t JR 0

We write )
e(us, uspmi) > |[VprKk o™ Vus||72 — 6,k (s)

with 0.k (s) = [|u§(c*Vu$)(0*V(prk))|| .1 - Recall that p(z) = (1 + |2|>) 7 so that |Vp| <
Cp. It follows that
bex(s) < Cllus(o™Vug)prk )l + Cllus (o™ Vug)pVr)|l e
1 * 5 £ Ef * £
< 5 lVetre Vus|lzs + C lvprruslizs + C llug (0™ Vus)pVak)| 1 -

So
1 * 112 e e £112 5 * 5
5 VAR VU2, < e, uspmi) + C' IamRus 2 + C (0 Vug) o).

Moreover, for every ¢ > 0

|(bVus, usprr)| < clly/prrbVusllse + ¢t lv/pmrusll;s -
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Since oo™ > al, we may choose ¢ such that c||y/pTxbVus; < § || pTRo* Vugf;, s0
that

|6V, uSprc)| < e(us, uSpmi) + C" ||ly/prru|7e + 0Lk (s)

where " = ¢! + C" and 8. g (s) = C [[u(0* V) pVrk )| 1 -
Coming back to our equation we get

1 T T
glivimrly: < 0 [ IvamRulads+ [ 8 (s

+f ' [ / uS (@) (@)du(s, o).

We pass to the limit with ¢ — 0 in the above inequation. Clearly ||,/p7rKu§Hf32 -
||,/p7rKus||i2 . Moreover

T T
/627K(s)ds < /ds/(|u§|2+|0*Vu§|2)p|V7rK|d;c
t
< /ds/ / |us+r| + |o* Vu5+r| Ydrpdz
By i1
<

/ ds/ (Jus|® + |0* Vus|*) pdz =: Ok
0 B .,

Finally, since u is continuous

/tT /RN [e! /OE us (z)dr]prk (z)dp(s, z) — /tT /RN wsprrc () dpu(s, ).

Since p® is concentrated on {u! = h+q}, prrudp = prr[(h+q—u?)dpt +(h+q—ut)du?] <
0. So we get

1 T
3 lu/FRl3 < € [ Ipmmlsds + b
t

Gronwall’s lemma, yields ||u,5,/p7rKHf.J2 < Cék. Since u € H;,JK — 0as K — o0, so, by

passing to the limit we get ||ut\/ﬁHL2 =0.0

Remark 16 One may wonder wether the analytical proof used when f does not depend on
Y,z would prove uniqueness in the general case as well. The reasoning breaks down when
one evaluates

671

/ [f(t + s, T, u%—i—s: o*Vu%_Fs) - f(t + s, T, uf—i—s: O'*VU§+S)]d$
0

£
< et [ty — | 0"V, — )
0
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Since s — |ul —u2| is continuous, e [ |ujy, —ui,,|ds = |uf —u}| so we may han-
dle this term. But s — |U*V(ul%+s - uf+s)| s mot continuous any more so we may not
pass to the limit. On the other hand ¢ * [ |J*V(u%+s - ut2+s)| ds is not dominated by

|E_1 fOE o*V(upy, — uf+s)ds| so that the cancelling procedure based on the energy does not
operate. It seems that the more general framework in which the above analitical reasoning

works is f(t,2,y,2) = f1(t,z,y) + f2(2)z.
3.3 Variational inequalities

In [Be.L | A. Bensoussan and J.L. Lions associate to the obstacle problem that we discuss
here the following variational inequality:

(26) ) Oy +Lu+f < 0,

W) (O +Lu+ fllu—h—q) = 0
iiyu > h+gq

iwur = g.

Since generally this problem does not have a classical solution, they give the follow-
ing weak formulation. A solution of the variational inequality (26) is a function u €
L?([0,T], H}) such that u > h + ¢, a.s. and such that

T T T
@0 [ @dnw—onde— [ A= sgdt+ [ (o= dde+glor g 20
for every ¢ € C1! such that ¢ > h + g, a.s. N

Here (., .) designees the scalar product in L?(dz) and A(u, ¢) = (6*Vu)(c* V) +uV (bo).

In [Be.L], Theorem 2.6 (see also F. Mignot and J.P.Puel [M.P]) they prove that the
above variational inequality has a solution. This solution is generally not unique but they
prove that there exists a unique minimal solution , i.e. a solution u such that, for any other
solution v, one has u < v.

Remark 17 In fact they consider an upper barrier, so they look for a maximal solution.
As for the hypotheses, they are of the same kind as here with the following differences: the
assumption on the obstacle is slightly weaker but they assume uniform ellipticity.

The relation between the PDE(g, f,h,q) and the variational inequality is given in the
following theorem:

Theorem 6 Let (u,u) be the solution of the PDE(g,f,h,q) constructed in the previous
section. Then u solves (27). If in addition the obstacle h + q is a continuous function of
(t,z) and if oo* > cI, then u is the minimal solution.

RR n° 4455



30 Bally & Caballero & Fernandez € El-Karoui

Proof. We need the following equality (which we prove at the end):

T
@) [ atwue= 3ol ~ o)+ [ Gowotes [ [ utt it

where f; = f(t,z,u(t,x),0*Vu(t, z)).
We assume for a moment that (28) holds and we prove (27). For a test function ¢ € C11
we have

T
29) [ (@i édt =561l 6ol

0
and so, using the PDE(g,f, h,q) we get

T T 1 \ \
/ (Or e, ur — Py)dt — / Aug,ug — ¢y)dt + §(|¢T| — |¢ol”)
0

0
T T
w50 = lwl)+ [ (ot + [ [utto)dute.o)
T T
— — d d :
(67,9) — (do,u0) + / (Fo, d)dt + / / o(t, 2)dp(t, z)
Since
(192l ~ 160) + 5 (lgl* ~ uol?) — (B, ) + (o, u0)
|¢T - g|2 - % |¢0 - U0|2

NIH N

one gets

T T T
/ (Orpe,us — y)dt — / Alug, up — ¢p)dt + / (ftsus — Py)dt + < |¢T - g/
0 0 0

T
= slo-uwl+ [ [G-wEodto.

Recall that p is a positive measure which is concentrated on the set {u = h + ¢}, so,
if > h + ¢, (which is the case for our test functions) the second member of the above
inequality is positive and (27) is proved.

Let us now prove (28). Suppose for a moment that u € C'>! so that we may take it as a
test function in PDE(g, f, h, q). Then using the equality (29) for u we get (28). But generally
u ¢ C11 so we have to use an approximation procedure: we denote by 7,, the regulariztion
by convolution of «, ,which is defined in the proof of Thorem 7, (resp.f, the regularisation
by convolution of f) and by @, the solution of the PDE (8; + L)u,, + f, + 7, = 0. Then

€ C12 5o we have

T 1 9 9 T
| A0, w0t = 506l = O + [ Falt) + 70, w0t
0 0
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The same arguments as in the proof of Theorem 7 show that @,, — u in H; SO we pass
to the limit and get (28) for u.

Assume now that h+ g is continuous and oo™ > ¢l and let us prove that, if v solves (27),
then v > w. Let u,, be the solution of the penalized PDE, that is (0;+L)u,+ f(t, z,u,c*Vu)+
n(u, —h—q)~ =0, uy(T,z) = g(z). It is proved in A Bensoussan, J.L. Lions [Be.L] Ch
IV, Th 1.6, that if v solves (27), then v > u,. So the only thing we have to prove is that
Up = U.

Let V¥ = upn(s, X)), ZL% = 0*Vup (s, X1®). Ttis proved in [B.M] that (Y1, Zb%), <<t
solves the BSDE

T T
Vi = o) + [ 10 X07 Vi 2 4 Vi — b+ ), X0 dr = [ (283,48
8 8

and it is proved in [El-K.K.P.P.Q] that, for each fixed (¢, z), u,(t,z) = YTf:f - Y =u(t,z)
(Here the continuity of the obstacle is needed). The proof is completed.O]

Remark 18 The equation (29) (which is equivalent to the PDE(g,f,h,q)) represents a
more precise formulation of the variational inequality (27). Actually the fact that (27) is
just an inequality allows to avoid to deal with the measure u. The difficulty in constructing
W consists in the fact that p appears as the limit of the sequence p,(ds,dz) = ¢n(f + (0s +
L)h,)~ (s,x)dsdz. Because of the negative part (...)~ one cannot use the integration by parts
and so one can not obtain a variational formulation for the equation. So, a clever way to
avoid this difficulty is to weaken the equality up to an inequality. Using the evalutions given
by the RBSDE (the relation between u, and the corresponding increasing process K, ), we
solve this difficulty and produce the measure p. This may be viewed as a reqularity result.
Anyway it is to be stressed that we assume more reqularity on the obstacle (see (17)). If h
is just an element of L? we can say nothing.
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