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No-wait scheduling in su;z)ply chain environment
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Abstract:

This paper presents an approach to schedule a project online in a supply chain without
rescheduling or disturbing the previous schedules. The information at hand are the project
requirements and the resources availability i.e. the busy status of resources. The objective is
to find the shortest project completion time while following the no-wait strategy. Three
algorithms are proposed. The first algorithm schedules the jobs online optimally for
production processes that do not include assembly operations. The second algorithm utilizes
the functionality of the first algorithm for scheduling the ordinary assembly processes (single
assembly operation at the end of the processes). The third algorithm extends the approach of
ordinary assembly process to schedule the complex assembly processes. A complex assembly
process contains one assembly operation (if it is not the last one) or more than one assembly
operations.
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Ordonnancement immédiat dans un environnement de

chaine d’approvisionnement
CHAUHAN Satyaveer S', GORDON Valery?, et PROTH Jean-Marie®
13 INRIA-SAGEP, Université de Metz, Ile du Saulcy, Metz, France.
2 Institut d'ingénierie Cybernétique, Académie Nationale de sciences, Minsk, Bi¢lorussie.

Résumé:

Ce papier propose une approche pour I’ordonnancement en ligne d’un nouveau projet dans
une chaine d’approvisionnement, sans avoir a réordonnancer ni a remettre en question
I’ordonnancement antérieur. Les informations disponibles sont les besoins du projet et la
disponibilité des ressources i.e. les périodes d’utilisation des ressources. L’objectif est de
trouver le temps d’achévement le plus court du projet en appliquant la stratégie de non-
attente. Trois algorithmes sont proposés : le premier algorithme ordonnance optimalement et
en temps réel les tAches pour les processus de production qui n’incluent pas d’opération
d’assemblage. Le second algorithme utilise les fonctionnalités du premier pour ordonnancer
les processus d’assemblage ordinaires (une unique opération d’assemblage a lieu en fin de
processus) . Le troisi¢éme algorithme étend 1’approche du processus d’assemblage ordinaire
afin d’ordonnancer des processus d’assemblage complexes. Un processus d’assemblage
complexe contient soit une opération d’assemblage (a condition que cette opération ne soit
pas la derniére) soit plusieurs opérations d’assemblage.

Mots clefs: Ordonnancement immédiat, assemblage, chaine d’approvisionnement,
ordonnancement temps-réel.




1. Introduction

During the past few years, the world’s leading firms realized that formal relationships with
suppliers and distributors, inflexible production systems, inefficient information technology
(IT) systems, are the main causes of lack of competitiveness. The new trends in IT, the ever
changing taste of customers, as well as quality and price pressure compel the firm to desert
the traditional department organization and work in a supply chain framework, that is to work
in an integration of organizations that cooperate for improving the flow of material and
information from supplier to customers at lowest cost and highest speed.

The supply chain deals with projects and, at a given instant, several projects are under
process. The goal is to schedule a new project utilizing idle periods of the resources at the
best, while keeping the WIP as low as possible. The requirement of a new project can be
anything from purchasing materials to delivery of finished goods and may require several
resources such as machines, transportation systems, workers, space etc. One important
requirement of supply chain is quick information flow, i.e. the system should be capable to
gather information well in advance about the future status of all the available resources. In
this paper, we assume that the management is informed about the busy status of these
TESources.

We consider a no-wait scheduling problem that consists in finding the lowest possible
completion time of the project with assembly operations in a production system composed of
several resources. Some or all of these resources are partially busy with other projects. We
know the busy periods of these resources when a new project arrives in the system. The new
project may utilize some or all of the resources in a specific given order. We assume that a
resource can handle only one task at a time. The no-wait constraints mean that the next
operation of the project must start as soon as the previous one is completed. The operation
times vary between the minimum and the maximum permitted operation time. The possibility
to extend the processing time gives little flexibility to the system. Some of the operations of
the project are assembly operations. This means that several operations should be completed
simultaneously to be able to start an assembly operation. The problem is to find, in real time,
the schedule that leads to the lowest possible completion time of the project. The schedule we
are looking for is a no-wait schedule and this constraint is crucial since it imposes the biggest
difficulty in case of several assembly operations.

Let us review some results on no-wait scheduling problems. In the no-wait flow shop
scheduling problem, n jobs are to be processed without interruption on m machines

M,,...Mp in this order such that each machine can only process one job at a time, and

immediately after a job is finished on the machine M, it has to be started on machine M, _,.

The objective is to minimize the makespan, that is, to find a schedule such that the last job to
be processed on the last machine finishes as soon as possible. It is well known that this
problem is NP-hard if m is a part of input (i.e. m is not fixed) [9], as well as when m is fixed
and m=3[11]. For fixed m=2 this problem is solvable in O(nlog n) time [13]; in this case the

problem can be reformulated as a special case of the traveling salesman problem considered
by Gilmore and Gomory [5]. The problem with m machines where the processing times are
fixed on all except two machines can also be solved in polynomial time [17] as well as the
problem for fixed m=4 and unit-time jobs [3]. Kravchenko [6] proposes a polynomial time
algorithm for the two-machine no-wait job shop problem of minimizing the total completion
time where each job is a chain of unit processing time operations. If zero processing time




operations are allowed then the problem is NP-hard in the strong sense [6]. Two-machine job
shop no-wait scheduling problem of minimizing makespan is NP-hard in the ordinary sense
for unit processing time operations[16]. Kubiak [8] proposes a pseudo-polynomial algorithm
for this problem. Sahni and Cho [15] prove strong NP-hardness of the no-wait open shop two-
machine problem in which the second operation of each job must start immediately after the
completion of its first operation. Réck[12] establishes that two-machine no-wait flow shop
problem of minimizing maximum lateness and total completion time are strongly NP-hard.
Agnetis [1] proposes an approach for the two and three machine no-wait flow shop problem
with robotic cells. Lin and Cheng [10] consider no-wait two-machine flow shop in batching
environment. Sriskandarajah [14] studies the no-wait flow shop problem in the case of
parallel machines and proposes a heuristic algorithm with upper bound performance
guarantee. Kumar et al [7] propose an approach for m-machines flow shop problem using
genetic algorithms. A real time no-wait scheduling problem for surface treatment industry
where one robot is used to transfer the jobs from one machine to another is considered by
Chauvet et al [4). An efficient algorithm with feasibility and optimality proofs is proposed for
on-line scheduling. This approach is the most relevant to our problem since it considers the
insertion of the new jobs into existing job processing (but unlike our problem, without
assembly environment).

The rest of the paper is organized in 4 sections. In section 2, we describe an ordinary
assembly process with problem formulation and present an approach to optimal scheduling.
Section 3 presents a method to schedule a complex assembly process by extending the
approach applied to the ordinary assembly process. Two numerical examples are presented in
section 4 to illustrate the algorithm. Finally, the last section is the conclusion.

2. Ordinary assembly process

2.1 Definition:
An ordinary assembly process is a process that consists of several “Sequence of
Operations” (SO) whose production is assembled by means of a single assembly
operation. (See figure 1)

] 01,1 01,2 ...................... . Ol,m,
Assembl
L 01_,1 OLz OL,mL

Fig. 1: An ordinary assembly process

In the above figure, each sequence of operations /,1s/sL, is composed of m,; operations,
where / is the index of the SO.



2.2 Problem formulation:
Consider an ordinary assembly process, say 4, which is composed of L sequences of

operations and each sequence 1€{1,2,...,L} is composed of m, operations denoted by O,,,
where i=1,2,...,m, . The duration of operation O;; can be chosen between 6, and 6+,
where 6,20 and &;,20. Similarly, the duration of the assembly operation can lie between
6,and 6,40, .

Furthermore, several identical resources are available to perform the operation O;; and this

operation can be performed by any one of these available resources. The sets of resources
dedicated to different operations are disjoint. Each resource has specific idle periods, also

called available windows. Let wj, denotes the total number of idle periods available for
operation O,;. Preemption is not allowed, i.e. if operation starts in one window, it should be
finished in the same window. In other words, the operation O,; could be scheduled in only
one window among the w;, available windows. We assume that all the available windows
concerning operation O,; are numbered in the increasing order of their starting time, and if

the starting times are the same, in the increasing order of their ending times. The starting and
ending times of the 7, th window of operation O,; are denoted by o, and g respectively,
ATy b

where r,,,E{l,Z,...,w,.,}. We ignore all small windows that are not sufficient to perform the

operation i.e. for all windows it is assumed that -a, 26,. We also assume that upper
L ¥}

L,
bound of the last window of each operation, including assembly operation, is infinite. It at
least guarantees that a solution can be always achieved. The starting time and ending time of

the assembly operation are denoted by o o and 8 respectively, where r,=1,2,...,w, and
A "4

w, is the number of idle windows available for assembly operation.

Let x; and x;;,, denote the starting time and the ending time of operation O,,, which are to

be found. Remind that operation 0,’,.;1 should start immediately after O); finished, it means

X,,,118 the completion time of operation O,; and the starting time of O,,,,. Now, the problem

at hand is to find x;, and 7, for each i/ so that to minimize C, defined below in (4), subject
-to:

6L15x1.1+1‘x1,15‘91,i+51,i M

%z, 0]

xl,t+15/3u " ' 3)
where i=1,2,...m,, I=1,2,...L, and 5,&),2,..w,}

% a=C =121 @

C+sh,, ' )

Coa, 12w ©)



The above formulation expresses that:
- The objective is to reach the same completion time for each linear process, and this
completion time should be minimum. (Constraint 4)
- An operation should be performed in an available window. (Constraints 2, 3)
- The processing time of each operation should be greater than or equal to the minimum
required processing time and less than or equal to the maximum permitted processing
time. (Constraint 1)
2.3. Algorithm:
In this section, we present an algorithm that solves the above problem. We first give a brief
explanation of the algorithm and then present it in detail.

(i) Select the first feasible window where assembly operation could start.
We take the summation of the minimum processing time of all operations in each SO
and then select the maximum one. We call this selected summation “earliest starting
limit” or ESL for short. Now, we select a window among the available windows of the
assembly operation, such that ESL should lie within the lower and upper bound of the
window if possible. In this case, we replace the lower bound of the window by ESL and
select the window. Otherwise, we select a first window whose lower bound is greater
than or equal to the ESL.

(ii) Schedule the SO 1 such that the completion time of its last operation is greater than
or equal to the lower bound of the window selected in step (i).

_ In the next section, we propose an algorithm that can schedule the operations according
to (ii) and provide the minimum makespan. We call it “Early Start Time” of assembly
and, in short, denote this time by est.

(iii) Find the maximum completion time of SO 1 without changing the assigned
windows obtained in step (ii)
The algorithm for maximizing makespan within the given set of windows is also
proposed in the next section. We call it “Latest Start Time” of assembly operation and in
short, denote this time by /sz. Thus, the SO 1 can be completed at any time in interval

hzstl Jst, J Set ; - kstl ,IstIJ

(IV) Schedule the next SO using an approach similar to step (ii) & (iii) and look if all
the previously scheduled SO have a common set of completion time with this SO. If
not, find the new feasible window for assembly operation and go to step (i).

For I=2,..,L:

Apply step (ii) & (iii) to the SO /. We obtain an interval /, -lest 1oist, j where the SO /
can be completed.

Compute /=/N1, . Two cases may happen:
a: I=g , In this case continue the computation with the next value of /.

b: 7=¢, we conclude that it is impossible to start the assembly operation before est, .
Thus, we update the window of the assembly operation by replacing its lower bound by
est; and start again from (ii). The process of updating the window is same as in step (i)

except that we use esy; instead of ESL.

The above four steps give the general idea behind the algorithm. We have seen that the
algorithm requires three computations



- Computation of the feasible window for the assembly operation.

- Computation of the minimum makespan

- Computation of the maximum makespan
The algorithm for computing the minimum makespan (LCT) is presented in section 2.4 and
the algorithm for computing the maximum makespan (MCT) is presented in section 2.5
Finally, section 2.6 presents the algorithm (OAA) for scheduling an ordinary assembly
process. It also includes the computation of feasible window to start the assembly operation.

2.4 Algorithm LCT (Lowest completion time)
This algorithm schedules the operations of SO /, where IE{],Z,...,L}, and gives the minimum

makespan.
1. n;=1fori=l,2,..m

tl -al, l.’n
ti Bmax(al‘;", laj-l'*'ti-l) s i-2:" m;
t =0 +t

mel Tim o my

2

3

4

3. Xy 11 1
6. x;,=max(t;,x;;,,~6,,-0,;) fori=mm-l,..,1

7. If inequality x,,,.,,<ﬂ“r" holds for all i=l1,2,...,m, . Stop.
8

. Else, for each X>B,, » where i=1,2,..m

8.1 rjmr;+1
9. Goto2.

The above algorithm leads to the minimum completion time (%, ) of the SO [. The
,MI*
makespan given by LCT is feasible and optimal. For the optimality proof of above algorithm

refer to Chauvet , Proth et a/ [4]. The steps 2 to 8 takes O(m) time where m denotes the total
operations in SO. Those steps can be repeated maximum of »n-m+l times, where

n=i:2',:'w, denotes the maximum number of idle windows in SO. Therefore, the complexity of
the algorithm is O(nxm) .

2.5. Algorithm MCT (Maximum completion time)

The computation of the maximum completion time of a “sequence of operation” is necessary
to adjust the completion time of the SO that provide the component of the assembly. The
result 1 is the basis of the algorithm that leads to maximum makespan of a SO in the available
windows given by LCT.

1. xp=x,; for i=1,2,...,m +1
2. temp= min (B -x;,)
i=),2..m
3. xp=xp+temp for k=1,2,...m; +1

Step 3 postpones all the operations globally as much as possible.
4. FOI‘ k=1,2,..m1 ’ if .x,,k+1=ﬂ1.k then set i‘-k

i* contains the greatest element of T (See result 1)




5. For i=i*+l,.m,
5.1 temp=min(6,_,-+c5u-xfj+1+x,§,Hmz;n (Bix X))
A+ .,m,

5.2 X=X ttemp for k=iji+l,...,m,

Step 5 adjust the schedule according to conditions (i) and (ii) of result 1
6. Stop.
In the above algorithm x;'l , 18 the maximum completion time. The complexity of steps 1 to 4

is on the order of O(m), where m is the total number of operations in a SO. Steps 5.1 and 5.2

m(m+l) .
2

will be computed a maximum of times. Therefore, the complexity of the whole

algorithm is O(m?2).

Result 1:

makespan if and only if the following two conditions hold:
@) T, where, T=§/ x,,,=f, i=1,2,...m } and,
(i1) x;,=x=8;+0, for V j=k+l,...,m
where £ is the biggest element of T and m is the total number of operations in the SO.
Proof:
a. The conditions are necessary:
Assume that {x, }'-l.2,..m+l denotes the schedule corresponding to the maximum makespan and
condition (i) does no hold i.e. T=¢ . Then, set zp=i rlnzinm(ﬂ, -x;,.)>0 @)

We then consider a set {X, }‘-1,2,“m+l defined as follows:

X;=x; 4+ for i=l,2,...,m+1.
According to (7), {X f }._1,2‘“”,” is a feasible schedule. Furthermore, since >0, X, >x, for
i=],2,..m+1. And, in particular, X,,,,>x,,,,, which is contradictory to the fact that X, 1S @

maximum makespan. Thus, condition (i) holds.

Now, assume that condition (i) holds and that £ is the greatest element of T, and condition
(ii) does not hold. Since (i) hold g, -x,,,>0 for any ifk+1,...m}.
Since (ii) does not hold, there exists at least one i'E{k+l,...,m} such that:

640 > =X, ) ®
and A.= min (f;-x;,)>0 ®
Jei®,...m
From (8) and (9) we deduce,
Y. =min(A,..0, +8,.~(,.,,~x,. ))>0 (10)
Now, consider the solution {X ] }1-1 2 mal déﬁned as follows:



XJBXJ fOl’ j=1,2,...,i.

Xj=x;+yp,. for jeit+l,.,m+l.

The new solution, {X j}. is feasible according to (8) and (10) and X,,,,>x,,,,since

j=1,2,...,m+1
¥,.>0, which is contradictory to hypothesis. Thus, condition (ii) must hold. As a
consequence, we can say that the above conditions are necessary for a schedule to provide the

maximum makespan.
b. The conditions are sufficient;

Let {xi}.12 m. be a feasible solution that verify (i) and (ii). We denote by - the greatest

element of T for this solution.
If k=k' then the two solutions are the same.

Assume that k' <k . Then, according to condition (ii) for any j>k' we have,

Xja=Be+ §. (6,46, )<, an
Since k'<k , we have:

X 15By (12)
By adding the same positive element to both sides of (11), we obtain: :

st £ (6,48, (13)

imkc +1 .

From (11) and (13), we derive:

X aSX<By (14)

But x;,=8, according to condition (ii). Thus, Equation (14) shows that we reach a
contradictory situation. The same kind of contradiction happens if k<k .

Finally, (i) and (ii) are necessary and sufficient conditions for a feasible schedule to lead to
the maximum makespan within a given set of windows. This completes the proof.

Result 2 The schedule given by MCT verifies the result 1.
Proof:
The steps 2 and 3 of the algorithm lead to a solution such that there exists i*that verifies:

X =By i€. Tisnotempty.
Furthermore, for each i>#*, step 5.1 computes:

A= min (B);-x},,)>0

imi*+],..m
- Assume that A= £, -xf;,,, where kSy,...m, } Then, for the operation i, two cases may

happen:
(a) Either, 6,,+0),~(x,,-x' )>A

In this case step 5.2 shift the operation’s completion time by A for operation i onwards.
Since, for the operation k, S -xj;, =A (before shifting) therefore, after shifting it will

become xj,,,=8,, . Since, k=i, thus according to condition (i) i*=k .



(®) Or, 6,+6,,~(x},=x7 )<A
In this case step 5.2 shift the operation’s completion time by (6,+6,~(x},,~xt)) for all
operations i onwards. It means for operation i,
Xa=xiaH O +0,=xi+x7)
or  xj, -xt=0,+0;, this equality shows that one more operation time is extended
to its maximum.
Finally, in each iteration of MCT, either an element belonging to )("+1,...,m} is added into T

or the operation time of the element is extended to its maximum. Hence, we can say that the
schedule proposed by MCT verifies the result 1. This completes the proof.

2.6. Algorithm 0AA (Ordinary assembly algorithm)
This algorithm utilizes the LCT for solving ordinary assembly process. To utilize the
algorithm, we extend each SO by including assembly operation as the last operation

((m; +1)th operation). We will hereafter refer this extended SO as assembly sequence (AS) i.e.

SO associated with assembly operation. The explanations of the algorithm are already
presented in section 2.3.

A. Computation of the first feasible window where assembly operation could be

performed.
1. Set n=1,i=1,2,..m ,I=1,2,.,L
2. Forl=1,2..,L

2.1. h] -a'“""
2.2. h=h+6, for i=1,2,..m,

3. T=max(h )
l=1,2,.L

4, Set i =2 for /=1,2,...,L, where zis such that:

a,, 2ST 5'31,", € 0 51,2,...,Z) , where Z is the number of idle windows.

m,; +1 denotes the assembly operation, which is same for all the “sequences of

operations” (SO). Remember that, SO contain m, operations only.
B. Computation of minimum assembly starting time
5. Set f; =0 and f, =0, where f,f; are the early and latest starting time of

assembly operation.
6. Set /=]

7. Setr, =z and n=1 fori=l,2,..,m
8. Compute X, .,» the earliest starting time of the assembly operation in AS /,
. Iy +

using LCT.
9. Compute x;m' ,1» latest starting time for AS /, using MCT.

xfm, . 8ives the latest starting time of assembly operation within the windows

+1

given by LMS i.e. the difference of x. ., and x  gives the maximum
] (]

10



Slexibility to delay the assembly operation, by manipulating the starting and
ending time of other operations, without changing the windows selected by

LMS.
10. =,
11. If x »>a then set o =X
m+l Tlm+lz Lmy+lz T my 4l

Since the last operation of AS is the assembly operation, the values
Qs (resp. ﬂm’ .1,/ are the same whatever 16{1,2,...,L}

12.Ifﬁ<xm lthensetﬁ=x
,+

my +1

13. Iff2>x1:n,+1 then set f, =

14.1f fi>f, goto5
15. I=1+1

16.If I>L then goto 19
17 a,_ . =f

Imy 41,2

18. Goto 7
19. The value f; gives the optimal starting time of assembly. Stop.

In the above algorithm, f; gives the esr (early start time) of the assembly operation and

-+
xl,m, +1

/> gives the st (latest start time) of the assembly operation. Steps 5 to 18 can be repeated

m
maximum of N times where N =I§:l}flw,’, is the total number of idle windows. Algorithm
-]l

OAA uses LCT and MCT in step 8 and 9 respectively, so the complexity of these steps is the
summation of the complexity of both algorithm, that is O(mxn+m?)=O(mxn). Thus the

overall complexity of algorithms OAA is on the order of O(N2xM), where M -Iflm, denotes

total number of operations in assembly process and N is the total number of windows.
Finally, the last remaining step is to modify the x,, values because f; is the minimum starting

time and lie between the x* ,andx, for SO /. Modifying the x; values, assuming
y m, + 4

Lm + )

/i is the starting time of assembly, is straightforward and can be done by the following
algorithm.

If X,

,my +1

s/ sx' . then compute 4 such that,
"y

£ %,

my +1
+ -

Lmy +1 xf.m, +1

Fori=1,2,.m +1
X=X+ * (x,;—xu) where IE{I,Z,...,L}

Result 3
The first feasible solution obtained by OAA4 is optimal.

Proof:

11



We start with the earliest possible interval for the assembly operation, say [aAr B o } We
A A

compute the minimal and maximum starting times of the assembly operation utilizing LCA

and MCA for the first assembly sequence with 7 ;=1 for i=1,2,..m, and T where r, is

the rank of [a 4 B ] We obtain a solution /| -[s},sé], where s} and s} are the minimum
A 4

and the maximum starting times of the assembly operation. The lower bound of /; denotes
the minimum possible starting time of assembly operation if only the first AS is concerned.

r A -’i .
my +1
Now, consider the second AS and compute the 7, =[s,2,s§] utilizing LCT and MCT with r,;=1

for i=1,2,..m, and AR since the assembly operation cannot start before r,. If the new

1

solution is such that A then the solution obtained for first assembly sequence is

invalid as it lies in window r,,. As a consequence we can say that there is no feasible solution

for the assembly process before the window A

computation for the first assembly sequence as explained above.
If r, =T then the two following cases are possible:

. Thus, we set r =r. and restart the
+1 2,my+1

Then the lower bound and the upper bound of 72 denote the earliest start time and the
latest start time of the assembly operation that concern AS 1 and 2. No other intervals

that precedes the /) can be a solution.

b. 12-12011-¢
In this case there are no solutions before z=max(s},s?). We thus restart the computation
from first assembly sequence by modifying the lower bound of r, by z i.e. a =z.
A

Note: In the algorithm, we modify the lower bound of the assembly operation window in
each iteration. When the schedule of first assembly sequence is completed, we set a =s] .
A

At the second step s?zs] and we set a =s?. It reduces the computational burden by
A

avoiding the computation that has been already done.

We finally obtain an interval /2 that is not empty. Now, we continue the same process to

reach /3=g, Iang,. I1=p. Ii=¢ for lE{l,Z,...,L} is the earliest interval when the assembly

operation can start since, to schedule the AS / we start by assigning the earliest possible
window to the assembly operation that is also feasible for the /-1 first assembly lines.

Finally, the lower bound of 7, gives the optimal starting time of assembly operation. This
completes the proof.

12
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3. Complex assembly process:
A complex assembly process is a process that contains one or more assembly operations
connected with each other, directly or indirectly, by means of other ordinary operations. In
the case of one assembly operation, the assembly operation must be followed by at least
one operation. Figure 2 shows a typical complex assembly process.

The scheduling of a complex assembly process involves two main steps:

* Decomposition of complex assembly process into several ordinary assembly
processes.

*  Scheduling and coordination of all ordinary assembly processes.

In the following section we explain the decomposition method and the scheduling method

for complex assembly process. The constraints of no-wait schedule and the variable

operation times are also applied for complex assembly process.

;>3 “>7

14

S
e

12— 13

8__9\
/

10 }——] 11

Figure 2: A complex assembly process

3.1 Decomposition

We use following three steps to decompose the complex assembly process.

1. We select an operation that has no successor. This operation is a root of the tree.

2. Then, we follow the sequence of predecessors until we find another assembly operation
or an operation with no predecessor. Doing so, we obtain an ordinary assembly process
that is a component of the complex assembly process.

3.If a leave of the component, obtained in step 2, is an assembly operation, then it also
remains in the set of operations that have not been decomposed yet. So, such an
operation is a leave for a component and a root for the remaining set of operations. If the
set of remaining operation is not empty, we go to step 2, otherwise decomposition is
finished.

Finally, we obtain several ordinary assembly processes (the components) when the

decomposition ends. The components are ordered in sequence they are obtained.

13
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8 9
' }I 12
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Component 3 Component 4

Figure 3: Elements of complex assembly process

The above steps are illustrated by the following example.

Example:

Consider the complex assembly process presented in figure 2. We can see that the operation
14 is the only operation with no successor. We select the operation 14 and go through its
predecessors until we encounter an assembly operation or an operation with no predecessor.
Doing so, we obtain the leaves 7 and 12 (assembly operations) of component 1. We have a
choice to select any one between root 7 and 12 for decomposition. We select 7 and obtain
component 2. Similarly, we can find component 3 after decomposition of component 2 and
the remaining is component 4. Consequently, we obtain four ordinary assembly processes
shown in figure 3.

Result 4: If denotes the feasible schedule for an assembly sequence and 7T is the

L }'-1,2,..m, +1
set of operations such that T -{'/ X0=b ,i=1,2,..m,} then, for the set of available
windows used, x;;is the latest start time of the assembly sequence /, if and only if:
Xin—X,=0),; Vi=l 2 k.

min(i) if Twg
where, k=3 &
m if T -¢

Proof:
Assume {x, }'-1.2,..»:, ,1 do not verify the above condition for i=k , then:

Set A=.~-1','z',’.'.'l-1( Bi=%11)>0

Set w-min(xu,,,-xu-ﬁf'k,A))O
Now, compute x;;=x,,+y for i=1,2, k, this leads us to a new x;, which is less than the
previous one. This completes the proof.

3.2 Latest start time (LST)
The latest start time of assembly sequence /, for the same make span, is given by following

algorithm. Let z; be the operation time of the i*operation in assembly sequence /

1.€. 2 =X, ~X1;
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1. Compute x;, =x,,-6,,

2. Compute Maxshifi=£, =X,

3. For i=2,3..m,
3.1 Compute temp=min(z;,~6,,MaxShift)
3.2 Compute x; ;=x; ,+temp for j=1,.i

3.3 Compute MaxShifi=mmin(MaxShifi—-temp,f);=X;;,1)
4. Stop.

The algorithm verifies the result 4. Step 1 adjusts the duration of first operation to the
minimum required. Step 2 looks the maximum possibility of postponing the operation’s
starting time and completion time. Step 3 checks each operation duration and reduces it as
much as possible. The process will continue until it is stopped by condition of result 4 i.e.
when any one of the operation’s completion time reach the upper bound of the corresponding
window or the operation duration of all operation is minimum. The complexity of LST is
O(m?), where m is the total operations in SO.

Applying LCT on the schedule given by MCT gives the latest start time and latest completion
time of each operation. Hereafter, using MCT means using MCT and LST both.

3.3 Algorithm for Complex assembly process
In this section we will first explain our approach to schedule complex assembly process with
the help of the example shown above, and then we present the algorithm.

Consider the components of the complex assembly process shown in figure 2 and whose
components are presented in figure 3. We first consider component 1 and then the other
components in the order they are obtained. We use the ordinary assembly algorithm (O44) to
schedule the operations of component 1. We know that the OA44 starts by defining the first
feasible window for assembly operation. To define this window, we sum up the minimum
processing time of each SO from the beginning of the leaf to the beginning of the assembly
operation (root) under consideration and select the maximum value for defining the first
feasible window of assembly operation. In our case the assembly operation is 14 and the
sequences are (1,3,4,7), (2,3,4,7), (5,6,7), (8,9,12,13), and (10,11,12,13).

By applying OAA to schedule component 1, we obtain est;,Ist; ,est;, and Ist;, that is the
earliest start time and the latest start time of operation 7 and 12 respectively. est; and est),

shows that operation 7 and 12 can not start before est; , est;, respectively. In the

computation of these times we didn’t consider the constraints derived from the components
connected to 7 and 12. In the next steps, we check if these times are feasible to start assembly
operation 7 and 12 (i.e. component 2 and component 4) or not. If not we will shift the starting
time of operation 14 accordingly.

est; is the earliest start time for assembly operation 7, so we ignore all the idle windows of 7
whose upper bound is less than est; .Now, we schedule the second ordinary assembly process,
component 2, as above using the same algorithm (OAA4). Assume that the algorithm gives
est; and Ist; for assembly operation 3. The operation 3 is an assembly operation, so we
schedule the component corresponding to operation 3 i.e. component 3 after updating its idle

15




windows such that first available window’s upper limit should be greater than est; . Applying
OAA on component 3 gives est; and/st;, the earliest start time and latest start time of

assembly operation 3. Note that, estjzest;. To carry out the verification, we look at the
common interval, if any, between {est3 Isty }and {estg',lsté}. Then:
- If there is a common interval, we update the corresponding x;; values (for component

2 and component 3) according to this common interval. We move to the next
unprocessed assembly operation. In our case it is component 4. We schedule the
operations of element 4 using the same procedure.

- If there are no common intervals, we update the available window of assembly
operation 3 such that the starting time of the first available window of assembly
operation 3 is either greater than or equal to es?;. We schedule again the successor

element of component 3 i.e. component 2 and repeat the above process.
Note: If we find the common interval for operation 3, then we update the x; values of

component 3 and component 2 accordingly. Assume it gives est; and /st;. To carry out the

verification, we look at the common intervals, if any, between fest;,Ist, }and {est-',,lstﬁ}. The rest
of the process is the same.

The above procedure is repeated until we find a common interval for all the nodes of complex
assembly process. Finally, we select the lower bound of the common interval of operation 14.
It is the time when assembly operation 14 can start. The makespan of the whole process is the
summation of the starting time of operation 14 and the minimum operation time of 14.

Based on the above idea we can summarize the steps as follows:

Stepl: Find the first possible window where the assembly operation can start considering
all its predecessors.

Step2: Decompose the complex assembly process into ordinary assembly processes.

Step3: Schedule the first component using OAA4 and store the early start time and latest
start time of all SO.

Step4: Check if the leave of the ordinary assembly process solved in step 2 is an assembly
operation. If yes, schedule the corresponding ordinary assembly process, next
element, using OAA and note the est and /st of assembly operation. Verify, if est
and Ist obtained for assembly operation have an interval in common with the
corresponding early start time and latest start time of the SO (computed in step 2).
If yes, update the schedule time according to the common interval and schedule
the next element-using OAA; otherwise, schedule the previous element (successor
assembly process) again with the updated window.

Step 5. If common intervals are obtained for all the nodes, we select the lower bound of
common interval for the last operation and update all the values accordingly and
stop the process.

The above algorithm mainly does three computations:

- Computing the minimal possible start time to define the window where assembly
could start.

- Updating the windows, if the condition of common interval fails.

- Scheduling the ordinary assembly process to find the early start time and the latest
start time.

16
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In section 3.4, we present algorithm (MST) that develop in detail step 1 of the algorithm.
Section 3.5 is devoted to algorithm UW that update the windows of operation in case the
condition of common interval fail (step 5).

3.4 Algorithm MST (probable starting time of assembly)
1. Max=0
2. Forl=1,2..L

2.1. If Oy,is assembly operation, then utilize MST to get estimated starting
time of component corresponding toO;; and set it into #, else set t=a;, ;.
2.2. Set t=max(1+6,, @, )For i=1,2,.m, .
i

2.3. If (t>Max ) then Max=t.
3. Stop.
In the above algorzrhm Max returns the minimum possible starting time of specific
assembly.
The complexity of MST is O, where M is total number of operations in complex

assembly process.

3.5 Algorithm UW (Updating windows)
This subroutine updates the available windows of O,; such that the starting time of the

first window is either est or greater than est.
1. Find k such that

Q) sest<f;,; or ay;, is the minimal lower bound that verify esr<q;,, where
kE{l,Z,..w,,,-} and w;, is the maximum number of available windows.

2. If g=est<f,; , then set q;,, =est

3. Set w,=w;,-k+1

4. Set Qi j=C jrk-1 and ﬂlljgﬂl,lj-rk-l’ for j=1,2,. Wi

It is understandable that all available windows having a lower bounds and upper bounds
less than es are useless. Further, if est lies between the lower bound and upper bound of
ﬁrst window, we replace the lower bound of window by est. The complexity of the above
algonthm is O(w), where w is the maximum number of idle windows.

3.6 The first feasible solution obtained by algorithm is optimal

The complex assembly algorithm is the extension of ordinary assembly algorithm. Initially,
we considered sub-assembly as an ordinary operation and scheduled it using OA44. At the
second stage, we only verify if the schedule is OK for sub assembly or not. If not, we remove
the unfeasible windows and restart with the same process.

-Thi§ algorithm utilizes OA44 for scheduling .each component of complex assembly process.
The complexity of OAA. is on the order of O(N?xM; ) where M; and N, respectively denotes

the total number of operations and total number of idle windows in the 7 th element. Therefore
the complexity of overall algorithm can be denoted by:

k )
O(_ZlN?xM,» ), where k is the total elements in complex assembly process.



4. Numerical example:
This section presents two examples for the complex assembly process. Fig. 2 shows the layout
of the complex assembly process considered for both examples. The layout shows that the
complex assembly process is made up of 14 operations including 4 assembly operations. The
minimum required operation time and permitted flexibility is shown in table 1. Fig.4 shows
the available windows for each operations and the schedule provided by the algorithms. The
dark bars represent the busy periods for corresponding operation and hatched bar shows the
schedule obtained for the same operation. The busy periods for example 2 are same except
for first operation where we blocked the first available window up to 11. Table 2 presents the
new schedule.

1 12 {31 4151671819110 113412) 13|14
AMinimum) | 2 | 3 | 5 [ 1} 2|58 {31313 1 5 5 2
O(Flexibility)| 3 | 4 | 7 | 5[ 2| 4|4 [3[5] 4 2 5 6 4
Table 1 Operation time and flexibility of operation
Operation| 1 | 2 | 3 | 4 [ 5 | 6 | 7 | 8 19 110111213 (14
Timings |45- (40- |{47- |52- |45- |47- [53- |35- [41- |45- |48- (49- |54- [61-
47 (47 |52 (53 (47 |53 |61 |41 (49 148 |49 (54 [61 |63

Table 2 Schedule for example 2
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S. Conclusion:

This paper presents an approach to utilize the resources efficiently while minimizing the WIP
as much as possible. The algorithms presented in this paper are real time algorithms. These
algorithms intelligently search the solution right from the first idle periods until they locate
the optimal schedule and intermittently remove the infeasible periods to improve the
performance. The computation of two completion times for single schedule curtails the
unnecessary computation of same schedule until the completion range suits to all “sequences
of operations” of the same assembly process. Both algorithms provide optimal solution and
promise to come up with a solution in case the upper bound of the last window of each
operation is infinite. The performance in terms of the computation time deteriorates as the
number of “sequences of operations” within an assembly operation and the number of
assembly operations within a complex assembly process increase. The variable operation
timing may seem impractical at the first instance, but it is often used in the heat treatment
process of the chemical industry. These algorithms are equally useful for the resources with
fixed operation timings and can be utilized by setting J to zero value.
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Appendix
In this section we present the complex assembly algorithm in detail, easy to code in
programming language. This algorithm starts with first component and schedule the other
components recursively.

Algorithm CSA4 (Complex Assembly Algorithm)

1. Use MST to get the minimum possible starting time for assembly operation of
this element (start with first).
2. Apply OAA and MST on this element (say it parent element).

Step 2 gives early start time and latest start time of all operations. If this element
contains L SO, then the est & Ist of first operation of each SO can be denoted by

est, &Isy, for 1=1,2,..L.

3. For /=1,2,..L
3.1 If O,,is not an assembly operation, go to 4
32 Solve the element that contains O,, as root using CSA4. Say it child element.
It will give est; and Ist;, the early start time and latest start time of assembly
operation 0. A
33 Check if (est, ,Ist; ) and (est} , Ist} ) have an interval in common. If yes,

adjust the all operation timings (parent element & child element) according to

common interval.

For adjusting the operation timings, we presented a formula at the end of OAA.
34 If not, update the O, s windows using UW and est; . Goto 1.

In this case we schedule the parent assembly again with updated windows.
4, End of for loop.

Finally, we select the lower bound of common interval for first component. The total

makespan is the summation of minimum operation time of assembly operation (root) of
the first component and the lower bound of the common interval of this component.
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