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Abstract: In this paper, we prove a sample path large deviation principle (LDP) for
a rescaled process n1Q,;, where Q; is a multi-dimensional birth and death process
describing the evolution of a communication network. In this setting, @; is the join
number of documents on the set of routes R at time ¢. Documents to be transferred
arrive on route r € R as a Poisson process with rate A, and are transferred at
rate pi,v-(x) where x represents the state of the network, p-! is the mean size of
documents on route r and v,(z) is the bandwidth allocated to route 7.

We describe a set of assumptions over the allocation v under which the LDP holds.
Since we want the “classical” allocations to verify these assumptions, the difficulty
is to deal with weak properties. For example, v,(z) is assumed to be continuous on
the set D, = {z : 2, > 0} but may be discontinuous elsewhere. Several examples are
provided including the max-min-fairness allocation, a classical one in the context of
data networks.

Since the main object to work with is the local rate function, a great care has
been devoted to its expression and its properties. It is expressed as the solution of
a convex program from which many useful properties are derived. We believe that
this kind of expression allows numerical computations.
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Grandes déviations pour une classe de processus de
Markov modélisant des réseaux de télécommunications

Résumeé : Dans cet article, nous prouvons un principe de grandes déviations (PGD)
trajectoriel pour un processus renormalisé n " Qne, ol Q; est un processus de vie et
de mort multi-dimensionnel décrivant 1’évolution d’un réseau de télécommunication
constitué d’un ensemble de routes R. Le vecteur (J; représente le nombre de docu-
ments en transfert sur chacune des routes r € R au temps t. Les documents arrivent
sur la route 7 € R selon un processus de Poisson de paramétre A, et sont transférés
a un taux pyvp(z) ol = représente 1'état du réseau, u ' est la taille moyenne des
documents circulant sur la route r et v,(z) est la bande passante allouée a la route
T.

Nous donnons des conditions sur ’allocation v sous lesquelles le PGD est va-
lide. Nous souhaitons inclure dans le champ d’application la plupart des allocations
“classiques” et c’est pourquoi ces hypothéses sont assez faibles : par exemple v,(z)
est supposée continue sur l’ensemble D, = {z : z, > 0} mais peut étre discontinue
ailleurs. Plusieurs exemples sont analysés, comme un réseau de topologie quelconque
sous l’allocation max-min-équité qui est classique dans le contexte des réseaux de
données.

Il apparait que, dans ce contexte, la fonctionnelle locale est 1’objet central : nous
nous sommes donc attachés & ’étudier finement. Elle s’exprime comme solution
d’un programme convexe ce qui permet d’en déduire un certain nombre de proprié-
tés. Nous pensons que ce type d’expression permet de poursuivre 'analyse par des
méthodes numériques.

Mots-clés : Grandes déviations, générateur empirique, changement de mesure,
principe de contraction, entropie, partage de bande passante, programme convexe
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1 Introduction

The model Consider a network consisting of a set of links denoted £. A route is
a subset of links and the set of routes will be denoted by R. Denote by g, (t) (resp.
qi(t)) the number of calls on route r (resp. the number of calls involving link /) at
time t. In the sequel, r and [ will represent respectively a route and a link. Each
link has a capacity or a bandwidth equal to C; (expressed for example in bits per
seconde in the context of communication networks). Note that g;(t) = > ,.5; ¢-(t).
Then Q(t,z) = (g,(t),7 € R) represents the state of the network at time ¢ when it
starts initially from state z. For the sake of simplicity, we shall sometimes omit z or
t when they do not play a role.

Documents to be transferred arrive on route r according to a Poisson process of
rate A,. The size of a document (expressed in bits) on route r is supposed to be
exponentially distributed with parameter u,. Each document on route r is allocated
a portion v.(x)/z, of the bandwidth when the state of the network is z. Hence a
document on route r is transferred at rate p,(z) = pyvp(2). In the sequel, it will be
assumed that v,(z) satisfies the following faisability condition for all z € ]Rl2

Y wlz)<C, VIeL (1.1)
31
a b
1 1
G} '\‘ ] =
channel connection
C d
e L] f
(3 Sy )

routes r connections

per route ¢, connections per link g
le(ab) qr, =1 qa = 2 qq =3
ry = (bde)  qr, =2 =3 e =2
T3:(adf) ¢ =1 =10 szl

Figure 1: Network model.

RR n® 4474



4 FRANCK DELCOIGNE & ARNAUD DE LA FORTELLE

In our settings, Q = {Q(t,xo), t > O} is a Markov process with generator R
such that

Rf(z) =Y a(z,y)(f(y) - f(x)), VzeZF, VfeB(ZE),

yEZf
Ary ify—z=e,,
where q(z,y) £ pp(z), ify—z=—e and z, >0,
0, otherwise,

Result In this paper, we aim at deriving a sample path LDP for the rescaled
process

et [ 1
@ { 2ot lna), >0},
n
Definition 1.1 (LDP) The sequence {Q%, n > 1} satisfies a LDP in D([O,T],]R"j)
with good rate function It if, for every T > 0, z € Rﬁ,

(i) For any compact set C C RY, U, cc Po(K) is compact
in C([0,T],R%Y) where ®, stands for the level sets of Ir:

0,(K) = {p € D([0,T],RF) : Ir(p) < K, ¢(0) = z}.
(ii) for each closed set F ofD([O,T],RZE),

limsup - log P [Q € F] < — inf{Ir(¢), ¢ € F,$(0) = z};

n—oo N
(i) for each open set O of D([0,T],R%),
1
lim inf; logIP [Q} € O] > —inf{Ir(¢), ¢ € O,¢(0) = z}.
n—oo

Theorem 1.2 (LDP) Under Assumptions (H1)-(H6), the sequence {Q%, n > 1}
satisfies a LDP in D([O,T],Rf) with the good rate function It defined by

T
def /L (p(t),o(t)) dt, if ¢ is absolutely continuous, (1.2)
0 :

400, otherwise.

The local rate function L(x, D) is explicitely computed in Theorem 1.7.

INRIA
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Remark : I is defined by all the values L(z, D), z € R and D € RA®) (ie.
such that D, = 0, Vr € A°(z)). Indeed, assume that for some t, ¢,.(t) = 0 and
or(t) exists. Since ¢ (t) < p,(s) for all s, this implies ¢,(t) = 0. Moreover, ¢
being absolutely continuous, ¢, (t) exists for almost all ¢.

"

Our main concern will be to identify the rate function Ir. Moreover, one of our
contribution will be to describe a suitable set of conditions in the context of bandwith
sharing under which one can express the rate function as the solution of a convex
optimisation problem which may be completely explicit in some cases. As it will
emerge in Section 2, the assumptions are satisfied for a variety of examples including
the max-min-fairness allocation, a classical one in the context of data networks [2].
Although some literature has been devoted to the study of such systems and of
their ergodicity conditions [3, 10, 18], it appears very hard to compute quantities of
interest. In this regard, the calculation of the rate function could be a preliminary
step in order to perform importance sampling or to compute the exponential decay
of a route in stationary regime. All this program falls into the framework of LDP for
Markov processes with discontinuous statistics, i.e those for which the coefficients of
their generator are not spatially continuous.

Previous work It seems that one of the first paper dealing with such processes
is [9], where large deviations problems for Jackson networks were investigated using
partial differential equations techniques. Quite recently, the LDP for a large class
of Markov processes with discontinuous statistics has been proved in [7]. Roughly
speaking, the authors of [7] express the logarithm of large deviation probabilities as
the minimal cost of some stochastic optimal-control problem, and the limit of the
optimal cost is shown to exist by means of a sub-additivity argument. However,
the rate function is not explicit. Note that in [8], an explicit upper bound of large
deviations involving Legendre transforms is proved. While for Jackson networks and
some processor sharing models this bound is tight [1], in general the problem of the
lower bound remains open. However, in the present setting this upper bound is tight
as it is proved in Theorem 1.7 and Section 4.4.

Untill now, the identification of the rate function has been carried out in some
particular cases and usually for low dimensional systems. In this respect, general
results were obtained in [6, 13] where the LDP has been established for random
walks whose generator has a discontinuity along an hyperplane. These results are
applied in [13] to compute the exponential decay of the stationary distribution of
ergodic random walks in Zi. Nevertheless, in such examples, there are at most two

RR n® 4474



6 FRANCK DELCOIGNE & ARNAUD DE LA FORTELLE

boundaries with codimension one or two where discontinuity arise. Ultimately, the
identification of the rate function governing the LDP for Jackson networks has been
carried out in [1, 11]. It is worth noting that quite recently, the calculation of the rate
function has been done for a large class of Markov additive process in [12]. The rate
function is expressed in terms of the spectral radius of a class of infinite dimensional
matrices associated to the original process. The setting of the present paper is in
some sense more restrictive but the result more explicit. With respect to [1], we do
not require the regularity of the Skorokhod map associated to the process, which is
not proven to our knowledge. Instead of, we rely on the use of empirical measures
and on the ergodicity conditions of a class of Markov processes associated to the
original one. It appears also that the use of empirical measures is a constructive
method allowing a careful description of how large deviations events occur.

Notation

e 7 5[ means “route r passes through link {” and [ € r is synonymous (“/ is used
by 7);

e For any set A, A° will denote its complementary and 14y its indicator function;
e for any Banach space E, B(F), represents the set of bounded functions on F;

e D([0,T],E) is the space of right continuous functions [0,7] — E with left
limits, endowed with the Skorokhod metric dg;

e C([0,T],E) is the space of continuous functions equipped with the metric of
the uniform convergence d..

Definition 1.3 (Face) For z € RY, the face A(z) is defined by:
AMz)E{reR:z, >0}
By an abuse of notation, we shall also call face A:

{yE]R:E:yT>O, Vr € A, and ¥y, =0, VTEAC}. (1.3)

Assumptions In order to get a LDP for )7, it is natural to assume the property
of homogeneity of the allocation, i.e:

Assumption (H1) (Homogeneity) The function v.(z) is homogeneous:

ve(azx) = vp(x), Vz € R, Ya > 0.

INRIA
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One can wonder whether the allocation, defined on Z? can be extended “natu-
rally” to ]RE. Obviously this is not a general property, but one can see that Assump-
tion (H1) is valid for strictly positive integers . Hence, defining v,(z/a) & v (z),
one extends “naturally” v, to QZS and with a mild continuity to ]RZE. Example are
shown in Section 2.

Besides, in the context of bandwith sharing we will focus on allocations such
that adding a connection anywhere in the system does not change drastically the
bandwith allocated to route r when it is saturated. Using the homogeneity of the
allocation, this can be stated as a property of continuity of the allocation outside the
boundaries.

Assumption (H2) (Continuity) The allocation v.(z) is continuous on the do-
main Dy & {z : z, > 0}.

Assumption (H2) will allow one to compute in an easy way the cost in (1.7) for
the components indexed by A(z) to follow the prescribed growth rate D. Indeed,
as a straight consequence of Assumptions (H1) and (H2), we derive the following
property of v.(z):

Proposition 1.4 Fiz x € ]RE. Then,

lim v, (nTpg),y) = vr(2), Vr € A(z), Vy € ]Rf(z).

n—o0
Moreover, the limit is uniform w.r.t. © and y in the following sense:
. . ! o _
lim i sup |vr(nyy, ) = (20 | =0, VT € AGe).
|z’ —z|<e
Proof : By homogeneity (H1),
Vr(nxk(;c)a y) - V’I‘(nxA(:B)a y) = V’r‘(xk(;c)a y/n) - V’I‘(IA(w)a y/n)

Hence, using the continuity (H2)

fimy Jim, sup - [r (1), ) = Ve (n2aa )

|z’ —z|<e
= lim sup v (Tp(2)>Y) — vr(TA@), )] = 0.
7 yl<e
|z —z|<e
The proof is concluded. n

RR n® 4474



8 FRANCK DELCOIGNE & ARNAUD DE LA FORTELLE

Now, we turn to the computation of the cost for the components belonging to
A¢(z) to stay in a neighborhood of 0. First, we assume that the allocation on the
routes belonging to A°(z) behaves well when the components belonging to A(z) are
saturated.

Assumption (H3) (Behaviour on boundaries) Fiz z € RY.
Then the following limit exists:

vi(y) & lim v (noa@,y),  Vr € A%a), Yy €RY .

(z)

Moreover, the limit is uniform w.r.t. y € Rf in the following sense:

lim lim sup lvy (y) — vr(nza@), )| = 0, Vr € A(z).

€=0n—=00 |, _gi<e,lyl<en

At the moment, we have only assumed rather weak conditions in the context of
bandwith sharing. We turn now to properties of ergodicity of a family of Markov
processes associated to (). The following notion will be at the heart of the present
paper in proving the lower bound.

Localized processes Let z € ]RE. We now introduce a class of Markov processes
which will be useful in dealing with the large deviations events quantified in Theorem
1.7 when the routes belonging to A(z) are saturated! in proportion of z. First, let
us describe the behaviour of the allocation in such situation. For routes 7 € A%(z), it
is described by Assumption (H3) by which »*(z) depends on z € Zf(w) x ZM®) only
through the components belonging to A°(x), which are indeed all positive. For the
routes pertaining to A(z), by Proposition 1.4, the allocation is v,(z). Then define

oy det [ vr(T), if r € A(z), A%(z) A(z)
wr(a) = { v (2pe(e)), i 7 € A%(x), Ve €Ly T X BT 44

Then define the intensity fiy () & vE(2).
Now, Q* = {Q%(t,20), t > 0} is precisely defined as the Markov process starting
at zg with values in Zf(w) x ZA®) and with generator R* such that for f € B (Zf(w) X

Tt describes the behaviour of the process @ around nx when n is large. For this reason, we shall
call it localized process.

INRIA
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ZA(w)) ’

Bfe) = Y @) () - 1), Vzezl® xzA,

. y B
» Ar, if 2/ — 2z =e,,
~ ! e ~ .
where ¢“(z,2) = p¥(z), if 2 —z=—e,
0, otherwise.

Let us depict briefly the evolution of Q®. The components belonging to A(z) behave
independently from each others and from the rest of the system as simple birth
and death processes with birth rate A, and death rate fiyv-(z). The components
belonging to A¢(z) behaves as a Markov process as the one presently studied but
with |A¢(z)| components (in other words with a new set of routes R* = A%(z)) and
allocation v¥(.). Moreover, roughly speaking the available residual bandwidths for
these routes are given by the numbers

Clz) EC— Y w(@), VIEL (1.5)

rel, reA(x)

In fact, using (1.1), proposition 1.4 and the definition of #*(y) in (H3), one sees that
v¥(y) for r € A°(z) satisfies the faisability condition

Y w@<Gx), VieL (1.6)
r3lreAc(z)

In the sequel, the following partition of the routes belonging to A°(z) will be
needed:

Ai(z) = {reAz):3ler, Cz)=0},
Ao(z) = A(z)\ A1(z).

A1 (z) represents the set of non-saturated routes for which there is no residual band-
width. We shall also assume that the allocation is not null on routes having some
residual bandwidth available.

Assumption (H4) (Positivity) For allx € ]RE and r € Ay(z), it is assumed that
vE(y) > 0 when y > 0 for all y € Rf(w).

RR n® 4474



10 FRANCK DELCOIGNE & ARNAUD DE LA FORTELLE

Remark : Taking z = 0, (H4) implies that v,(y) > 0 when y, > 0 for all
y € R%.

"

As a convention, if for some r € A%(z), A, = 0, then we will take

Q*(t,20) = 0, Vt > 0.

For instance, only localized processes such that A =0forre A+ (z) will be consid-
ered and so assume that A, = 0 for r € Ay(z).

Remark : This is a slight modification of the process. In the following, only
localized processes starting from |nz| are used. In this case, clearly,

Q%(t, |nxz|) = Q%(0, |nz]) = 0, Vr € A°(z) such that ), = 0.

and there is no modification. Nevertheless, this convention allows to define in
a suitable way irreducibility and ergodicity properties of Q7.

"

Definition 1.5 Denote Qf\c(w) the process defined by

Qic(m) def {(Qr(t, 20), T € Ao(z) with A > 0), t> 0} .

Remark : The preceding convention consists simply in dropping the compo-
nents belonging to A°(x) that do not play any role when dealing with ergodicity
properties of the components of ® belonging to A¢(z).

"

 Using the definition of the generator R® and the modification of the process Q2,
Qic(m) is a Markov process. Besides, it is irreducible by the definition of i¥(y) and

by (H4).
Definition 1.6 Q% is said ergodic if Qfxc(z) is.

We now come to the main assumption which will allow one to express the cost
in (1.7) for the components indexed by A¢(z) to stay in a neighborhood of 0 as

the solution of a convex program. This assumption will involve the conditions of
ergodicity of localized processes.

INRIA
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Assumption (H5) (Conditions of ergodicity) Fiz z € RY. The localized pro-
cess QF is ergodic if, and only if,
A
Y Z<Clz), VIEL

reha(z), rol fr

These conditions will be called the usual conditions of ergodicity.

Note that taking x = 0 this assumption implies that the conditions of ergodicity for
the network read

> rca, VieL
3l Hr
Owing to (1.1), these conditions are necessary. However, in many cases of interest,
they are sufficient and Assumption (H5) is satisfied. Some examples are provided in
the next section.
In order to establish a sample path LDP, one of the main task is to establish the
local linear large deviation bounds of Theorem 1.7.

Theorem 1.7 Let z € R} and D € RM®) . Then, under Assumptions (H1)-(H5),
writing lim; s .o for lim,_,q lims_,q lim¢_,q,

lim liminfi inf logIP

7,6,e—0 N—00 NT |y—nz|<en

sup |Q(t,y) — nz — Dt| < én (1.7)
te[0,nT]

sup |Q(t,y) — nz — Dt| < én
te[0,nT]

i . 1
= lim limsup— sup loglP
7,0,e=0 pooo NT ly—naz|<en

Moreover, if a face A and a growth rate D € R are fized, then the preceding limit in
T s uniform w.r.t. x in compact sets of A (see Definition 1.8). The common value
of these limits is denoted by —L(x, D) and

L(z,D) :Z LDy || Ar, prve(z)) + igf Z L(0[[Ar, prmpr ), (1.8)
reA(z) nev(e) reAe(x)
where Viz) ¥ {77 € ]Rf(w) : Z n < Ci(x), Ve E} (1.9)

réel, reAc(x)

and where the positive quantity

2
DI, ) Dlog <D+ v ; +4A“) A+ u— VDIt dg (1.10)

RR n® 4474



12 FRANCK DELCOIGNE & ARNAUD DE LA FORTELLE

stands for the cost that a birth and death process with birth rate A and death rate u,
follows the growth rate D (e. g. see [17]).

Remark : For r € A((z), the quantity {(D;||Ar, prvr(2)) [or {(Dy||Ar, prnr)]
is easily determined, since there are hard constraints: D, = 0 and v,.(z) = 0
[resp. . = 0], so that

Z(Dr”’\raﬂr’/r(x)) = Z(Drl|Ar7Nrnr) =1(0]|A-,0) = A,

and so

L(z,D) = UD:|Ar, prvw(@)) + D A tinf D 10 Ar, o)

r€A(z) r€A(z) r€Aa(z)

where the infimum is taken over the set

{17 € R’}f(w) : Z ny < Ci(x), VI € E}.

r€l, r€Ax(z)

In conclusion, V(z) and the corresponding infimum in (1.8) depend only on the
values indexed by Ay (z).

*"e

nx+nD T

Figure 2: Structure of the local linear bounds of Theorem 1.7. L(z,D) is the cost
per unit time for the path Q(¢,y) (starting near nz) to stay in the neighborhood of
nx + Dt over the time ¢ € [0, n7].

When proving the sample path LDP, one must extend the bounds obtained in
Theorem 1.7 to bounds around linear paths (see [5, Appendix B]). The following
property will be needed in order to deal with paths reaching a boundary (this is the
accessibility condition).

INRIA



LARGE DEVIATIONS FOR COMMUNICATION NETWORKS 13

Assumption (H6) (slow decrease near boundary) There exists a constant C >
0 such that .
v (z) > cﬁ, Vr € R, Vz € RY.
Z

Since in R all norms are equivalent, this does not depend on the norm |.]|.

Some comments about (H5) The main assumption is (H5). This assumption
is rather natural in the context of Pareto efficient allocation. Let us recall that an
allocation v,(z) is Pareto efficient if for all z € ]R?Fa and then all route r € R, there
exists some link [ € r where the capacity constraint Cj is attained. It means that in
some sense no bandwith is wasted. Then in this setting, it is rather natural to guess
that for a variety of Pareto efficient allocations, the conditions of ergodicity will be
the usual ones. This is the case for the max-min-fairness and others described in
Section 2.

2 Examples

The goal of this section is to show that Assumptions (H1)-(H6) are satisfied for a
variety of examples. We start with a simple one.

2.1 Generalised processor sharing

In this case there is a single link {1} with bandwidth C and the link is shared by
several classes of customers indexed by » € R. A set of positive weights w, are fixed.
The allocation for the class 4 is given by

Wi Ty

vi(z) = 5 C, Vi € R.

TER Wy Ty

Assumptions (H1)-(H3), (H4) and (H6) are easily seen to be satisfied. Moreover,
for any = € ]RE, except for x = 0,

T\ — ¢ A¢ ()
vy (y) =0, Vr € A°(z), Vy e Ry .
Hence in this case Ayo(z) = @ and Assumption (H5) is straightforward. Then

L(z,D) = > U(DelAr, prvn(@) + Y A

reA(z) reAc(x)

RR n® 4474



14 FRANCK DELCOIGNE & ARNAUD DE LA FORTELLE

0= 0" 0000 0

-

Y

bandwidth = C

z1=4 w1 =1 wv(z)=20C/5,
ZE2:3 w2:2 VQ(.’L'):3C/5

Figure 3: A processor sharing model with two classes.

2.2 The a-bandwidth allocation

We turn now to the general network described in the introduction. As proposed
n [15], for « strictly positive and a # 1, the allocation v(z) = (VT(]?))TeR can be
obtained as solution of the optimization problem under bandwidth constraints:

l1-a
m,?,x{z zy fT_ - where ZVT <, Ve E} (2.1)

reER =l

This is called the a-bandwidth allocation. Due to the concavity of the objective
function (the first sum in (2.1)), the allocation v,(z) is uniquely defined. Assump-
tions (H1), (H2) follow by direct inspection.

Assumption (H6) Solving the optimization problem (2.1) yields:

Vr = Ty (Z ﬂl)

ler

—1/a

where () is the Lagrange multiplier associated to constraint ), . v, < Cj. The
multipliers are positive; null if the constraint is not saturated. If the constraint [ is
saturated:

—1/a
C=Y =3 u (Zﬂu) <D a1 < Nl

=l =l ler =l

where ||z, & > zr. Then we deduce

B < Cflllf

INRIA
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This inequality also holds for non-saturated links [/, so that

-1/
xz
> —Q 07 > r 71/& : f
Vr Z Ty (E Cl ||$||1) = ||.’L‘||1 |£| llgﬁ,ch

ler

where |£]| is the cardinality of the set of links £. The assumption is proved.

Assumption (H3) Let us turn to (H3). By Proposition 1.4 (which depends only
on (H1) and (H2),

lim lim sup |v;(nTa(g), Yac(a)) — vr(z)| =0, Vr € A(z).

e—0n—oo ly|<en

So, for 6 > 0, there exist 8 and N such that for ¢ < 8 and n > N, the quanti-
ties vp(NTA(g)s YAe(z)), for 7 € A°(z), are less than the solution of the optimization
problem

Vl—a
max > af T where Y w<Cl@)+6 VieL (2.2)
relAc(z) reAc(z),ral

and larger than the solution of the same optimization problem (2.2) with Cj(z) + ¢
replaced by Cj(z) — 8. Letting 6 tends to 0, (H3) is proved using the continuity of
the objective function w.r.t v at the point which is the solution of the optimisation
problem, the continuity at this point following from (H6).

Assumptions (H5) and (H4) The preceding discussion ensures that Qf\c(x) de-
picts the evolution of a network of the type presently studied where:

(i) The set of routes is all 7 € Ay(x) with A, > 0.

(ii) The capacity on link [ is equal to Cy(x).

(i3i) For the routes belonging to Ay(z), the allocation is exactly the a-bandwidth
allocation.

Since, as proved in [3] any network with the a-bandwidth allocation is ergodic if,
and only if the usual conditions of ergodicity are satisfied, Assumption (H5) then
holds. Moreover (H4) follows directly from (H6) and the preceding discussion: the
localized allocation is itself an a-bandwidth allocation thus verifying (H6).
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16 FRANCK DELCOIGNE & ARNAUD DE LA FORTELLE

2.3 The max-min-fairness allocation

Let « of the a-bandwidth allocation tends to co. Then according to [15], one obtains
the well known max-min fairness allocation [2], that is the fairest allocation. It is
known that the numbers v,(z)/z,, the allocation dedicated to a given request on
route r, can be obtained by means of the following “filling” procedure : Starting
from an empty network, increase at the same speed the bandwidth allocated to each
request until the capacity of some link is reached; then the allocation of the requests
on routes using this link are frozen; one continues the procedure for the remaining
flows and so on.

According to the filling procedure, (H1) and (H2) are satisfied. Moreover, it
can be proved again by the filling procedure that (H3), (H4) and (H6) are satisfied
and for 7 € A°(z), v¢(z) is the max-min-fairness allocation. Hence QXC ) depicts
a network where the allocation is the max-min-fairness and where the bandwith of
link [ is Cj(z). Since by [18], any network with the max-min-fairness allocation is
ergodic if, and only if, the usual conditions of ergodicity are satisfied, (H5) is then
true.

2.4 The min policy

Although there exists some algorithm to compute the max-min-fairness allocation, it
is not explicit. In order to get a more tractable model, the min policy was investigated
in [10]. The allocation on route r is then given by

. C
ve(z) = 2y min w_ll’ Vr € R.

It was proved in [10] that a network under the max min fairness allocation is stochas-
tically smaller than the same network with the min policy. (H1), (H2), (H4) are
straightforward. Moreover,

M(z)y={reR: 3FeLl,r>lz >0}.

Besides, for all [ € £ such that [ € r € Ay(z) then Cj(z) = C;. Moreover, in this
context for 7 € Ag(z) the residual allocation v¥(y) is given by

. C
vy (y) = yr min 72 . Vr e Ay(x).
Tyt
r'€Ao(z), 31

INRIA
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Then Assumption (H3) can be easily verified. Besides, using the notation of As-
sumption (H5), Qic(z) depicts the evolution of a network with the min policy and

all routes 7 € Ay(x) such that A, > 0. Tt is known from [10] that any network with
the min policy is ergodic if and only if the usual conditions of ergodicity are fulfilled
hence Assumption (H5) is satisfied. Hence Theorem 1.7 can be applied. Moreover,
when the initial network is ergodic, i.e. when

Ar
Y <o, Ve,
3l Hr
it can be readily checked that Q:f\c(w) is also ergodic, which yields
inf " 1(0l|Ar, prny) = 0.
nev (@) reAa(x)

Hence, the local rate function reduces to the explicit expression

L(z,D) = Z l(Dr||AT,MTVT(x))-

reA(z)UA1 (z)

3 Localized generators

3.1 Localized empirical generator

Take x € R7f and D € RM®) . We are interested in computing large deviations
bounds of the form (1.7) (i.e. linear bounds as presented in Figure 2). In order to
prove Theorem 1.7, we introduce a functional which allows one to measure how the
different arrival rates should be modified in order that the rescaled process Q7 follows
a prescribed growth rate D. Let us introduce the localized empirical generator at
point z as well as suitable state spaces associated to this process.

Definition 3.1 (Localized empirical generators) Let z € R¥. Denote by
e A,(t), the number of arrivals on route r € R till t;

® Upy(z) the restriction of the allocation v to Ay(x));

o Iz ]RZE X Rj\f(w) x R® | the set of localized empirical generators;
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18 FRANCK DELCOIGNE & ARNAUD DE LA FORTELLE

e GY, the localized empirical generator at point x,

t _
P = (%A(t),% /0 Vas(a) (Q(s))ds, M) <

o 7 ¥ ]RZE X ]Rflx_2 @) R® | the set of localized empirical generators. The set T'*
is equipped with the distance d defined for all G,G' € T'* by

d(G,q") d:efZ|ar_aIr| + Z |77¢_77;|+Z|DT_D;|-

TER reAs(z) reER

An element G € I'* has three components: G = (4,7, D) which are meaningful:

e A = (a,) represents the mean arrival rates a, on route r € R, hence a, > 0;

e 7 = (7,) represents the mean bandwidth 7, allocated to route r € Ay(x), hence
1 > 0.

e D = (D,) represents the mean growth rates D, of the number of connections
on route 7 € R.

Since it is difficult to analyze at first the behavior of Q(¢) asin (1.7), we shall first
analyze the behavior of G¥ (which is a more detailed object than @) from which we
will deduce the behavior of ;. This means that we shall focus on the probability
that G stays in a neighborhood of a prescribed generator G or more precisely, we
shall establish large deviation bounds for the event

B (2,G) = {G;”LT € B(G,6), sup |Q(t,y) —nz —nDt| < (5n} (3.1)
o te[0,nT]

where B(G, §) is the ball of center G' and radius § (within the metric space (I'*, d)).

3.2 Localized generator

The localized empirical generator G§ do not evolve actually in the whole space I'*.
First, a, — D, is the mean departure rate on route r, hence a,, — D, > 0. Second, on
E;’;;’y(a:, G), by Assumptions (H1) and (H2), the components v,(Q;) pertaining to
A(z) are close to vp(x). Since the mean allocations 7, exactly satisfy the bandwidth
constraints (1.1), it can be checked that they satisfy the local bandwidth constraints

Y wm<Clz), VeL (3.2)
r3l,r€A2 ()

INRIA
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The second type of constraints comes with the setting of the problem. All pre-
scribed generator G are not relevant. Due to the remark p. 5 (following Theorem 1.2),
the generators with D, # 0 for r € A%(z) can be rejected of the analysis. All these
constraints motivates the introduction of the following subspace of I'*.

The third type of constraint comes from the fact that there is a set of empirical
generators G' € I'” such that E;j‘g,y(a:, G) cannot occur at a large deviations scale. As
it will emerge, when D € RAM®) this is the case if 7, = 0 and a, > 0 for some r € Ay (z)
or if a, > 0 for some 7 € Ay1(z). Both cases mean that there are departures (i.e.
connections achieving their service) when the bandwidth allocation is null: obviously
this event is highly improbable. All these constraints motivates the introduction of
the following subspace of T'?.

Definition 3.2 The set G* C I'* denotes the set of localized generators G = (A, n, D)
such that:

D, =0 Vr € A(z) (3.3)
ar =0, Vr € Ai(x) (3.4)
ar =0, Vr € Ao(x) with n, =0, (3.5)
Y m<Cz), Vi€ L with Cyz) >0, (3.6)

ral,r€Aa(z)
ar >0 and a, — D, >0, Vr e A(z). (3.7)

In this setting G will represent the closure of G®.

The generators G € G* can be seen as limit behavior for empirical generators G7,
when the time ¢ and the departure point x are very large.

Now, we prove that in establishing large deviations bounds, it is sufficient to deal
with generators belonging to G¥. More precisely:

Lemma 3.3 Forz € RR and D € RM®)  if G = (A,7,D) ¢ G, then

1
lim limsup— su log IP [E(") :c,G] = —oo0. 3.8
7,6,e—0 n—»oop nrt \yfmcfien & T’é’y( ) ( )
Proof : The proof is postponed to Appendix A. [
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20 FRANCK DELCOIGNE & ARNAUD DE LA FORTELLE

3.3 Correspondence between localized Markov processes and local-
ized generators

Let G = (A,7,D) € G* be a localized generator. In order to prove a lower bound for

the localized empirical generator, to G is associated a localized process (A, fir, vr(z))-
The parameters A, and ji, are defined in the following way:

(i) Ar = ay, Vr € R

(i) frvr(z) = ar — Dy, Vr € A(x), (3.9)
(iii) [y = G, Vr € A%(z), if a, > 0,

(iv) for = fbr, Vr € A%(x), if a, = 0.

Then, the limiting behaviour of this localized process is given by the following im-
portant lemma.

Lemma 3.4 Let x € ]Rf, G = (A,n,D) € G® a localized empirical generator and
denote by IP the law of the corresponding localized Markov process Q(t, |[nz|). Then,
for all T >0,

. . . . = (’I’L) _ . _ _
lim Jim lim inf 1P | B (2, G) N {A,(n) = 0, Vr with a, = 0}] =1.
Proof : First note that P [A,(n7) =0, Vr with a, =0] = 1 for all n and 7 > 0,
since A, = a, by (3.9).

For the first term, since G = (A, 7, D) € G=,

A
Yoo = Y n<Ca),VIeL.
ral,rEA2(x) Hr r3lreAs(z)
Hence the associated localized Markov process is ergodic by Assumption (H5). Then,
IP almost surely,

lim S /m firvy (Q(s))ds = Ar, Vr € Ay(x). (3.10)
0

n—oo NT

For r with a, > 0, this follows writing the balance equation for ¢, and applying the
ergodic theorem. For r with a, = 0, this is follows from Remark 1. Hence, applying
the law of large numbers for the arrival process yields

Jim (iA(m),nl—T /0 " ufz(z)(Q(s))ds) = (A7) as. (3.11)

n—00\ NT
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There are three cases to consider in order to prove

1 nt ,
lim sup —/ ()\T — vy (Q(ns)))ds — Dt
0

n—=00 <7 | T

=0, Vrewr. (3.12)
e For r € A(z), this is a consequence of (3.9) and of (1.4) which defines v¥(y)
for r € A(z);

e For r € Ai(x), this is immediate since by definition of G* and (3.9), Ar = ar =
0, D, =0, and v¥*(y) = 0 by definition of Ay(z);

e For 7 € Ay(x), this follows from (3.10) and D, = 0 since G = (A, n, D) € G”.
On an other hand,

nt ,
= Ly~ Lgp0) - L /0 (A = B (Q(ns)) ) ds

n

is a martingale with Doob Meyer bracket
1 nt ,
< M®™ >,— ﬁ/ ()\T + fipvE (Q(ns)))ds
0

tending to 0 when n goes to infinity. So, Doob’s inequality applied to Mt(") and
(3.12) yield

lim liminfP | sup |Q(t, |nz]) — nz — Dt| < én| = 1. (3.13)
6—0 n—oo te[0,nT]
Using (3.13) and combining (3.11) with (H3), the proof is concluded. ]

4 The entropy and the rate function

4.1 Entropy

Definition 4.1 Let z € R, R(z) = (A, iy, vr(z)) be the generator of the Markov
process Q at ©, G = (A,n,D) € G® be a localized generator and (A, fir, v¥(y), y €

ZA@) % Zf(m)) its representation as a localized network model. The relative entropy
of G with respect to R(x) is

H(G||R(z)) = Z I ’\ H)‘ Z r(2) /ffr |NT Z nrlp ,U'r |ﬂr

rER reA(x) r€Aa(x)
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22 FRANCK DELCOIGNE & ARNAUD DE LA FORTELLE

where I,(v||A\) is the relative entropy of Poisson processes of intensities v and A
defined by

L]\ d:efl/logg — v+ A (4.1)
with the convention % =0 and 0log0 = 0.

The entropy has an easy interpretation in terms of information theory: it can be
defined as the mean information gain per unit time. H(.|R) is decomposed as the
sum of the information gain for the arrivals Ip(j\TH)\,,), the information gain for
the service time I (fir||sr) multiplied by the speed of service vy(z) for r € A(z)
or multiplied by 7, for r € Ag(z). Note that if 5, = 0 for some r € Ay(z), then
the information gain is null:Indeed, in this case, by (3.9) the service rate is left
unchanged. This is also the case for r € Aq(z).

Lemma 4.2 For fized z, H(.|R(z)) is continuous on G .

Proof : It is an easy consequence of the expression (4.1). [ |

4.2 The local rate function L(z, D)
Definition 4.3 The local rate function L(xz,D) is defined by

L(z, D)< inf H(G|R(z)), VDeRM), (4.2)
Gefy (D)

where fy @ G* — RM®) s the projection f,(G) = D.

Performing the optimisation of H ((A,7n, D)||R(z)) first w.r.t. A and then to 7 yields
the explicit representation (1.8) for L(z, D). Indeed, note that r € Aj(x) implies
vp(z) = 0. Moreover, the function [(D||A, 1) defined in (1.10) is obtained by opti-
mizing the entropy:

(DI, ) = inf{H(a|]X) + H(a = Dljun)}.

Extension of L(z, D) : In Definition 4.3, L(z, D) is only defined for D such that
D, = 0 for all 7 € A°(z). This definition of L(z, D) can be extended to all D € R*
(using (1.8), e.g.), but due to the remark p. 5, this is not relevant.

In the rest of this section, a number of useful properties of L(z, D) are derived.
We start with a useful lemma;:

INRIA
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Lemma 4.4 If a face A is fized, then Ci(z) is continuous w.r.t. x € A.

Proof : Take 2™ — z with A(2™) = A(z) for all n. Using (H2), v, (z™) — vp(z),
for all r € A(z). So

nli)rgo Ci(z™) =C - nli)rgo Z vr(2™) = Cy(z)
ral,reA(x)

hence the result. [ ]

Proposition 4.5 The local rate function L(x, D) possesses the following properties.

(i) It is positive, finite, strictly convex and continuous with respect to D such that
D, >0 for all r € A(z).

def

(ii) let ||D|| = max; |D;|; there exists M € R such that,
1
L(z, D) > S |ID|[log|ID]l,  Vz € RE, V|[D]| > M;

In particular, it has compact level sets w.r.t. D;

(#i1) for a fized D and a prescribed face A, L(x,D) is continuous for x € A (see
equation (1.3));

(i) L(z,D) is jointly lower semi-continuous w.r.t. x and D.

Proof : (i) and (ii) are immediate from the explicit representation (1.8) of L(z, D).

Let 2™ — z with A(z™) = A(z) for all n. Then

L(z™,D) = Y (DA, prvw(z™))
reA(z)
inf Dy ||A
+n€\}'r(lw("))re%:(m) ( rll 'raﬂ'r"h")a

where V(z) is defined in (1.9).
Since (D] A, p) is continuous w.r.t. y, since Cj(z™) — Ci(z) by Lemma 4.4 and
since vy (™) — vy (z) for all r € A(z) by Assumption (H2), one obtains

lim L(z™,D) = L(z, D)

n—oo
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hence (iii).

Let (z™, D™) — (z, D). For n sufficiently large A(z) C A(z™). So,

L(x(”),D(")) = Z l(Dﬁ")||)\T,uTVT(a:(")))
reA(z)
+ Y UDPIA v (a™))
rEA(z("))\A(z)
+if/lf Z Z(D;n)H)‘ra,U‘rVr)
reAc(z(m)
where the infimum is taken over the set of v € ]R?_c () verifying
Z 2 Z v(z™) < C - Z vr(2™), Vie L.
I>r I>r >r
reAc(z(™) reA(z(M)N\A(z) reA(x)

Using A%(z) = A¢(z™) U (A(z™) \ A(z)),

L™, D™) > 3" (DA, prvn(z™))
reA(x)

+ iilf Z Z(Dﬁn) [ Ars IU‘TV’I‘)
réAc(z)

where the infimum is taken over the set of v € Rf(x) verifying

Yoow < G- ) n(E™), Vel

I5r,reAc(x) Ior,reA(z)

I(D||A, 1) being continuous w.r.t. g and D and v, (z™) — v,(z) for all r € A(z) by
assumption (H2), one obtains

liminf L(z™, D™) > L(x, D)

n—oo

hence (iv). |
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4.3 The sample path rate function I

In this section, we verify that the rate function Iy, defined by (1.2), possesses the
usual properties.

Proposition 4.6 The rate function It possesses the following properties.

(i) Assume IT(p) < K for some K. Then, for all € > 0, there exists § > 0 inde-
pendent of ¢ such that for any collection of non overlapping intervals [t;, ;1]
m [O,T] with Z]- tj+1 - tj = 5,

D i) — et < 6
i

(i) Ip(.) is lower semi-continuous in (D([O,T],]RE),d,O ;

(ii) for C C RY compact, U ®,(K) is compact in C([0,T],RF);
el

(v) consider an absolutely continuous function ¢ with IT(p) < oo. Then, for all
€ > 0, there exists a piecewise linear function . such that:

(a) dC(‘Pea‘P) <e,
(b) Ir(pe) < Ir(p) +e.

Proof : One proves (i) using Proposition 4.5 (ii) in a way similar to [17, Lemma 5.18].

In order to prove the lower semi-continuity of Ir(.), (i) shows it is sufficient to
consider sequences of absolutely continuous functions. Since on C([O,T],Rﬁ), the
metrics d, and dg are equivalent, one can use d.. Now, using Proposition 4.5 (ii),
the fact that L(z, D) is lower semi-continuous in (z, D) and convex with respect to
D by Proposition 4.5, (ii) is proved by means of [14, Theorem 3 of Section 9.1.4].

(iii) is a consequence of (i) and (ii) (see [17, Proposition 5.46].
The proof of (iv) is a simple adaptation of [4, Proposition 5.1 (iv)]. [

Remark : The points (ii) and (iv) imply that for any absolutely continuous ¢
with IT(p) < 00, there exists a sequence of piecewise linear functions {¢,, n >
1} satisfying

lim d.(pn, ) =0 and lim Ir(p,) = Ir(p).

n—o0

*"e
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4.4 Equivalence of I7 and the upper bound of [8]

In this section, we recall the upper bound of [8] in our setting and show the identity
with our bounds. Denote

H(z,a) = Z Ar (ea“ - 1) +prve(z) (e*a’ - 1)
reER
and
h(z,a) =lim sup H(y,«).
820 y:ly—a|<s

Then, introduce the Legendre-Fenchel transform of h(z, @)

L(z,D) = sup(< a,D > —h(x,a)).
«
and the functional

T
= def /L (p(t),o(t)) dt, if ¢ is absolutely continuous, (4.3)
0 :

400, otherwise.
Then, [8, Theorem 1.1] reads:

Theorem 4.7 Let a compact set C C R7f be given. Then for each closed set F of
D([0,T],R%),

limsup - log P [QF € F] < — inf{Fr(4), ¢ € F,$(0) = z}

n—oo T

uniformly in x € C.

Moreover, this theorem applies for each localized process but with v*() replacing
vy () in the definition of H(y, ).

For all z € ]Rf @) denote

F* = {p¢€ ]Rf(w) : Z nr < Ci(x)
IoryreAc(z)

Vv = {neRY@ 3D, D, > 0,9 € A(a),m = v (D), Vr € A(w) }
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oy . A°
Proposition 4.8 Assume (H5) is fulfilled. Then, for all x € R (w),

V' = F".
Moreover, if (H1), (H2), (H5) are fulfilled, then
(i) L(z,D) = L(z, D), VD € RAM®),
Proof : In order to prove the first assertion, note that (1.6) implies

V' c F=.

Let us turn to the opposite inclusion. We apply Theorem 4.7 for the localized process
at z. Using (H5), V(A /pr, 7 € A(z)) € F7,

L2(0,0) = 0. (4.4)

where L%(y, D) is the equivalent of L(z, D) but applied to the localized process at
z. But

£#(0,0) > inf. —( 3 )\,(eo" . 1) 117 (e*ar _ 1)) Va.

reAc(x)
Taking e® = \/u,ny /Ay for all r yields

. 2
L*(0,0) > inf > (\/Z— \/Hr"lr) :
reAc(x)

Since this is true for all (A, /pr, 7 € A°(z)) € Fe. (4.4) implies F? c V. Finally
V" = F® concluding the proof of the first assertion.
Let us turn to (i). Using (H1), (H2), (H3) gives
H(z,a) = Z Ar (ea’ — 1) + v () (e*"” — 1)
re€A(z)

! {yi}:go} TG%C:(z) Ar (e% - 1) ‘Htrl/f(y)(e_a’ - 1),
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Hence using (i), for D € RAM®)

L(z,D) = > UD:l|Ar, prva())

reA(z)

+ sup(— sup Z Ar (ear — 1> +urvy (y) (efa’“ - 1))

a {y:yr 20} reAc(z)

= Y (DA, prin (@)

reA(z)

+ sgp(— sup Z )\T(eo" —1)+/AT7}T<6_”" —1>>

{ner=} reAc(z)

where the last equality follows from the Min-Max principle, see [16, Corollary 37.3.2
p. 393].

(ii) is a straight consequence of (i) and Remark 1. ]

5 Large deviations bounds for empirical generators

5.1 An exponential change of measure

Consider a multi dimensional birth and death process with birth and death rates
given by (A, jir(y),y € R¥,r € R) such that p,(y) > 0 when fi,(y) > 0. Let us
describe how IP can be obtained from IP. For, denote by

e N, the number of jumps of the process till £.

o Q(k) ={Q(k), r € R}, the embedded Markov chain at time k£ € N. We shall
distinguish between discrete and continuous time by using & for discrete and s
or t for continuous time.

Define
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e the mapping h : Z%¥ x Z%¥ — R

(

A ~

log)\—T ifz—y:erand)\r>0a

T
def 7
h(5:2) = Y 10g B 9) oy = ey and fin(y) > 0,

pr(y)

0 otherwise.

\

e the compensator K : Zf — R by

K@) %Y (" - 1) (5.1)
z€LR}
= (v -2) + 3 () - ).
rT€ER re€ER

e and the process
Ni—1

M, & exp{ > 1(QK), QU+ 1)) - /tK(Q(s)) dv} .
k=0 0

Note that the compensator K is always bounded, so that M; takes only finite values.
Since K has been exactly defined so that

Ni—1

K(zx )Z—E[eXP{Zh( Q(k +1, x))}]tzo,

it is easily checked that the derivative of IE[M,;] at ¢ = 0 is null (note that the
derivative is independent of A, so that it is dropped). Then using the Markov
property, one can get that the derivative is null for all ¢ > 0, so that IE [M,] = 1.
Using again the Markov property, this proves that IE [M;|Fs| = M, forallt > s > 0,
hence {M;, t > 0} is a martingale w.r.t. the natural filtration F;.

Then define a new probability measure by

P [B] “E []I{B}Mt] , VB e F.
It is a matter of routine to show that under P, Q is again a Markov process. In
fact, under IP, the system behaves like a localized Markov process where the arrival

and the service rates at node r are respectively given by A, and fi,(y) (whence the
notation).
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Remark : The probability measure IP is not necessarily absolutely continuous
with respect to IP. This is the case for instance if for some r € R, A, = 0
(whereas A, > 0).

*"e

5.2 The upper bound

The main step will be to establish the following proposition:

Proposition 5.1 Let x € Rf and G = (A,n,D) € G" be a localized generator.
Then

lim limsup—  sup logIP[E(") (:c,G)] < —H(G||R(z))

6§
T0,6—=0 n—ooo NT ly—nz|<en 70y

where E;’;;’y(x,G’) is the event defined in (3.1). Moreover, if a face A and a growth

rate D € RM are fized, then the preceding limit in T is uniform w.r.t. = in compact
sets of A (see Definition 1.8).

Proof : Take G € ?m It is associated to a multi-dimensional birth and death
process (A, firty(y), y € ]RZE’,‘T‘ € R) with law IP where the parameters A, fi,
are specified according to (3.9). Since IP is not necessarily absolutely continuous
w.r.t. IP, we introduce a sequence of multi-dimensional birth and death processes
S, i v (y),y € RY,r € R) with law P™ such that

A® >0 and lim A% =X, VrewRr,

k—0

™ >0 and lin%) a = ji.,  Vre Az),
K—>

il = f,  Vr € A(z).

In this setting, {M\*, ¢ > 0} is the martingale defining P with respect to IP and
h®(z,y) and K®(z) are the functions used to defined M\ according to Section 5.1.

Now, P™ and P are mutually absolutely continuous and,

P (B3, (5,6)] = B []1

(x)) 1
{Eﬁ’,zy(z,g)} (Mm-) : (52)

Let us majorize (./\/l%?))f1 on E;"gy(m, G) when |y — nz| < én. First, recalling

from (3.9) that i, (y) = pr(y) for r € A1(z) and 7 € Ay(z) with 5, = 0 and y € RF,
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one has the following bounds:

Npr—1
- Z h (Q(k), Q(k + 1)) (5.3)
(fv) ﬂ(fv)
—nT Z)\(“) log + Z v, () log =
reR reA(zx) Hor

~(N)
+ Y T o ', log o )

reAs(x)
+ > Ty0)

+ 2
reAs(z)

reA(z)

( ) ~ (k)

Hr
T

S\(N)
log —
7

log log

+n7é (Z

TER

r Moy

On E™) (x,G) the compensator K is bounded in ( 5.1) by

7,0,y
/ K®(Q(s))ds <nr Z(I\;@ —
0 reER
P> ( A = pr)on(@) + sup iy (Q(s) — vl >||u<~>—m)
reA(z) s€[0,nT]
+ o0t Y T (( "= )y + 8| _/1"r|)- (5.4)
r€ls(z)

On Ei"gy(a:, G), by Assumption (H2), we have for r € A(x)

0<v(z) = lim liminf inf inf  v.(Q(s,v)) (5.5)

7,0,e—0 N—00 |y—nx|<en s€[0,nT]

= lim limsup sup sup v(Q(s,v)).

7,060 n—oo |y—nz|<en s€[0,n7]

Finally, bounding ]I{E(") (@3} by 1, bounding M using (5.3), (5.4) and (5.5) and
7,8,y \"?

taking into account the order in which the different limits are taken, the representa-
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tion formula (5.2) yields

1
lim limsup— sup logIP[E(") (m,G)]

7,0,e=0 n—soo NT |y TLLE‘<€7L 05y
)\(fﬂ) N
< -y ()\ log » — A 4 /\T)
TER
i)
- > () ( (“)log— — i+ )
reA(z) Hr
fir”
> Loy (ui”) log —— — fi{” + m)
reAs(z) Hr
The proof of the upper bound is concluded letting x tends to 0. [ |

5.3 The lower bound
First, we simplify the bound of Theorem 1.7.
Lemma 5.2 Let z € R and D € RA®). Then,

1
lim liminf — inf logIP |: sup |Q(t,y) —nz — Dt| < (5n:|

7,0,e—>0 n—00 NT |y—nz|<en te[o,n7]

= lim lim 1nf— logIP | sup |Q(¢, [nz]) —nz — Dt| < én| .
7,6—0 n—oo NT te[0,nT]

Moreover, if a face A and a growth rate D € R are fized, then the preceding limit
in T s uniform w.r.t. x in compact sets of A (see Definition 1.3).

Proof : The proof of this lemma is postponed to Appendix B. [ |

Then, the main step in the proof of the lower bound is to establish

Proposition 5.3 Let z € RY and G = (4,7,D) € G' be a localized generator.
Then

lim lim 1nf— logIP [E(") (z, G)] > —H(G||R(z))

7,0—0 n—oo NT

where Ei"gy(:v,G) is the event defined in (3.1). Moreover, if a face A and a growth

rate D € RM are fized, then the preceding limit in T is uniform w.r.t. = in compact
sets of A (see Definition 1.8).
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Proof : First, the proof is establish for G € G*. To G is associated a localized
Markov process (Ar, frv*(y),y € ]RZE,T € R) with law IP where the parameters A,
fir are specified according to (3.9). Denote the event (appearing in Lemma 3.4)

Fygy( ,G) &t E§“;(:IJ,G) N {Ar(nr) =0, Vr with a, = 0}.

Although IP is not absolutely continuous w.r.t IP, by definition of G%, A\, > 0 and

fir > 0, Vr € A(z) so that IP is absolutely continuous w.r.t IP on FT(’gy( D) and

7,0, T,0,%

IP[E(”) (x,G)] > IP[F(") (JU,G)]

> il (M) P |F,(2,G)]

weF™ (z,D)

7,6,

-1
Let us minorize (Mm(w)) on FT("(S) »(%,G). Since there is no departures from

routes belonging to Aj(z) and for the routes r € Ay(z) with 5, = 0, we get

Npr—1
- Z 9 (Q(K), Q(k + 1)) (5.6)
—nT Z Ar log — + nr Z frvr(z)log sup firvy ()
reR reA(z) s€[0,nT] //f'rVT( (3))
forVy ( 3 Ar
—nT jrvr(z)log sup ———= —n1d log — ‘
re%:(w) o s€[0,nt] Urlr (Q (s) T;z Ar

firvr(z)
—n1é log sup —————
'I’E;(l‘) s€[0,nT] MUrVr (Q(S))

/ZTVf (Q(s))
—nTd I oy log sup —————
76%23(38) et s€[0,nr] Hrlr (Q(s))
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On F™ (z,G) the compensator K is bounded in ( 5.1) by

7,0,y
/0 nTK(“)(Q(s)) ds>nr Y (A= A) (5.7)
TER

+ nT Z ((ﬂr—,ur)yr(:z;)— sup |VT(Q(8))—I/7-(.’II)|/LT>
reA() s€[0,n7]

+ nr > Tggsop| Gir — pr)ne — Slie = pir|
reAs(z) ! ( )

+onr 3 sun Q) - (@)
reAs(z)

Recall that on FT(ZS),I(:E, G), by assumptions (H2), (H4) we have for r € A(z)

0<v(z) = lim liminf inf »,.(Q(s,z)) (5.8)

7,60—0 n—00 s€[0,nT]

lim limsup sup v (Q(s,z)).

76—0 n—oo se [0,n7]

Moreover, on F%) (z,G), by assumptions (H3), (H4) we have for 7 € Ay(z)

7,0,
0<1 = lim liminf inf v (Qs, 7)) (5.9)
7,6—0 n—o0 sel0,nr] vy (Q(s,x))
T
= lim limsup sup T( Qs z))
7,6—=0 n—oo s€[0,nT] VT( ( 5, ))

By Lemma 3.4, IP [F(”’) (:c,G)] tends to 1. Hence, by (5.6), (5.7), (5.8), (5.9),

T,0,T

lim limsup —1 P [FS) ]
2%1_1)10 171Ln_>sololpn og oy (@ G)

- .
> Z ()\ log — N Ar + )\T> — Z vp(z) (ﬂr log % — iy + /M)
T

TeER reA(x)
- B
- Z Ly, >0y (,U'r log = — fir + ﬂr) .
reAs(x) fr
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This concludes the proof of the lower bound when G € GA®) . Consider G € G*. For
any 6 > 0, there exists G' € G* and §' > 0 such that B(G',6") C B(G, §). Hence

1
lim liminf — log IP [E(n) (z, G)]

7,6—0 n—00 NT b,z

1
> lim liminf — logIP [Effg,,z(m,a')] — _H(G'|R(z)).

- 1,8'—=0 n—oo NT

Since this is true for any G’ € GA®) arbitrary closed to G, by continuity of the
. A
entropy (see Lemma 4.2), the lower bound is proved for any G € G @

6 Sample path LDP

This section aims at proving how to derive Theorem 1.7 and the sample path LDP
(Theorem 1.2) from local bounds for empirical generators (Propositions 5.1 and 5.3).
Since there is nothing new in this derivation, proof are sketched and references are
given for more details.

6.1 Exponential tightness and contraction

Propositions 5.1 and 5.3 imply Theorem 1.7. This step is described in [4, Sections 4.3
and 4.4].

In order to prove this, it is first necessary to check for the exponential tightness
of the sequence of probabilities IP [G; € .]. Actually, the first two components (i.e.
A and 7) of the empirical generator evolve in compact sets; the last component (i.e.
the growth rate D) evolves in R* but it is easily checked that the exponential decay
of the probability for one coordinate to be larger than 7 tends to infinity with 7 since
all jump rates are bounded (so that this probability is bounded by a Poisson process,
which is exponentially tight).

Then the continuity of the mapping f;(G) = D is used to obtains Theorem 1.7
by a kind of contraction principle (which requires the exponential tightness). This
explains the form of L(z, D) in equation (4.2), which is the classical form of the rate
function obtained by contraction.

6.2 Large deviations for linear paths

Theorem 1.7 gives bounds only for infinitesimally small linear pieces (when 7 — 0).
The first step to get the sample path LDP Theorem 1.2 is to calculate large deviations
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O3

a1 & |G < A

Figure 4: Gluing small linear pieces.

bounds for linear paths. This is done by splitting (using the Markov property) a linear
path [z, z+DT] into K small pieces [z+iDT /K, z+(i+1)DT /K] with corresponding
0; and ¢; verifying €;41 > 6; as represented in Figure 4. The rate function for such
linear paths is precisely It defined in equation (1.2), with the simple expression

T
IT(¢) d:ef/o L (.T + Dt,D) dt, V¢ .t — x4+ Dt.

6.3 Boundary effects

- / .

Figure 5: Extremal parts of linear paths.

There is still a difficulty when “gluing” infinitesimally small linear pieces as in the
previous section: we did not took into account possible boundary effects occurring at
the extremal parts of linear paths. Indeed, if we take a look at Figure 5, it appears
that a linear path can change of face at these points (cases (c) and (d)), though
Theorem 1.7 deals only with small linear paths staying inside a face.

This matter is treated in [5, Appendix B]. The answer is that case (c) does not
offer any difficulty: set the arrival rates to the right values (i.e. to get growth rate
D); the large deviation cost for that is finite but the length of path tends to 0, hence
there is no extra cost for this extremal part.

Case (d) is more difficult: departure rate can become null when approaching the
boundary thus the cost to get the right D becomes infinite. There it is necessary
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to come into more details. This is where Assumption (H6) is necessary (compare
with [5, equation (B.3)]): if the departure rate decrease to 0 not too quickly?, a fine
analysis shows there is no extra cost in this case either.

6.4 Absolutely continuous paths

The step from linear paths to piecewise linear paths is exactly the same as for linear
paths: glue pieces together using the Markov property. The rate function is still Ir.

The bounds are extended to absolutely continuous paths with finite rate using
approximations (see remark p.25) and the properties of I (see Proposition 4.6). The
reader is referred to [7, Section 5| for details.

6.5 Sample path LDP

The lower bound is immediately proved by using the lower bound for absolutely
continuous paths with finite rate. It is a good rate function by Proposition 4.6.
The upper bound is more involved: the set of absolutely continuous paths is
dense in D([0,T], R%), but this does not mean we can cover D ([0,T],RY) with the
neighborhoods of each ones. Hence we use a completely different approach to prove
the upper bound: this is Theorem 4.7. The identification thereafter (Proposition 4.8)
shows that the upper and lower bounds coincide: the sample path LDP is proved.

Appendix A Proof of Lemma 3.3

There are two cases to consider, associated to equations (3.4) and (3.5). The guideline
of the proof is “when the services are asymptotically cut due to scaling, the cost to
turn the service rate to a given strictly positive rate is infinite at a large deviation
scale”.

Case 1: a,, > 0 for some 71 € Aq(z).

The proof uses a change of measure as described in Section 5.1, which we keep the
notation of. This change of measure is defined by modifying the intensities of jump

2 A careful inspection of the proof shows that any polynomial rate is “not too quick” (e.g. z2/|z||),
but we stay to the bound of Assumption (H6) for simplicity. Moreover it is sufficient in most
applications, as shown in Section 2.
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only on route r1:

)"fl = 0’7‘17
/17‘1 (y) = /7’717 Vy € REa

where ji,, > 0 is an arbitrary number. Then IP and IP are mutually absolutely
continuous and

(Mar) 7 (A.1)

(n) T
P B, (x,0)] = B []I{Ei?g,m,a)}

Let us majorize M, more explicitly on E;’:g,y(ac, G). First, using the fact that

G € B(G,6), the number of arrivals (or departures) from route r; is less than

nt(Ar, + 6) so that

Npr—1

- > 1(QK),Q(k +1))
k=0

— inf logL)

log S‘L
A 2€B,s = WryVUr (NZ)

T1

< nT(S\T1 + 6) (

where
B.s={z:z € B(z + Dt,6) for some t € [0,7]}.

Second, all quantities in the compensator K(.) (see equation 5.1) are bounded
w.r.t. z. So there exists a constant K such that K(z) < K, for all z € R and we
get the bound

L ~ S| ;i
1 P S Ko+ (A +0) ( |log 34| = inf log —=—
nr 08 Mz < Kit (Ary +6) ( % Ary 261%7,5 8 iy Vry (102)

Combining this bound with (A.1) yields

1
lim limsup— sup log]P[E(") (w,D)]

7,660 pooo NT ly—nz|<ne 0y
< K 3 )‘7"1 Y . . . /27‘1 _
< Ki+Ay|log—|— Ay, lim lim inf log———— = —o0.
Ary T—0n—002€B, 5 fryVry(NZ)

Indeed, 71 € A1(z) so that vy (.) is null and using (H3),

lim lim sup v, (nz) =0.
T—0n—0o0 2€B, s

Now, since 5\” > 0 and fip, > 0, the limit is infinite.
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Case 2: For some r; € Ay(z), 7, =0 and a,, > 0.

The proof uses a change of measure. The intensities of jump are modified only on
route 1. Take

Ary = Gry,

fhry (y) = fbry Vry (y)> Vy € RE,

where ji,, > 0 is an arbitrary number. Then IP and P are mutually absolutely
continuous. Using 79,, =0,

1
lim limsup— sup logIP [Effg,y(x,D)]

T0,6=0 npn—oo NT ly—nz|<ne

1 .
< lim limsup— sup logIE [M]]

T 1,6,e—0 pooo NT ly—nz|<ne

) 3, i )
_)\'rl (log )\_1 + log h) + ()‘7"1 - )‘?"1)'

T Hrq

The proof is concluded letting fi,, tends to +oo. [

Appendix B Proof of Lemma 5.2

First, it is clear that

1
lim liminf — inf logIP | sup |Q(t,y) — nz — Dt| < én
7,0,e20 N—00 NT |y—nz|<en te[0,n]

1
< lim liminf — logIP

T 7820 n—oo nT te[0n7]

sup |Q(t, |[nz]) — nz — Dt| < 6n] .

Let us prove the opposite inequality. Using Markov property gives

IP| sup |Q(t,y) —nx— Dt| < én
te[0,nT]

te[0,ne]

> P l sup |Q(t,y) — nx — Dt| < én,Q(en,y) = anj]

x IP [ sup |Q(¢t, |nz]) — nz — D(ne +t)| < én
te[0,n(T—e€)]
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Since

lim lim infi logIP [ sup |Q(t, [nx]) — nz — D(ne+1)| < 6n]
e[

7,0,e—>0 n—oo NT 0,n(T—¢)]

1
= lim liminf — logIP l sup |Q(t, [nz]) — nz — Dt| < 6n]

7,6—0 n—o0 nT te[0,n7]

it is enough to prove that

1
lim liminf — inf logIP | sup |Q(t,y) —nz — Dt| < én,Q(en,y) = [nz|| > 0.
7,6,e—0 N—00 NT |y—nz|<en te[0,ne]

(B.1)

The idea is to exhibit a suitable path. In fact, when |y — nz| < en, using (H6) and
the fact that the intensity of jump is always lower bounded by A, which is strictly
positive, it exists C' such that

P [ sup |Q(tay) —nr — Dt' < 6n7Q(€n5y) = Ln"EJ
te[0,ne]

o H (LnlﬁmlJ %)

TER k=0

at least when ¢ is sufficiently large w.r.t. e which is not a restriction taking into
account the order in which the limits are taken. Hence

1
. IOgIP l sup |Q(t)y) - nr— Dt' < 677’7 Q(G’I’L,y) = Ln$J]
n te[0,ne]

|_"|’!/—$|J y—a)‘

|
> %logC—l—Z Z %log%—m_)ooz:/o log zdz.

ré€R k=0 TER

Taking the different limits, (B.1) is proved and so the proof of the lemma is concluded.
|
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