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Une méthode d’implicitisation basée sur ’inversion

Résumé : Nous proposons une méthode pour l'implicitisation des surfaces définies par
une paramétrisation rationelle propre, sous ’hypothése que l'inverse de la paramétrisation
est disponible. L’avantage de la méthode est qu’elle peut traiter les points base et est
généralisable directement aux hypersurfaces en dimension arbitraire. Les outils requis pour
son calcul sont les opérations de PGCD et la décomposition d’un polynome sans facteurs
carrés. De maniére alternative, on peut passer par une factorisation.

Mots-clés : implicitisation, surface paramétrique, inversion
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1 Introduction

The implicitization of a parametric surface is an important problem in CAD and geometric
modeling, especially in the presence of base points. Here we propose a new method for
implicitizing surfaces given by a proper parametrization mapping, under the assumption
that the inverse mapping has been computed. This is a strong assumption, although efficient
methods for inversion exist (see [ChGo92, PDSS02]).

The advantage of the method is that it can handle base points and it is readily generaliz-
able to hypersurfaces of arbitrary dimension. Moreover, the computational tools required are
univariate resultants, GCD operations and computing the square-free part of polynomials
in 3 variables.

This paper is organized as follows. The next section expands on related work. Section 3
describes the parametrizations and their inverses in a general setting. Section 4 details our
approach to implicitization of arbitrary-dimensional hypersurfaces. Section 5 presents and
analyzes our algorithm for three-dimensional surfaces, whereas the following section contains
several examples studied with Maple. We conclude with extensions of our results and some
open questions, in section 7.

2 Related work

Several algorithms exist for implicitization, cf. e.g. [AS01, CGZ00, Hof89, HSW97, SGD97].
The main motivation concerns 3-dimensional surfaces, which are ubiquitous in CAD and
geometric modeling. Nonetheless, the implicitization problem also appears in higher dimen-
sions, e.g. in the computation of A-discriminants; cf. [GKZ94, ch. 3.9].

Vivid interest is shown for the case of base points, where straightforward methods fail;
the problem has been addressed mainly by means of resultant perturbations, the residual
resultant, and Newton sums (cf. e.g. [Bus01, GV97, MC92]), or by means of Grobner bases.
More recently, there are more techniques proposed in this domain, but their complete enu-
meration goes beyond our scope; the interested reader may see the aforementioned works
and the references thereof.

Computing the inverse of a parametrization map has been studied in [PDSS02]. Its
computational steps are resultants, GCD operations and a zero test for elements in the
field of rational functions of the hypersurface. This last computation can be carried out
either by working modulo the implicit equation or by substituting the parametrization of
the hypersurface. Obviously, since our goal is to compute the implicit equation, in this paper
we consider that the zero test is performed using the second alternative. We shall use some
results from this paper below.

RR n° 4484



4 Emiris & Sendra

3 The setting

We start with some known results. As usual, K[Z ] and K(Z ) represent, respectively, the
polynomial ring and fraction field over T = (x1,...,%,), where K is a field of characteristic
Z€ro.

Definition 3.1 Let us consider the parametrization P(t), which defines a rational map
op : K=t — V', where op(t) = P(t). The mapping P(t) is said to be proper iff pp is
birational or, equivalently, K(t) and K(P (1)) are isomorphic.

When P(t) is proper we may consider the inverse mapping of pp, which is a rational
mapping assigning to each T in a non—-empty open Zariski subset of V' the corresponding
parameter vector in K*~1. We will refer to the inverse mapping of ¢p as the inverse of the
parametrization P(t), and we will denote it by M or P~1. Also, for simplicity, we will do
not distinguish between the parametrization and the induced rational map, and we will refer
to ¢p as the rational mapping P.

The inverse mapping has the property that P(M(Z)) = T mod F for almost all T € K"
(i.e. P(M(Z)) = T for almost all 7 € V), and M(P(t)) = t for almost all £ € K*~1.
The next lemma, shows that in fact these two properties characterize the inverse.

Lemma 3.2 [PDSS02, Lem. 1] Let K be an algebraically closed field of characteristic zero,
let
P:K! S VCK T =(t,....,th 1) — (Pi(T),...,Pu(?))

be a rational parametrization of a hypersurface V, and let
M: VK7 =(z1,...,2,) = (M(T),..., Mn_1(T))

be a rational map, where the denominators of M do not belong to the ideal of V. Then M
is the inverse of P < T = P(M(T)) for almost all T € V & t = M(P(t)), for almost all
t e Kn L.

In addition, besides the property P(M(Z)) = T for almost all T € V', we observe that,
since P(t) parametrizes V, for almost all Z € K* (namely those for which P(M(Z)) is
defined) one has that P(M(Zz)) € V.

In the sequel we will assume that V' C K" is a rational hypersurface defined by the
polynomial F'; and that

- t (T -
P(t) — (pl(_)7”.’p (_)) c K(t)n,

ql(t) Qn(t)
with p;,q; € K[t ], ged(ps,q:) =1, Vi € {1,...,n}, is a rational parametrization of V. Then
for a polynomial G € K[Z],G(P(%)) = 0 & G is in the ideal of V & F|G. We shall also
make use of the field K(V') of rational functions of V; i.e. K(V') is the quotient field of

INRIA



Inversion-based implicitization 5

K[z ]/(F'), where (-) represents a polynomial ideal. Moreover, we write the inverse mapping
of P(t) as
. Al(f) Anl(f)) —\n_1
M(T) = s ) e k(7)Y
(=) (Bl(f) B,_1(%) (z)

with A;, B; € K[Z ], B; # 0 as element in K(V'), ged(4;,B;) =1, Vi e {1,...,n —1} (i.e.,
B; ¢< F > or equivalently B;(P(%)) # 0), and we also introduce the notation P(M (7)) =
(Q1,-.-,Qr) € K(Z )™, where the rational functions @; are in reduced formed.

4 TImplicitization of Hypersurface Parametrizations

In this section we present our approach to implicitization, in general dimension.

We have seen in the previous section that Q;(T) = z; mod F for i = 1,...,n. Our anal-
ysis will depend on whether Q,(T) = z; or Q,(T) # x;, where the equality and inequality
are in K(Z ).

Example 4.1 The inverse of the parametrization P(t1,ts) = (t2,13,t2), of the cylinder V,
can be represented as

M(aﬁl,.’EQ,.’IB) = <_7$3)
1

and

Hence, in this case, Q1 # z1,Q2 # %2, but Q3 = xz3 as elements in K(zy,x2,23). But,
Q1 =11,Q2 = 22,Q3 = x3 as elements in K(V').

We denote by I C {1,...,n} the set of all indexes ¢ for which the corresponding
component Q;(T) of P(M(7T)) is equal to x; and Jg = {1,...,n}\Ig. For simplicity in the
terminology, we will assume that Ig is of the form {1,...,7}. Note that this last condition
does not imply a loss of generality, since one can always achieve it by a trivial linear change
of coordinates. In this situation, one has the following lemmas.

Lemma 4.2 Ig #{1,...,n}.

Proof. Let us assume that Ig = {1,...,n}, i.e. P(M(T)) = T. Take two different ele-
ments a,b € K such that P1(t) = P(M(t1,...,tn-1,0a)) and Pa(t) = P(M(t1,...,tn-1,b))
are defined. Note that this is equivalent to the non—vanishing of finitely many polynomi-
als in K[Z] at z, = a and z, = b; thus there exists a dense subset of K where a,b can
be taken. Moreover, the closure of the image of P;(t) equals the closure of the image of
the injection ¢ +— (%,a), hence is of dimension n — 1, and similarly for P2(%). There-
fore, P1(1),P2(t) are reparametrizations of P(%), and therefore parametrize V. However,
Pi(t) = (t1,--.,tn_1,a) parametrizes the hyperplane z,, = a, and P2(t) = (t1,...,tn_1,b)
parametrizes the hyperplane z,, = b, which is impossible because a # b. O

RR n° 4484



6 Emiris & Sendra

Proof. (Alternative proof.)
Let us assume that I = {1,...,n}, i.e. P(M(Z)) = T. Then, for almost all T € K" it
holds that P(M(Z)) = T € V. But this implies that V' = K™ which is impossible. O

Lemma 4.3 Ifcard(lg) =r =n —1, then V can be properly parametrized as

'P*(Z) = (tl,...,tnfl,Qn(tl,‘..,tnfl,a)),

where a is any element in K such that x, — a does not divide the denominators in M(T)
and the denominator of Q.

Proof. If card(Ig) =n—1, then Q;(T) =z; fori =1,...,n—1. Now consider the rational
parametrization defined as

K> f s P(M(ty, ... tn1,a)),

and let W be its image. Note that a is taken such that the above mapping is defined, and
observe that the parametrization P(M (¢1,...,tn—1,a)) is equal to P*(¢). Therefore P*(t)
defines an irreducible subvariety W of V. Moreover, it is clear that

K(t) Cc K(P*(t)) Cc K(t),

where the first inclusion is obvious because r = n — 1, and the second inclusion follows
from Q,(t,a) € K(t). Hence K(t) = K(P*(t)). Thus, on one hand, dim(W) = n — 1;
alternatively, this is obtained by adapting the proof of the previous lemma. Hence, W =V
and therefore P*(t) is a reparametrization of P(t). On the other hand, P*(%) is proper
since it is the composition of proper mappings. This concludes the proof. O

Let num(-) and den(-) stand for the numerator and denominator of a rational expression
respectively, and SF(-) for the square-free part of a polynomial.

Lemma 4.4 Let card(Ig) =1 > 0, then it holds that:

1. For every j € {r +1,...,n} there exists {; € N,{; > 0, and there ezists H; € K[Z]
such that num(Q; — x;) = F% H; and ged(F, H;) = 1.

2. If r < n—1, then ged(H,y1,...,H,) is either 1 or is a product of factors of the
denominators By, ...,B,_1 of the components of the inverse M(T).

Proof. Statement (1) follows directly from the fact that for j € Jg, Q;(Z) = z; mod F
but Qj(f) #+ Tj.

To prove (2), we first observe that for j € Jg, it holds that gcd(H;,den(Q;)) = 1. Indeed,
let us assume that gcd(H;,den(Q;)) = G # 1. Then, by (1), one gets that num(Q;) =
z;den(Q;)+F*% H;. Thus, G divides num(Q;) and den(Q,), which is a contradiction because
Q; was taken in reduced form. In this situation, let us assume that ged(Hry1,...,Hy) =

INRIA



Inversion-based implicitization 7

H # 1 and let H* be an irreducible factor of H not being a factor of any B; with i €
{1,...,n—1}

We shall show a contradiction. Let W be the irreducible hypersurface defined by H*.
Then, for almost all P € W, the expression M (P) is defined because gcd(H*, B;) = 1 for
i=1,...,n—1, and the expression P(M(P)) is also defined because gcd(H;,den(Q;)) =1
fori=741,...,n (note that for i <r, den(Q;) = 1). Therefore, P(M(P)) € V. Moreover,
since H* divides H; one has that P(M(P)) = P. Thus, W is dense in V. So by Bézout’s
theorem one concludes that ged(F, H*) # 1, which is impossible because gcd(F, H;) = 1.
This concludes the proof.

O

From the above lemmas one can deduced the following theorem for computing the implicit
equation F of V.

Theorem 4.5 With the notation used before, it holds that
1. If card(Ig) = n — 1 then the implicit equation of V is
num(xn - Qﬂ(xh <o -1, a‘))

where a is any element in K such that x, — a does not divide the denominators in
M(Z) and den(Q,).

2. Ifcard(Ig)=r<n—1 let
G(7) = SF(ged(num(Qr41 — Zr41), - - -, num(Qp — ).

Then the implicit equation of V is

G(7T)
n—1 )
ged (G, H Bi)
i=1
Proof. Statement (1) follows from lemma 4.3 because the mapping P*(?) is essentially the
graphof (z1,...,Zn—1) — (1, .., Tn-1,Qn(Z1,...,Zn,a)), so the implicit equation is given
by the numerator of z,, — Qn(z1,...,Zn_1,a). Statement (2) follows from lemma 4.4. O

Remark 4.6 Note that in general, it is very unlikely that gcd(G, B;) # 1. For this, see the
examples below.

From theorem 4.5 one can derive an inversion—based algorithm for implicitizing hyper-
surfaces, given P and M. More precisely, we first compute all the @); and Ig. Depending
on the latter’s cardinality we follow the corresponding case of the above theorem. It is also
possible to use factorization, having computed a single @;, provided that ¢ ¢ Ig. The next
two sections illustrate this discussion.

RR n° 4484



8 Emiris & Sendra

5 Three dimensional surfaces

This section applies the above results to 3-dimensional surfaces, which is the most common
application. We state the precise algorithmic steps; see e.g. [Zip93] for the complexity of
certain basic operations.

If we wish to use factorization, it suffices to compute a single @);, such that ¢ ¢ Ig. Then,
deciding which factor represents F' is immediate by taking sample points that make F' vanish
and which, in general, will not make the other factors vanish. Such points are easily obtained
by specializing the parameters in P(t). In practice, factorization may be preferable to taking
GCDs and the square-free part of multivariate polynomials; this behavior was reported by
Sebastien Bis on Maple7.

In the rest of the section we examine the case that all the @; are available. When
r = 2, i.e. there are two values of k € {1,2,3} such that Q, = =z, say k = 1,2, then we
apply statement (1) of theorem 4.5. The computation amount to finding the numerator of
3 — Q3(x1, Z2, a) in the notation of that theorem.

In the case that » = |Ig| = 1, let us assume as before that Q1 = z1,Q2 # 22, Q3 # 3.
First, we recover G( ¥ ) which is tantamount to computing SF(ged(num(Q2 — z2), num(Qs —
x3))) or, equivalently, gcd(SF(num(Q2 — 22)), SF(num(Qs — 3))). Since the complexity of
taking square-free parts is that of a ged operation, both methods have the same worst-case
asymptotic complexity. But the former should be faster on the average, if we compare the
latter stages whose complexity is dominated. The operations required to recover F' from G
include computing ged(G, B;) and dividing out these ged’s from G. In practice, we start
with the B; of smaller degree, for i =1, 2.

In the case that r = [Ig| = 0, Q; # x;, i = 1,2,3. Recovering F' requires first computing
G := SF(ged(num(Q1 — 1), num(Q2 — x2), num(Qs — x3))). This requires 2 ged operations
with polynomials of 3 variables, then taking a square-free part. The operations required to
recover F from G include computing gcd(G, B;) and dividing out these ged’s from G.

We conclude this section by suggesting some further techniques, which may be useful in
practice. Given polynomial G = F*H, we can compute k by successive partial differentiation
of F,eg. G, = kFFF~1 + FFH,, where z is any of the surface variables, and P, denotes
the partial derivative of any polynomial P with respect to z. By taking sample points on the
surface, we can check, with high probability, whether some partial derivative of G' vanishes,
thus concluding whether it contains F' as a factor or not. The smallest derivative that does
not vanish gives us k. Moreover, the factorization of this derivative gives us H along with
other factors, and a subsequent GCD computation can remove H from G. The interest of
using derivatives is that it should be less costly to factorize it than factoring G.

6 Examples
Example 6.1 A plane may be parametrized by

P(tl,tz) = (tl,tz,atl + bty + C) .

INRIA



Inversion-based implicitization 9

Its inverse is M(x1,22,23) = (21,22) and Q(x1,x2,23) = (x1,%2,ax1 + bxa + ¢). Thus,
card(Ig) =2 =n — 1. Therefore, applying theorem 4.5 one has that the implicit equation is
T3 = ax1 + bxs + c.
By using Maple, we have examined the following examples.
Example 4.1 (cont’d) A cylinder, parallel to the x3-azis, may be defined as
P(tlv t2) = (tiv t?v t2) 1,2 € [07 1]7

where an inverse mapping would be

x 3 3
M(.’E17l'2,l'3) = (571’.3) = P(M(l’l,ﬂfQ,.’Eg)) = (x_ga x_§7x3> )
1 1

and we obtain

F = ged(num(z; — Q1), num(zy — Q3)) = x% - wi

by computing gcd(F, Fxo). Note that no factor of the B; may appear above.

Example 6.2 One parametrization for the 3-dimensional sphere is

t]—13-1 2t 2t1ts
Pty ts) = | 2—2—, , , t1,t2 €1]0,1].
(s t2) (t§+t§+1 erg+1e+a+1) 07 [0,1]
An inversion mapping is
1
M(x1,z2,23) := (x1+ ,ﬁ>.
X9 Xo
Then
0= 712 4+ 231 + 1 — 232 — 252 2(z1 + 1)z 223 (z1 +1)
C\@2 42z 1422 20?2+ 23 + L+ s + 202 22 4+ 221 + 1+ 232 + 202

yields
T—Q = ((3:1 +1) (x12 —1+2z32+ x22) , X2 (x12 —1+z3%+ x22) , T3 (a:12 —1+z32+ x22))
and the ged of any these three expressions yields correctly F = 212 + 132 4+ 22 — 1.
Example 6.3 An example with base points:

P = (tr 4+ to? ta + tata, to + 112) .

Then,

M; = -6 1'12.1'2 — 6.’1,'3.’E1.’I722 +8 x1x973 — 21’12.’1,'2:1}3 —21‘321'2 +2x3x12x22 —.’L‘13 +2.’IJ321‘12 +
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10 Emiris & Sendra

$22.’E32 —4 3313332 —|—3314 +2 .%'3.%'13 +2 $12$22 — .%'1.%24 +2 1'3.’1322 — 2013 +$22 +$32 — 4.’153.%12 —
2

81192 — w1232 + dx29% — 232243 / (2 Ty — o2 + 2123 — X1 — .Tg) , and

Toxs — 2212 — T3 + 1% + T2

M, =
29 — 92 + X123 — X1 — I3
Also,
Ql =T1
and
= — 222y — 2 61,225 —4 244 —20123—2 3, 20025 —
Q2 = LT3 1Ty — 3 + 217 + 22) (6 21°02—4 2321 02° +4 012223 —2 123 —2 212 X3

2$32.’IJ2 + 2.’E3$12.’L'22 + 4.’11'23 — $13 +.’E32.’L'12 + .1'22.7,'32 — 4$13$2 + $14 + 2.’L’3.’E13 + 2.’11'12$22 —

2122t — 212 + 42120 + 22923 — 3292 - 23212 — 1021292 — 22* + 21232 + 431203 —
2,3 2

z3%21®) | (222 — 22 + ;s — 21 —23) ",

and

Qg = 41 1’23.’1,'12 + 245(}31'1$22 — 9%121'21'3 + 55 $2$32$12 — 68 .’L‘22.’E1.’E32 =+ 20.’E33SL’14$22 +

12 2321229848 3215292 —12 x33m1m24—28x§x13$22—28 232213222 +50 252212294 —36 21 zox3 % —
71212202 + 8021220323 — 13214202232 — 61 21320t xs — 114 21223292 — 26 2120233 +

88 21429232+ 70 213225 232 +54 321 225 —86 2142225 —T0 21222523 +193 21 2224 23— 80 213293 25—
81 xo*x3x1—6 1132222324206 x13 1223 —11 xox3 1247 Zox3*x1+5 xox3tr13+36 2ox33 113+

34 xow33x1 — 15293233212 + 26 2902321 — 11329323212 — 11229232 21° — 21 2ax33212 +

24 xow3213 — 6629223311 + 1522°%23%21 — T3 xatxsar — 125293232212 + 46 22323321 +
33152235212 + 126 22525221 + 20 213 22°23 — 202102025 — 16 21%203232 — 152129252 +
421%2023% —16 3215293 +4 233212294 +3 232212 +6 3221 w0t + 24 102232 — 21 P wo + 23 S +
6212222 — 20 2122% — 423213228 + 4 w3zt + 42320152052 + 423218202 — 4253215202 +

65 1'221'321'12 —24 .’IJ3.’L’23 + 4$34$12.’L'22 + 9.’E24 —12 1'1.1'23 — 81732.’1,'13 + $34.’IJ16 + 10 .’11'16.’11'32 +
6$34$1 4.’11'3 I —|—$z .’11'3 +20.’IJ1 .Z'z —8.’11'1 $2—8$1 i) +8.CL'1 i) +4.Z'1 .’E3—2.’E15£IJ24—
2:617903 —4:(:3 218 — 4213255 +:c1 T2 —8:61 o7 29&2 T3 x1—2x2 x3tx; — 2202wt ® +
8$1 XT2X3 —4$1$2 .733+4.732 X3 +21$2 $3 —153)2 X3 —39.7)2 .1'3 —5.%'2563 +2]..’L‘24.%‘3 -
21 29523 —3 225232+ T 22025 — 129 x3—26a:1 222 +8 21410 —86 213 12° —52 212225 +29 x1 255 +
321‘123324—14131.'1,‘26-}-2.’1‘;1.’527—11 .’L’33.’L'2—7.’L'13.’L'34—51311‘34-}-8.’L’12.’L'34+26.’L'14.Z'32-|-11 .1'15.1'34-

51 1‘143322 +13 1‘131‘24 — 32314.’53 —25 1‘15.’1,‘32 +17 .1'151’33 —23 .’514.1'33 + 31 .’512.’526 —12 2315.’52 +
181‘131'33 + 31’1:1333 — 15.1‘121'33 + 362324.’53 — 12.’1‘;25 + 6.’1)26 + 2.’534 — 1[:15 — 11327 + 2316 —
2.%17—}—.%'1 68.%'1 X9 +20$1 $2+80$1 X9 +4$1 .’EQ +6.’E3 $2 41,'34.%'23—12.%'16.%'3—

26 122" + T6 2152073 [/ (202 — 22 + 323 — 21 — xg)

Hence Jg = {2,3} and therefore only the second and third component have to been taken
into account. This yields to

F = —421%25 + 223201222 — 212223 — T123 + 322° + 21° — 232212 — 4 w3292 + 23° + 2120 +
5xox3 — 3$22 — 23)32 + 21‘3.7)12 + 2$1$22 - .’L‘24

It is interesting to note that Hy = — (z1 — 22) (212 — 2122 — 1 — 1 + 325 — 25?) and
H; = -3 .’L'22 — 17.’11'1.1'3172 + 3.’11'2.’E3 — 6.’11'2.’11'12 —I1T3 + 8.’11'1.1'22 +10 .CL'3$1.Z'22 — .’11'32 + 7.7)3.7}12 +

3
.’13'13 6%32.%12 + 2.’E3$22 + $23 +13 .’E12.CL'3.’L'2 — 4$3.Z'23 — 2$Q3$1 — 3.’11'2.’11'3.7)13 — 8.’L’3.’E12.’L'22 —
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Inversion-based implicitization 11

.T12 + 2$13$22$3 + 3x129 + 4$1$32 — 2.7314 —13 $12$22 — 7.%'33313 + 41‘32$13 + 11 $13$2 +
xotrs + 2213092 + 521220% —dw1tmy — 21 220* + 231 w5 — 214032 + 215, hence their ged is
H=1.

Example 6.4 The following example shows that in general one may need to use all of the
components corresponding to Jo unless it suffices, for a particular application, to obtain a
nontrivial multiple of the implicit equations. Consider the surface parametrization

Plt1,t2) = (

t; +1 ty 3t3 4282 —tot2 bt ta2 + a2 —2ts ty
to+ts —to+ts (to +t1) (—to + t1)*

An expression for the inverse of P is M(x1,x2,23) = (M1, Ms) where

M, = — 4 Z92—4 17222:1 rg—18 xg 1:22+9 zp x3—4 s v+ T x2—4 1:22+12 :D22zj —8 Z23+12 224331 —8 (EQSIJ —8 s xp+12 :E24
1= —10z; z2+3 222 —Tx3+7 z2+15 x922; —6 x5 T22+ 22 T3—5 x5 T3 +4 T352

T—=Txs +332 + 835+ 451 33 — T2 T3 — 11292 — 4232 + 223 222 — Tx2%2; + 4 22°%2; T3
=102 22 + 3222 — Txg + TTo + 1512227 — 623 222 + 20 T3 — 514 T3 + 4 232
Computing (Q1,Q2,Qs) one checks that Ig =0 and

My =

ged(num(zy — Q1),num(zy — Qo) num(z3 — Q3)) = 1 + 23 + x271 — 3
that is the implicit equation, but
ged(num(zy — Q2), num(z3 — Q3)) = (—4w3 — 2o + 622)(v1 + 72 + 222 — 3).
Example 6.5 We consider the parametrization
P(t) = (165t +85).

Its inverse can be expressed as

= 21223% — 8 w33 w02y — 235%%; + 15° — 1020s? — 2u0tmy — 220 o (1 + 22?4 225°)
= - )
232 (—z1 + 2122 + 133) 23 (—21 + 2122 + 2353)

and (Q17 Q27 Q3) is

s 37'/1:3

z33 (31 — 2322 — 25%)

3 3
(—1’1 2.’[33 + 8.’5331'221'1 + 21’36.’51 — .’Egg + .’522.’1,'12 + 2.’L’24.’L'1 + 1'26) 1'23 (Z’] + .’L'22 + 2.’[;33)
— - .
.2736 (Zj - 2.7322 - $33)

Finally computing gcd(num(z1 — Q1),num(ze — Q2)) one gets the implicit equation

213432220, 2 4330wy +12% — 32,2253 +21 2551022, — 325320t +315% 2, +3 255202 — 15°

RR n° 4484
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7 Conclusion

The method deals with implicitization in arbitrary dimension and handles the case of base
points without any modification. We plan to fully compare the practical complexity of this
algorithm to that of other implicitization methods.

Let us focus on n = 3 and r = 1. We have considered another means for computing F,
by applying a univariate resultant, but with no formal proof yet. Let us use Q;(z1,t2,a) =
Pi(M(z1,t2)) = x; for ¢ = 2,3 to eliminate t» by taking the resultant of two polynomials:

Resy, (r2den(Q2(t2)) — num(Q2(t2)), r3den(Q3(t2)) — num(Qs(t2))),

with respect to ty. This yields F' once we prove P* is proper. One may use Bézout’s matrix
for computing this resultant, thus reducing the question to interpolating the determinant
in 2 variables. Any knowledge on the degrees of F' in these variables may help in order to
accelerate the interpolation, by avoiding a completely dense interpolation.

Example 4.1 (cont’d) Let us apply the above idea. Then,

[V
w

P*(81,83) = (

t‘n|®

=
L‘/o|@

) 753)7

=W

and we can take the resultant
2 2 3 3 6.3 2
Ress, (x18] — a”,x287 — a”) = a°(z7 — x3),

which defines the same cylindrical variety. Yet another possibility is to consider

2 .3
P*(s2,83) = (Z—;, Z—é,s;,»), Res,, (10® — 53, 290° — 53) = ab (23 — 22).
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