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Abstract: We consider the problem of increasing the spatial resolution of fMRI images.
Main contributions are: (1) the definition of the protocol to acquire shifted images in order
to be able to obtain images with increased resolution in the slice shift direction; (2) the use
of discontinuity preserving regularization methods to solve the problem of superresolution;
(3) an evaluation of the results based on human fMRI time series. Activated areas from low,
high and superresolved images are compared.

We conclude on the usefulness of using superresolution for task related activation detec-
tion.
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La super-résolution en IRMf et son influence sur
I’analyse statistique

Résumé : Nous étudions le probléme de 'augmentation de résolution spatiale pour des
images IRMf. Les principales contributions sont: (1) la mise en place d’un protocole expé-
rimental qui permet d’acquérir des images décalées pour obtenir des images de résolution
supérieure dans la direction des tranches; (2) l'utilisation de techniques de régularisation
avec préservation des discontinuités pour résoudre le probléme de la super-résolution; (3)
une évaluation des résultats basée sur des séries d’IRMf sur 'homme. Nous comparons
les régions activées provenant de l’analyse des séries basse et haute résolution ainsi que
reconstruites.

Nous concluons sur 'opportunité d’utiliser une approche de super-résolution pour des
taches liées au calcul d’activation.

Mots-clés : Super résolution, IRM, diffusion anisotrope, minimisation semi-quadratique
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1 Introduction

Despite the progress in the technology, there is always a demand for proposing methods
to improve resolution. Two main reasons account for this need: the cost and the physical
limitations of the sensors. A number of applications are concerned like target recognition,
surveillance, medical imaging, view synthesis.

Early approaches were based on extrapolating spectrum from a single image [46, 20, 42,
27]. Tsai and Huang [51] first proposed to combine several low resolution images to estimate
a high resolution one (see also [44, 1]). Then, most subsequent approaches were based on
the constraint that the superresolution image, once warped, blurred and subsampled should
give the low resolution images. The differences between the proposed methods come from:

e The modelling of the imaging process which is essential to verify if the estimated
solution is consistent with the real data. For instance, in the early contributions
[51, 44, 1] the effect of sensor blurring was ignored. More degradations have then
been considered like sensor blur !, noise or motion blur [15, 47, 49, 25, 6]. Another
concern is the type of transformation used to correct for the motion blurring between
images and how this motion should be estimated. There are again many possibilities
like considering affine [26] or projective [35] transformations, non-parametric motion
models [45] and region/contour tracking [6]. Finally it is also necessary to consider
the subsampling. When the samples from the different low resolution images can be
ordered in a regular grid, then the problem becomes very close to image restoration
and deconvolution [38]. Notice that this similarity is a source of inspiration for some
superresolution algorithms (see for example [12]).

e The prior or constraints imposed on the solution, when the solution isn’t unique (be-
cause of the image modeling). Priors are usually related to the smoothness of the
solution (see for example [7]). However, for high magnification factors, this kind of
prior may become ineffective and some recognition based priors can be proposed [5].

e The optimization technique. The direct method consists in minimizing in the least
square sense the constraint coming from the image modeling process. Then the prob-
lem can be represented as a large sparse linear optimization problem, and solved using
explicit iterative methods [12, 7] and preconditioning [36, 38]. Another idea came from
Irani and Peleg [26] who introduce the error-backprojection algorithm.

e The domain in which the problem is considered, either spatial or frequency domain
[51, 30, 54].

In this paper, we consider the problem of super-resolution from a set of low resolution
MRI images with shifts defined by the user of the MR machine. The procedure is described
in section 2. It is shown that only shifts in the slice direction may contribute to increase the

1Sensor blur which is a result of the convolution of the original signal with the point spread function or
the impulse function of the sensor, is an important constraint in any imaging system.
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resolution for this specific application. Section 3 sets mathematically the problem and gives
different ways to obtain increased resolution images. Simple solutions are first described.
They consist in combining the low resolution data. Then, more complex solution are pro-
posed, as solutions of minimization problems involving smoothing terms. This part uses
recent developments in nonlinear regularization for image restoration. Section 4 plays an
important role in this paper. It shows some results in some synthetic cases but also studies
the effects of the different reconstructions with respect to the activation in some human
fMRI time series. Section 5 summarizes the paper and draws some conclusions.

2 Multi-aquisitions in MRI

2.1 Problem statement

In functional Magnetic Resonance Imaging (fMRI), a recent application of MRI, the acquired
data [55, 33, 40, 41] allows the investigator to visualise brain regions which are responsive
to different types of stimuli. Within such an fMRI experiment series of brain images are
acquired continuously during different periods of neural activation induced by external inputs
or stimuli. The corresponding brain responses induced by these stimuli can be analysed a
posteriori with the aid of several different postprocessing packages [53, 19]. This non-invasive
technique thus provides neuroscientists with invaluable information to better understand the
mechanisms behind the working of the central nervous system.

One of the major goals from the neuroscience point of view is to obtain a spatial resolution
in fMRI which allows the investigator to visualise the smallest region of brain activity.
In standard fMRI experiments performed on 1.5 Tesla MRI scanners, the typical spatial
resolution obtained is about 3x3 mm in plane, with a slice thickness of 3-5 mm, leading to
a voxel size of 27-45 mm3 [48]. To acquire a stack of 32 slices through the entire brain with
this resolution using ultra-fast EPI (Echo Planar Imaging) sequences, a time of less than 3
sec is needed. This spatial and temporal resolution is satisfactory in most human studies,
but certainly sub-optimal for monkey experiments, given the smaller brain volume of the
animal. Even in human experiments a higher spatial resolution would be preferable [39].

Various methods exist to improve the resolution of the fMRI technique. One obvious way
to increase the resolution is by reducing the voxel size of the EPI images during acquisition,
but this will reduce the signal-to-noise ratio (SNR) considerably [24] (e.g. a decrease of the
voxel size by a factor of 2 in all dimensions decreases the SNR of the acquired images by
a factor of 8). A possible solution to compensate for this loss of SNR can be to use more
averages but the loss in temporal resolution resulting from this adaptation is most of the
times unacceptable. A further effect of decreasing the voxel size in the image acquisition
protocols is the resulting reduction in volume coverage of the part of the brain which can
be scanned within a reasonable temporal resolution and the ensuing problems arising from
images fold-over effects in the phase encoding direction.

Another solution to increase the SNR is the use of a higher magnetic field strength. The
higher the magnetic field, the higher the induced NMR signal [13, 50]. The disadvantages
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Superresolution in MRI 5

of this approach, besides the high cost of high-field NMR scanners, are the potential motion
artefacts and the large distortions at brain boundaries which increase with magnetic field
strength [14, 29]. Therefore we have considered another approach to increase the resolu-
tion of the acquired fMRI datasets, by generating high resolution fMRI images from low
resolution fMRI data sets with the aid of newly developed postprocessing techniques. The
aim of this study is to demonstrate the applicability of superresolution data postprocessing
techniques subsequent to an adapted acquisition scheme to increase the spatial resolution of
the calculated functional activation maps, without a significant loss in SNR.

2.2 Aquisition of shifted MRI images

In a standard fMRI experiment an MRI volume is acquired as a stack of 2D images (called
image slices) perpendicular to a given direction (slice direction). This is illustrated in Figure
1 (a). The in plane image data are generated by a 2D Fourier Transform of the acquired
set of MRI time-domain signals. These time domain signals are encoded with magnetic
field gradients in both the x and y direction, applied before and during the acquisition of
the signal. These linear field gradients impose a spatial frequency (or phase) dependence
on the signal (they relate the resonance frequency of the spins to their spatial position).
N time-domain signals encoded with this frequency and phase information are acquired to
fill the k-space (dimension NxN). A 2D Fourier transformation of these temporal domain
data to the frequency domain results in an MR image consisting of the spatial contrast
information of the different tissues in the plane. Hence the name Fourier Transform MRI
which is sometimes used for this technique [31, 11].2

_ Slice Thickness
- 2

32

1l

GO0 G1 G2
(a) (b)

Figure 1: The acquisition of the different slices in a volume. (a) The slice acquisition sequence
in the high resolution dataset (G0). (b) The acquisition sequence in the slice shifted low
resolution datasets (G1 and G2).

20ther types of MR acquisition protocols are Projection Reconstruction [32] and Spiral MRI.
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In MRI, superresolution is only beneficial in the slice direction (perpendicular to the
image plane), since shifted slices correspond to different parts of the object in the image
space. In plane shifting in the image space, does not add any new information [22], due
to the properties of the 2D inverse Fourier Transform used in MR imaging. Thus in plane
shifting in the image space, is nothing else than a global phase shift in the acquisition space,
the original temporal domain, which does not affect the inherent spatial frequency resolution
of the acquired data.

In practice we will acquire only images shifted in the slice direction. In order to obtain
two different sets of shifted volumes, the fMRI acquisition protocol has to be adapted. The
two different volumes will be acquired in an interleaved fashion where the first volume is
positioned with a relative slice offset equal to zero, and the second volume has a relative
slice offset (Dz) of half the slice thickness, as is shown in Figure 1 (b).

2.3 Model for f/MRI data formation

Any superresolution algorithm is based on a model of the imaging process. In our case, we
can eagsily transpose such a formalism to the MRI data formation. The physical properties of
the MRI formation is well-understood [55]. Depending on the pulse sequences used for the
image formation, it is a non-trivial but relatively easy task to relate the intensity measured
in a voxel to the density of the proton nuclei in that voxel, weighted with their relaxation
properties in the particular tissue. However, this is not very interesting for a neuroscientist.
His/Her objective is to observe activated regions in the brain with functional MRI [33, 52].
Cortical brain activity which is related to a local increase in oxygenation in the activated
areas, can be visualised with the “blood oxygenation level dependent contrast” technique [41]
As a consequence, trying to introduce a hypothetical sophisticated model of signal formation
can have the negative consequence of introducing an unexpected bias in the process. So it
is proposed to consider a simple additive model. If n(z) denotes “the activity of nuclei at
position 2”, then the activity inside a volume v, noted k(v), is given by:

/n(x) dx (1)

This model was used in many studies, and considered as a realistic assumption after com-
parison with experimental data [28, 43, 34].

Thus the main objective of fMRI is to acquire time series of images during different
stimulation conditions and to analyse them with postprocessing software based on a general
linear model described above like e.g. SPM? to obtain activation maps of the brain related
to the tasks being performed during the experiment. It is this situation of detecting brain
responses following stimulation that we will consider in this work. In particular we will show

3Statistical Parametric Mapping S.P.M. [16] refers to the construction and assessment of spatially ex-
tended statistical process, based on a general linear model, used to test hypotheses about neuroimaging data
from SPECT /PET & fMRI. These ideas have been implemented in a software package called SPM. See also
http://www.fil.ion.ucl.ac.uk/spm/
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Superresolution in MRI 7

the interest of using superresolution techniques before performing the statistical analysis
in order to improve both the spatial resolution and the statistical power of the resulting
statistical parameter maps of the activated brain areas.

3 Superresolution and MRI

3.1 Notations

Let us denote by
lo = l(0,0,z) with z € {0 .. ‘Zratio{ (2)

the “low-resolution” data set of data-volumes where o denotes the low-resolution data-volume
offset integer value. We will note lo 3, i = (u,v,w) € {0..X gir { X{0..Yygin 1 x{0.-Zqin { the
voxel index or value of the image [,.

0.5Z e 1 ] ] I%
it
A
z

z z
l0.00) l0.02) h

Figure 2: Example of images acquired with z offset and the expected increased resolution
image. Here Z5ti, = 2.

It is supposed that these low resolution images have the following common characteristics:
e They have the same dimension [X i, X Ygim X Zgim) 8iven in number of voxels.

e Voxels have the same size [Xgj,0 X Yy

size X Zg ] (in mm).

ize
e Relative translations between data-volume are fixed. For a data-volume of offset o the
relative translation is d = (0,0, 2/Z;4ti0 Zgize) (in mm).

From these volumes, the aim is to find a high resolution data-volume h defined as follows:
o Its dimension is [X i X Ygim X Zdim Zratio) it number of voxels.
e Voxel size is [X

size X Ysize X Zsize/ Zratio) (in mm).
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We will denote by hj, where j = (u,v,w), the voxel index or value. Q2 will denote the spatial
domain corresponding to the volumes. We also introduce two more notations:

Wo,i = {h;/h; Clo,} 3)
Vi =Alo,i/h; Clo,}

Now, let us consider the problem described in Figure 2 that is to compute the high resolution
image from the low resolution ones.

3.2 Some simple approximations

Before setting properly the problem in terms of how low and high resolution images are
linked, it may be useful to mention some easy ways to obtain increased resolution images
with no efforts. This is possible in this case due to the precise sub-voxel shifts.

For instance, one may just reorganize the low resolution data as described in Figure 3.2.
Note that the values of the images are not modified. The resulting image will be called in
the sequel the composed image.

z z
loo) 0o Composed

Figure 3: Composed image: this puts all the low resolution slices into the same image thus
provinding a “superresolution” estimate.

Another simple way is to compute the average or mediane of every low resolution voxels
containing the given high resolution voxel. For the average, this can be written by

1
h; = 7 .. Z lo,i-
ratio 0,i€V;

These simple ways of estimating some high resolution volume will serve as references in
coming experiments (Section 4). Now, let us set properly the superresolution problem and
show different ways of solving it.
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3.3 Discrete least-square solution

As a consequence of (1), it is easy to establish some relations between the low and high
resolution images. More precisely, we have:

> hj=loi Vo,i (4)
JEWo,i

which is a linear system. This “conservation of intensity” is implicitly [22] or explicitly [37, 36]
assumed in existing contributions. In [37] errors related to this assumption are taken into
account. To solve (4), a possible solution is to consider the following optimization problem?:

inf C)=3"( Y L) ()

0,0 JCWo

Its minimizer h will be called the least-square solution. To compute the solution one can
solve the associated Euler equations:

S (X hr—les)=0 i (6)
0,iCV;  §*CVoui

Equation (6) can also be rewritten®:

T ﬂ](h‘> = Eo,ic i Ej*C i hj*
fi(h) — pu;(1) =0 where { =3 ic‘;/l ' v, )

This is a very large sparse system of linear equations. It can be verified that it also very
poorly conditioned, which means strongly noise sensitive (see [7]).

3.4 Regularizing the solution
3.4.1 General idea

To overcome the difficulty of solving (5), a common solution is to add some assumption on
the regularity of the solution. This is usually done by adding some penalty term on the
gradient. So it is proposed to minimize:

int B =30 (0 hy— L)+ Y 018k ) ®

0,0 jCWo

~

C‘(rh) th)

where 6h denotes some approximation of the gradient, the function ¢ will be determined in
the sequel. To do so, we propose in the next section to review some recent work on image
restoration settled in a continuous setting.

4This discrete formulation is very similar to the Bayesian framework where one looks for the maximum
likelihood estimate (see for instance [7]).
5This will be used in the sequel to show the analogy with image restoration.

RR n® 4513
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3.4.2 Some recalls on image restoration

Indeed, in the continuous framework, there is a very strong analogy between (8) and the
variational approaches proposed in image restoration. Let us recall the problem. For a given
image hg : 2 — R, we look for h solution of the optimization problem:

int E(h) = / (h — ho)? do + / 6(/Vh]) dz 9)
Q Q
52;1) REL)

which is very similar to (8). This is a classical variational formulation which has been
completely studied (see [3] for a review). Let us recall some of the main ideas:

e To determine the suitable properties for ¢, the idea is to consider the term associated
to R(h) in the Euler equation:

(h — ho) — div (%w) =0 (10)

-

diffusion operator

In 3D, it can be formally shown that the diffusion operator can be rewritten as:

"(IVh
& (V) gy + CM e ) (1)
¢ Uvhl) VA
i Cé

where h,, is the second directional derivative in the direction ».6 Thus we can impose
some asymptotic conditions on the coeflicients c,, and ¢, in order to fulfill some desired
behavior. For instance, in the presence of strong gradients (that is near edges) one
must preserve these discontinuities. So the smoothing along 7 (coefficient ¢,) must be
suppressed (as compared to c¢¢). Notice that choosing:

¢(s) = s (12)
implies
chp=ce=1 Vh
In this case the diffusion operator is a Laplacian (an isotropic operator) and disconti-
nuities are then lost.

This kind of observations leads to some constraints as for the choice of ¢ and we refer
to [3] for the complete study. A common suitable choice is given by:

#(s) = V1 + 52 (13)

6The direction 7 is normal to the isophotes h = cte and {&}i=1,» form an orthonormal basis of the
tangent plane.
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which is convex with linear growth at infinity. This function is like a “regularized”
version of the total variation (¢(s) = |s|) since it is differentiable in 0.

e The optimization problem (8) is well-posed on the space of bounded variations. Exis-
tence and uniqueness can be proven and we refer to [3] for more details.

e Using duality results is very useful to solve numerically this problem [2, 9, 4, 3]. One
of the motivations is to deal with the nonlinear diffusion term (10) which comes out for
suitable ¢ like (13).” For example, it can be shown that the problem (9) is equivalent
to solve:

ihn£ E*(h) = /Q(h — ho)? dx + /Q(b|Vh|2 + U(b)) dzx (14)
where ¥ is a given strictly convex function. The extra variable b is also called dual
variable. The interest in the formulation (14) is twofold: this extending function is
now quadratic with respect to A and the minimizer in b is in fact given explicitly. To
compute the solution, an algorithm is to minimize successively with respect to each

variable (see Table 1)

For (h°,b°) given

— h™ = argmin E*(h,b™). Since the problem is convex

h
(and quadratic), this is equivalent to solving

h — ho + div(b®Vh) =0 in Q,
b 2h =0 on 99 (15)
ON — '
Once discretized, the linear system can be solved with a
Gauss-Seidel iterative method, for example.
— "+ = argmin E*(h"*!,b). The minimum in b is reached for
b
(|vhrH
prir = CUVAT]) { |). (16)
2 |VhH |

— Go back to the first step until there is convergence.

The limit (h®,b°) is the solution

Table 1: Presentation of the half-quadratic algorithm, also called ARTUR (see [8, 10]). From
a numerical point of view, the only difficulty is the discretization of the term div(bVwu) in
(15), where b is given and defined by (16). Several possibilities can be considered and we
refer to [3] for more details.

"For the square function ¢ (12), the Euler equation can be easily solved since it is linear.
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3.4.3 Application to our case

As noticed previously, there is a strong similarity between problems (8) and (9). Keeping
the same smoothing term, the only difference comes in the equation (15) where h — hgy has
to be replaced by fi;(h) — p;(1) defined in (7). A similar half-quadratic algorithm can then
be used.

As far as the smoothing term is concerned, we have in fact considered two strategies:

e The first is to have a penalization on the full gradient in the three dimensions. This
is exactly similar to the restoration case.

e The second is to have a penalization on the partial derivative in Z only, that is the
slice direction. As the attach term only combines data along the Z direction, one may
solve the problem by solving a set of 1-D independant problems with X and Y fixed
and varying Z.

3.4.4 Model parameters

The numerical minimization of the energy (8) involves some parameters to be fixed by the
user. They are weighting coefficients in the functional (A and p) placed as follows:

inf Er) =Y (3 hj—zo,i)2+,\;¢(@>.

0,1 JCWoi

The parameter A sets the weight of the diffusion term with respect to the attach term while
the coefficient p is a renormalization coefficient on the gradient. Such hyper-parameters can
be calibrated using a reference data. Here a real high-resolution volume is considered and
low-resolution synthetic data are generated from this high-resolution model using the data
formation model considered in (4). Our algorithm is run and the reconstructed image is
compared to the reference data. We keep the coefficients corresponding to the best recon-
struction according to a given norm. Note that usually the regularization factor A can be
estimated using a technique such as L-curves [23]. (i.e. a log-log plot of the residual error
for various smoothing parameter where a singularity of the curvature indicates the optimal
parameter choice). Such an heuristic is not useful here since we compare our processing
output with a reference data.

To summarize, we have proposed in section 8 two easy ways to have a quick estimation
of a high resolution image, namely composed and average image. Next, we have properly
defined the superresolution problem and introduced two different possibilities to regularize the
problem (either in 8D or in the in-slice direction only, also called z-smooth). The following
section will evaluate the performances of the proposed approaches with different data sets
and criterions.

INRIA
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4 Numerical experiments

4.1 MRI of an apple

In this subsection we consider some images of an apple. The
apple is frequently used as a phantom to evaluate the edge
sharpness of the obtained images. High resolution datasets
were acquired with a slice thickness of 1 mm and two low-
resolution shifted datasets were acquired with a slice thick-
ness of 2 mm and 3 mm respectively. The edge sharpness of
the superresolution images will be compared to that of the
high resolution images.

4.1.1 Materials and methods

MR images of the apple were acquired with a clinical whole-body 1.5T Siemens Sonata
MR scanner. The high resolution volume and the low-resolution slice shifted volumes were
acquired subsequently. The total acquisition time for the high resolution volume and for the
two slice shifted volumes was set equal. The volumes were acquired with no interslice gap
and all the image volumes were acquired with a standard turbo SE sequence. The machine
parameters are summarize in table 2.

High resolution

Low (2 shifts)

Low (3 shifts)

Repetition time/Echo time
Turbo Factor
Number of Averages
Voxel size
Acquisition magrix
Shifts

3380 ms/12 ms
5
32
1x1x1mm
128 x 128
None

3380 ms/10 ms
5
16
I1X1X2mm
128 x 128
0or 1 mm

3380 ms/9.5 ms
5
12
1x1x3mm
128 x 128
0,1 or 2 mm

Table 2: Turbo Spin Echo (TSE) imaging sequence parameters for the apple experiment

4.1.2 Results

In figures 4, 5 and 6 we qualitatively compared both the 2-shifts and the 3-shifts generated
datasets with the original reference high resolution dataset and the original low resolution
datasets. In Figure 4 the slices of the volume are displayed in the acquisition plane and in
figures 5-6 slices are shown perpendicular to the acquisition plane.

From Figure 4 we can conclude that in the acquisition plane all the reconstructed images
look quite similar with a higher SNR compared to the high resolution reference image (left
top image). This is what we expected because the in-plane resolution for the original low and

RR n° 4513
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High (1 x1x1mm) Low (1x1x2mm) Low (1x1x3mm)

2 shifts

3 shifts

Average Composed  Anisotropic (3D) Anisotropic (z)

Figure 4: Transversal views of the different reconstructions. Last two rows show reconstruc-
tions obtained for 2 or 3 shifts.

High (1 x1x1mm) Low(1x1x2mm) Low (1x1x3mm)

Average Composed Anisotropic (3D) Anisotropic (z

slzce dir.

2 shifts

3 shifts

Figure 5: Coronal views of the different reconstructions. This shows the slice direction
improvments. Last two rows show reconstructions obtained for 2 or 3 shifts.
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High (1 x1x1mm) Low (1x1x2mm) Low (1x1x3mm)

slzce dir.

2 shifts

3 shifts

Average Composed Anisotropic (3D)  Anisotropic (z)

Figure 6: Close ups of coronal views of the different reconstructions. This shows the slice
direction improvments.

O laay
M high
O composed

B average

B anizatropic

B anisatropic in £

2 shifts 3 shitts

Figure 7: Relative SNR for each method and the two acquisitions.
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800

700‘ e Relative

600 r\‘*\ ‘7‘:\\- Image ;

e _ width [mm]
\\!\ —a high

500 low Low 9.6

400 '\{ —a— anisotropic in Z High 6.45

6 \ —=—average Average 5.95

N \\\ & anisotropic Composed 5.85
\ \ eqmpesed Anisotropic 5.75

100 'x_‘** Anisotropic in Z 5.73

I EEEEEEER

Figure 8: Sharpness estimation based on a cut in the Z direction for the 3 shifts data sets.
High resolution images are 1 x 1 x lmm. The right hand side table is a quantification of the
degree of sharpness (see [21] for more details).

high resolution images were identical, thus no interpolation was performed in this direction.
The anisotropic filtered image looks somewhat different displaying a much higher SNR as
compared to the other images which is a result of the properties of the anisotropic diffusion
filter applied in 3D.

Looking at the slices perpendicular to the acquisition plane on the other hand (figures
5-6) we observe the following differences. The original low resolution images show a clear
artefact compared to the standard reference image on the left which is the result of the
larger slice thickness in the low resolution images. These artefacts are clearly diminished
in the interpolated images. A carefull inspection of the results shows that the diffusion
filtered images (anisotropic in 3D and z-smooth) preserve best the structure of the apple,
whereas the other methods show some interpolation artefacts in the slice direction. Looking
at the reconstructed images, the 3 shifts datasets suffer a substantial loss of image quality
and sharpness, which will make it less applicable for high resolution anatomical and fMRI
studies.

Now that we have some idea of the performances of the different approaches, it would
be interesting to quantify some aspects. The first would be the noise level which can be
estimated through the SNR. As we do not have the ground truth in this case, the SNR is
usually measured by taking the mean of high-intensity region of interest and divide it by the
standard deviation of a region of noise outside the image of the object [22]. The results are
shown in Figure 7. The histograms essentially show a much higher SNR improvement for
the anisotropic cases as compared to the other interpolation techniques and the original high
resolution images® Measured relative SNR values for the slice shifted datasets are compared
with the high resolution standard dataset in Figure 7. The results show a SNR rise ranging
from a factor of 1.34 to 9.19 for the 2-shifts dataset and 1.84 to 13.83 for the 3-shifts dataset.
This graphs clearly demonstrate that the methods using diffusion (anisotropic in 3D and

8The high resolution images are taken with 2 to 3 times the amount of averages compared to the 2 resp.
3 shifts datasets. The reason was to keep the same total acquisition time for each volume.
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z-smooth) show the largest, most spectacular increase in measured SNR which is a result of
the inherent filter characteristics of these methods.

Finally, it is interesting to estimate edge sharpness which is a quality criterion. This
can be done by comparing cuts of the different reconstructions in a neighborhood of a
sharp intensity variation in the slice direction. Results are shown in figure 8. To better
quantify these results, we used a mathematical formula to estimate the edge width (see [21]
for more details). It appears that anisotropic smoothing techniques allow sharper edges
reconstructions.

4.2 Anatomical MRI of a human brain

In this subsection we consider different "anatomical" MRI
datasets of a human brain acquired with several different
imaging sequences and parameters. High-quality "anatomi-
cal" datasets were acquired with a TSE sequence to evaluate
the anatomical sharpness and quality of the interpolated data
generated by the superresolution algorithms. Other datasets
were acquired with the EPI sequence also used in the fMRI
protocol in order to calibrate the superresolution algorithm
for the generation of the best possible new interpolated fMRI
datasets.

4.2.1 Materials and methods

Various MR image volumes of the brain of a normal human volunteer were acquired with a
clinical whole-body 1.5T Philips Intera scanner. For all sequences and parameter settings,
the high resolution and slice-shifted volumes were taken from the same head volume. The
total acquisition time for the high resolution set and for the slice shifted sets was equal.
All acquisitions were performed with no interslice gap. We used Standard TSE for the
acquisition of the high resolution and slice-shifted MRI volumes. The parameters settings
are given in table 3.

High resolution Low resolution
Repetition time/Echo time | 2500 ms/26.7 ms 2500 ms/26.7 ms
Turbo Factor 5 5
Number of Averages 2 1
Voxel size (1.72)3 mm 1.72 x 1.72 x 3.44 mm
Acquisition matrix 128 x 128 128 x 128

Number of slices 40 24

Shifts None 0 or 1.72 mm

Table 3: Turbo Spin Echo (TSE) imaging sequence parameters for the apple experiment
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4.2.2 Results

From the human anatomical data (see figures 9-11) the same conclusion can be drawn as
from the apple data. The anisotropic images and the z-smooth images both show the best
results in maintaining the anatomical properties of the data in the in-plane direction and
perpendicular to the slice direction. The other techniques show on the sagittal and coronal
images perpendicular to the slice direction small interpolation artefacts (some zebra pattern
can be observed a some scale) as is also observed in the apple data. The SNR of the images
behaves in a similar manner as those of the apple data, showing the largest gain in SNR in
the images generated by the diffusion algorithms.

Composed Anisotropic (3D) Anisotropic (z)

Figure 9: Transversal views of the different reconstructions.
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Figure 10: Coronal views of the different reconstructions. It shows cuts in the in-slice
direction to estimate the increase of resolution.
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Figure 11: Sagittal views of the different reconstructions.
direction to estimate the increase of resolution.
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4.3 fMRI time series on human volunteers

In this subsection the superresolution algorithms were tested on real fMRI datasets, after
optimisation on the human anatomical data of the previous section. Different datasets were
acquired:

e High resolution volumes as the ground truth for comparison of the activated areas
with those of the superresolution datasets.

e Slice-shifted volumes with the double slice thickness to create the superresolution
datasets.

4.3.1 Materials and methods
Two neurophysiological stimulation paradigms were used in the experiments:

e Motor paradigm. In this experiment a simple motor paradigm designed to activate the
motor cortex was used, consisting of 3 conditions implemented in four alternating MRI
acquisition "blocks" consisting of rest, finger tapping, rest and toe movement. Every
block lasted for 10 brain volume scans. One session consisted of 8 blocks, i.e., 80 scans,
thus in one session every condition was repeated twice, this paradigm is shown in figure
12 (a). During the experiment a total of ten scanning sessions were performed on the
same subject, 5 sessions for acquiring the high resolution volumes and 5 sessions for
the acquisition of the slice-shifted low resolution volumes. The images were collected
on a Philips Intera 1.5T system.

e Visual paradigm. The stimuli used in the visual retinotopic mapping experiment were
designed to stimulate the horizontal and vertical visual field meridian. The horizontal
(HM) and vertical (VM) meridian stimuli were horizontally and vertically oriented
wedge-shaped checkerboards. The width of the wedges was 15° within each hemisphere,
resulting in a width of 30° for the vertical meridian stimulus. All retinotopic stimuli
were checkerboards that consisted of black and colored checks, which alternated at 4
Hz. The HM and VM were alternated in blocks, every block consisted of 10 brain
volume scans. The paradigm is shown in figure 12 (b). In this experiment a total of
10 sessions of 12 blocks each, i.e., 120 scans per session were performed on the same
subject, yielding 5 high resolution and 5 slice-shifted low resolution volume datasets.
The images were collected on a Siemens Sonata 1.5T system.

4.3.2 Postprocessing of the acquired dataset

The processing of the functional MR images is performed with the aid of a number of
procedures which are all implemented in the SPM99 package. This postprocessing can be
divided into two major parts. The first deals with the spatial preprocessing of the images
and the second part is the actual statistical analysis of the data. The spatial preprocessing
of the dataset consists of the following steps:
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Finger Tapping Toe Movement Toe Movement
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80 volumes = 240 s =4 min
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Verlical Verical Vertical
Meridian Meridian Meridian
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(b) Meridian Meridian

30s { 30s

120 volumes = 360 s =6 min

Figure 12: The two different stimulation paradigms: (a) the motor paradigm and (b) the
visual paradigm
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Figure 13: The two different acquisition protocols, high resolution (G0) and slice shifted
(G1 and G2 for the non-shifted and the shifted slices, which are interpolated to a new
superresolution dataset GS) in the motor fmri protocol are displayed. In the upper part
the entire stimulation paradigm is shown and in the lower part two consecutive blocks are
shown in detail. The expected hrf function in the activated voxels is drawn on top of these
blocks. Notice the loss of temporal information in the superresolution dataset. G0,G1,G2
as defined in figure 1
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Motor paradigm Visual paradigm
High Low High Low
Repetition time/Echo time | 5180 ms/48 ms 5180 ms/48 ms 3328 ms/54 ms | 3328 ms/54 ms
Number of Averages 1 1 1 1
Number of scans 80 80 120 120
Voxel size (1.72)* mm | 1.72 x 1.72 x 3.44 mm 2% mm 2 x 2 x 4 mm
Acquisition matrix 128 x 128 128 x 128 128 x 128 128 x 128
Shifts None 0 or 1.72 mm None 0 or 2 mm
Number of slices 22 11 32 16
Table 4: Imaging sequence parameters for the FEEPI sequence used in the fMRI time

series experiments.

e Motion correction. Human fmri data is always corrupted with bulk head motion. An
fmri experiment typically lasts for about 6 minutes, during this time it will be very
difficult to constrict the head motion to less than 1 mm. The motion manifests itself
as a slow drift of the brain in different translation and rotation directions during one
session and a possible translation and rotation offset between sessions. If the datasets
are not corrected for this head motion the final results obtained after the statistical
analysis will be largely contaminated with false positives and negatives. The correction
of this head motion is achieved by a rigid realignment of the consecutively acquired
volumes in the data series to the first image [18].

e Spatial smoothing. The image volumes are spatially smoothed by convolving the
datasets with an isotropic Gaussian kernel. This smoothing leads to an increased spa-
tial SNR of the datasets. To obtain the best results, the width of the Gaussian kernel
has to be matched to the spatial extent of the expected activated areas. In the present
experiments we used a Gaussian kernel of (3 mm)3. These preprocessing steps were
identical for both the high resolution reference and the interpolated superresolution
datasets.

After these preprocessing steps the actual statistical analysis can be performed on the
different datasets. The standard statistical analysis uses the General Linear Model (GLM)
which decomposes the measured signal intensity of each voxel into different components, such
as the stimulus driving function, and the slow drift resulting from small global physiological
changes. This resulting model is further convolved with the haemodynamic response function
(hrf), which describes the temporal characteristics of the haemodynamic response in the
brain following neural activation. Thus in the standard fMRI data analysis with SPM, the
temporal characteristics of the measured and the expected signal changes are both taken
into account [17].

As a result of the loss of the temporal information in the slice-shifted acquisition mode of
the data (figure 13), it is not possible to use the standard SPM statistical analysis protocols.
Figure 13 displays the hrf and the acquisition protocol for the motor paradigm and shows that
the image data acquired during the initial and final portion of the hrf are not in the stationary
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state (plateau) of the hrf and cannot be used for the post-hoc superresolution algorithm
which combines sets of shifted and non-shifted volumes acquired in identical stimulated
conditions. the standard statistical analysis techniques used for fmri data thus cannot be
applied on the interpolated superresolution datasets. Instead we generated the fMRI design
matrix by using the box car function only, without convolving it with the haemodynamic
response function. In the analysis we discarded the first image volumes (GO for the high
resolution, and G1 and G2, for the low resolution) of every condition. As a result this
analysis technique, which assumes a block model, is not as powerful as the standard fmri
analysis model used in SPM, and will lead to suboptimal results. In order to compare the
different acquisition protocols, the high resolution reference datasets are analysed both with
the standard fMRI statistics and the adapted simplified statistics toolboxes, using SPM, and
the superresolution datasets are analysed only with the simplified design matrix in SPM.
Note: The data of the simplified statistics for the high resolution datasets are not shown in
the activation maps, but their quantitative measurements are shown in the graphs.

4.3.3 Results

In this section we describe the results obtained with the SPM data analysis of the different
interpolated and original datasets. In order to rank the different superresolution techniques
by power and correctness, we performed both a qualitative as well as a quantitative com-
parison between the different resulting activation maps.

Qualitative analysis

In order to analyse the data qualitatively we generated different SPM activation maps, dis-
playing the activated areas which are above the statistical threshold (p.or» <0.05) overlaid
on the mean EPIT slices of the interpolated datasets. Figures 14 and 15 show several slices of
the different datasets both for the motor task (figure 14: Activated areas resulting from the
fingertapping as compared to rest) as for the visual retinotopic mapping paradigm (figure
15: Areas responding to vertical meridian stimuli and responding to horizontal meridian
stimuli). Figures 14A and 15A display slices in the acquisition direction with the corre-
sponding activation overlaid and figures 14B and 15B display them perpendicular to the
slice direction. Globally all the activation maps of the interpolated datasets have a largely
similar look as compared to each other and to the high resolution reference dataset both for
the motor and the visual tasks. But when looking at the data in more detail we observe that
the interpolated datasets show a higher t-value at the foci of the different activated areas
as compared to the reference and the low resolution dataset. As a result of this also larger
activated areas showing a t-value above threshold are observed in the interpolated datasets
compared to the original data. When comparing the different interpolated datasets in both
studies we observe the following differences. In both studies the 3D anisotropic images dis-
play more intense but also less sharp activation patches as compared to the other interpolated
datasets. This is probably the result of the filtering inherent to the 3D anisotropic interpo-
lation algorithm. The results obtained with the other 3 interpolation algorithms are all very
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High-Reference Low original Anisotropic

B High-Reference
_ Slice
Average

Anisotropic

FingerTap

Figure 14: Slices of activated areas resulting from bimanual finger tapping overlaid on the
mean EPI images for the different interpolated datasets. In A slices are displayed in the
transversal plane and in B sagittal slices are shown. The t-value threshold ranges between
5 (red) and 20 (yellow) as is shown in the accompanying the colour bar.
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Figure 15: Slices of activated areas resulting from the visual stimulation paradigm overlaid
on the mean EPI images for the different datasets. In A slices are displayed in the transversal
acquisition plane and in B sagittal slices are shown. Two different colour bars are used, in
both colour bars the t-value threshold ranges between 5 and 20. In the red to yellow colour
the horizontal meridian stimulation against the vertical meridian stimulation is shown and
in the blue to green colour the opposite effect is shown (vertical meridian against horizontal
meridian).
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Figure 16: Bar graph of the maximal t-value in the activated areas for the low resolution,
the high resolution analysed with the standard model (b) and analysed with the adapted
model (a) and the 4 interpolated datasets.
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Figure 17: Bar graph of the total activated volume above the p.r» threshold of 0.05 for
the low resolution, the high resolution analysed with the standard model (b) and with the
adapted model (a) and the 4 interpolated datasets.

similar with a slightly higher intensity of the activated patches in the z-smoothed dataset.
But it is very difficult to mark the best interpolation technique in the qualitative analysis,
therefore we performed some quantitative analysis to obtain an objective measurement of
which superresolution algorithm returns the best results in the activation maps.

Quantitative analysis

In order to have a more objective comparison between the different techniques we performed
different quantitative measurements on the resulting SPMs. The following quantitative
measurements were performed: The measurement of the highest global t-score value observed
in the activated areas of the entire dataset and the calculation of the total number of
activated voxels above the p.... value of 0.05 across all remaining clusters larger than 20
voxels in the motor paradigm and 10 voxels in the visual paradigm. The results of these
measurements are displayed in figures 13 and 14 for the visual retinotopic mapping paradigm.
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The measurements in the motor task datasets generated very similar graphs as for the visual
task both for the maximal t-value observed as for the number of activated voxels. In figure
13 the maximal measured t-value in the activated areas is shown for the horizontal meridian
stimuli minus the vertical meridian stimuli. All four the superresolution datasets generated
higher maximal t-values as compared to the high resolution reference data set analysed with
the 2 different statistical models and the original low resolution datasets. We also observed
that the anisotropic dataset generated the highest t-score followed by the z-smooth, average
and composed datasets respectively. In figure 14 the activated volume above threshold is
plotted for all datasets. Again we observe that the interpolated datasets generated a much
larger total volume of activation above threshold and also that the anisotropic dataset has the
largest volume of activation. These quantitative measurements suggest that the anisotropic
dataset is the one displaying both the largest significance and the largest detectability of
the activated areas, followed by the z-smooth, average and composed datasets respectively.

Taking into account both the results of the qualitative and the quantitative analysis
we can conclude that although the anisotropic superresolution dataset displays the best
quantitative results it is much more smoothed as compared to the others. Therefore the
z-smooth dataset looks like a good compromise if one wants to detect small activated areas
with a high resolution. But if one wants to increase detectability of large activated areas
the anisotropic dataset appears to be the best solution.

Finally, we may also notice that the anisotropic smoothing in 3D introduces (by defini-
tion) a spatially non-uniform noise smoothing. Figure 18(a) shows such a noise image of the
anisotropic superresolution dataset. The non-uniform smoothing effects are easily observed
in the white matter of the brain, which is strongly and uniformly smoothed, while in the
grey matter the smoothing is much less due to the presence of the image intensity variations
from the sulci and gyri structures. This non uniform spatial smoothing imposes a spatial
variation of the t-values of the observed activated regions calculated by SPM and thus could
alter the SPM values map, which won’t be acceptable. But if we stick only to the grey mat-
ter, the differences in smoothness for the different parts of the gray matter are only small
which will then result in a more uniform spatial smoothing making it perhaps acceptable for
the SPM statistics. Since the slice-shifted acquisition subsamples the image space only in
the slice direction and the corresponding spatial interpolation should only take place in that
slice direction. It won’t be necessary to use the anisotropic smoothing in 3D, which could
introduce different artifacts in the corresponding calculated SPM maps as a result of the
nonisotropic smoothing effects. Therefore we prefer to only apply this technique in the slice
direction and to apply the commonly used local Gaussian smoothing in 3D of the datasets
before the SPM calculation, which will lead to an isotropic distribution of the noise in the
images. Figure 18(b) shows the noise image of the z-smoothed dataset, demonstrating a
much more homogeneous noise distribution for the entire brain, making the results of this
technique more suitable to calculate the SPM statistics.
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Figure 18: Comparison of residual noise on interpolated data sets with (a) anisotropic
diffusion in 3D and (b) diffusion only in the in-slice direction.

5 Conclusion

This work investigated the possibility to use superresolution techniques in fMRI studies. We
wanted to define a protocol capable of enhancing the resolution to be able detect very small
activated areas. In order to solve this problem a regularization method had to be constructed
which allows to smooth the reconstructed image while keeping its main discontinuities. It
is proposed to penalize either the full gradient in 3 dimensions or the gradient along the
slice direction only, which allows a very efficient implementation. These techniques have
been compared to other straightforward data interpolation techniques. In order to compare
these techniques it is very important to perform a real life comparison between the different
results in anatomical images and in different actual fMRI experiments.

In the first step we started with an estimation of the correctness of the different ap-
proaches applied to single sets of different slice shifted images by comparing the results with
the real high resolution data. In a second step the different superresolution techniques were
evaluated in some real fMRI experiments in connection with the detection of activated areas
in the brain of human subjects performing several different tasks.

From the visual and quantitative analysis of the apple and anatomical data we can draw
the following conclusions. The use of the superresolution technique on the MR images
greatly improves the signal to moise ratio (SNR) of the interpolated images as compared to
both the standard reference images and also to the original shifted low resolution images.
This improvement in SNR for all the superresolution images as compared to the reference
image is partly the result of the larger voxel size of the acquired images. The SNR enhance-
ment in the mean interpolated images as compared to the low resolution and the composed
superresolution images is the result of the averaging performed in this technique. Both the
anisotropic superresolution imagesets (3D and slice direction only) display an even larger
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SNR improvement. This improvement was expected because it is inherent to the algorithm
used for the generation of these superresolution images. One can also clearly observe that
when performing this interpolation in the 3 directions the gain in SNR is approximately 3
times higher as compared to the application of the same technique in the slice direction only.

When estimating the sharpness of the apple images in the slice direction we found that
the interpolated images have a better edge sharpness as compared to the low resolution
images as expected but that they even display unexpected sharper edges than the reference
high resolution images. This amelioration is probably the result of the gain in SNR in
the interpolated images as compared to the standard high resolution dataset. Comparing
the different superresolution images we observe the sharpest edges in both the anisotropic
volumes. When performing a visual analysis of the data, the different interpolated datasets
show a similar quality. There are some interpolation artifacts visible in the slice direction,
these artifacts are the largest in the composed datasets and in the anisotropic superresolution
volumes these artifacts are much smaller. Thus both from the apple and anatomical data
we can conclude that from the different interpolation techniques, the anisotropic technique
in 3D generate the best quality datasets in terms of slice interpolation artifacts, SNR and
edge sharpness.

After these tests on the anatomical and apple data we also performed some real fMRI
experiments on human volunteers in order to compare the activation maps generated from
the interpolated datasets with each other and with a reference high resolution dataset. In
order to compare the different methods we performed a visual qualitative analysis as well as a
quantitative analysis of the obtained activation maps. In the qualitative analysis we observed
a gross resemblance between the observed activated areas of the reference dataset and the
interpolated datasets, where the superresolution datasets show larger areas above statistical
significance threshold. This is the result of the higher SNR observed in the superresolution
images. When comparing the activation maps of the different superresolution datasets we
found that the 3D anisotropic case shows a more smoothed pattern of activation resulting in
a loss of sharpness in the different activated patches as compared to the other interpolation
techniques. This smoothing is again the result of the properties of the anisotropic diffusion
filter. The quantitative analysis on the other hand demonstrated that the 3D anisotropic
dataset generated the highest t-values for the activated areas and the largest areas above
activation threshold. This result was expected as these images have the largest SNR value
which results in a larger statistical significance for the activated areas.

Taking together both the results of the qualitative and the quantitative analysis of the
activation maps we could come to the following general conclusions. The 3D anisotropic
dataset shows the highest level of activation but loses some resolution and sharpness in the
activated areas. This technique will be very suitable if one wants to observe large activated
areas and there is no need for a sharp delineation of the boundaries of the activated regions or
if one performs a group analysis pooling several different subjects together. Because in this
case one always needs to smooth the datasets in order to eliminate the individual differences
between the subjects. In both these cases the spatial resolution of the 3D anisotropic
interpolation technique would be optimal. If one wants to observe small activated regions
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with a very high resolution the 3D anisotropic technique will be suboptimal, therefore the
anisotropic interpolation technique in the slice direction only would be the best alternative.
With this technique the gain in SNR won’t be as large as in the full anisotropic dataset but
it is still much larger as compared to the other interpolation techniques. In the datasets
generated with this technique the sharpness of the activated areas is similar as in the other
techniques, but the statistical significance of the activated pixels is higher, which makes this
technique as a good candidate to find the activated areas with a high spatial resolution.
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