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Abstract: We aim to extract buildings from Digital Elevation Models.

To achieve this goal, we define a point process whose points represent build-
ings. We then define a density for this point process which is split into two
parts. When written as an energy this density consists of two fields :

e the first one is an "internal field" that allows us to model the prior
knowledge we have on patterns of buildings in urban areas. For instance,
we avoid overlapping buildings.

e the second one is an "external field" that makes the point process fit the
data, ie. the Digital Elevation Model.
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2 M. Ortner

Once we have defined this artificial likehood, we use a Metropolis Hastings
Green sampler, which is an extension of Geyer and Mgller algorithm to sample
point processes. This gives an estimate of the observed urban area.

We present results on real data provided by the French Mapping Institute
(IGN).

Key-words: Point process, RIMCMC, building extraction, Digital Elevation
Model

INRIA



Extraction de Batiments sur des Modéles
Numeériques d’Elévation

Résumé : L’objectif de ce travail est de d’extraire des batiments sur des Mo-
déles Numériques d’Elévation (MNE).

Pour ce faire, nous introduisons un processus ponctuel dont les points repré-
sentent les batiments. La densité de ce processus ponctuel se divise en deux
parties :

e la premiére est un modeéle a priori utilisant des interactions entre les
points pour introduire la connaissance que l'on a de la structure des
batiments en zone urbaine,

e la seconde est un terme d’attache aux données pour assurer la cohé-
rence entre les réalisations du processus ponctuel et le Modéle Numérique
d’Elévation.

Nous calculons ensuite une estimée de la zone urbaine & partir de cette densité
en utilisant une simulation de Monte Carlo par Chaine de Markov et, en par-
ticulier, un algorithme de Metropolis Hastings Green, qui est une extension de
I’algorithme de simulation de processus ponctuels proposé par Geyer et Mgller.

Nous proposons des résultats sur des données réelles fournies par 'IGN.

Mots-clés : Processus ponctuels, RIMCMC, extraction de batiments, mo-
déle numérique d’élévation
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1 Introduction

Detecting buildings from aerial images and automatic reconstruction of urban
scenes have become of deep interest in many applications : cartography, flight
simulations, etc...

The third dimension is now of first importance. A lot of people need to deal
with 3D maps of towns. For this reason, automatic 3D analysis of urban areas
is now an important issue.

However, high density of urban areas and complexity of human made objects
make it difficult to achieve, and automatic 3D urban area cartography is still
an open problem.

Some work has been done on this kind of task (see |3, 13] for general overviews) :

e A lot of works focus on buildings and especially on roof modeling (see [3]
to get a good overview of models and methods). Usually, these works
are restrained to sparse areas, with just a few buildings, and the main
goal is to describe complex buildings.

e The other half of the works focus on building detection, that means
working on dense areas and trying to catch all buildings.

Herein, we are interested by this second objective.

Several methods and ideas have been proposed since a couple of years.

e A lot of them are based on primitive detection on two or more views
(see |21] to have an overview of this kind of techniques). They rely
mostly on line or corner detections and hypothesis testing.

e Other works rely on DEM ! construction using two or more views given
by aerial images (see [4, 5, 9], for instance). The main idea is to detect
buildings and to construct a DEM of the scene simultaneously. This
is mixed with steps that use geometric and radiometric information to
distinguish ground from buildings and buildings from vegetation. This

I'DEM : Digital Elevation Model. It is an image of the altimetry of an area, including
ground and above-ground objects.

INRIA



Building extraction from DEM 7

kind of methods seems to be very efficient, but do not give any object
description of a scene.

e Some tentatives have been made by using only DEM (see [25] for in-
stance, or [11]). The main problems encountered here come from high
density of buildings or vegetation.

1.1 Object recognition

We are interested in an object approach because we want to obtain a vector
representation of a dense urban area. A few works have been developed within
this framework. People working on dense urban areas are mainly interested in
segmentation and classification.

An object representation gives a vector data, which is better than a raster
data for compression. Moreover, an object representation is close to a seman-
tic interpretation of the scene.

In [6], Garcin et al. use a point process approach to construct an object
representation of an urban area.

This kind of framework has been used in image processing by Van Lieshout
and Baddeley in [1]| to detect an unknown number of objects. Rue and Hurn,
in [16] have also used this approach with more complex objects.

Point processes allow to have an object-oriented approach : points of a point
process can be buildings, and it is possible to add interactions between build-
ings. Thus, it is possible to model the prior knowledge we have on the behavior
of buildings in urban areas, since buildings are seen in the point process context
as particles.

RR n° 4517
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1.2 Digital Elevation Model
1.2.1 Description

A DEM is a raster-data. Value at each location (pixel) represents a height.
A DEM is thus a description of the altimetry of an area. The difference with
a Surface Model comes from the kind of area described and the resolution used.

With low resolution, surface models describe natural topologies like moun-
tains or valleys. Elevation models are focused on areas consisting of man-made
objects and describe their height. Hence, they need to use high resolution.

1.2.2 Construction and artifacts

Usually, DEMs are built from aerial images. The data used in this work has
been provided by French Mapping Institute (IGN).

To built a DEM, one requires two (or more) images of a scene. Knowing
the position of the cameras that have taken these images, it is possible to built
an image of the height of the scene, as does the brain with the two images
taken by the two eyes to built a 3D representation of the environment.

Figure 1 a) shows two images of the French town of Amiens. With images
of this type, the French Mapping Institute (IGN) has built the DEM shown
on Figure 1 b). On this DEM, white pixels represent high points, while black
ones stand for low points.

The DEM is of medium resolution (20 cm by 20 c¢cm in the horizontal di-
rections, and 15 cm vertically). The noise is not a geometrical noise due to the
algorithms used to construct the DEM.

Other problems come from the density of the urban area. Some buildings
are not visible on one of the images due to occlusions. Thus, for this kind of
buildings, it is impossible to construct a 3D representation since some infor-
mation is missing.

INRIA



Building extraction from DEM 9

1.2.3 Goals and Interest

Our first goal is to refine the DEM. We want to eliminate geometrical noise.
To achieve this, we have to use geometrical constraints.

As mentioned previously, we also want to have an object description of the
scene. This is useful for semantic interpretation and for compression (vector
data is better than raster data).

We also want to deal with occlusions. So we need to use a prior knowledge on
urban areas in order to complete the missing information. Stochastic models
fit well this objective, since a Bayesian framework is made of prior models and
data likelihood.

These three points have led us to use point processes to refine DEMs. They
actually give us a stochastic framework combined with geometrical objects.

These geometrical objects can be silhouettes of buildings. The first advantage
of using a DEM to extract buildings comes from the following : silhouettes are
geometrical objects living in a plane, while buildings are living in a 3D space.
Thus, if we first detect silhouettes of buildings and then estimate their roofs,
we can work in a smaller space.

Of course, DEMs contain less information than radiometric images which are
used in some other works on the topic. However, DEMs differ only with re-
spect to resolution and noise. By using DEM, We avoid problems sewn while
using radiometric information from images, since we do not need a lightening
model of the scene. That is the second main advantage of using DEM.

Finally, it is worth to point out that refining DEMs is also of great interest in

itself, since crude DEMs can be obtained not only by using stereo vision on
radiometric images, but also by SAR interferometry or LASER measurement.

RR n°® 4517
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b) Digital Elevation Model of Amiens (20 cm of resolution). Pizels in white
are high points, while dark pizels are low points.

Figure 1. Aerial images and Digital Elevation Model provided by the French
Mapping Institute (IGN).

INRIA
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2 A model for urban areas

As previously mentioned, the aim of this work is to extract 3D maps of urban
areas from Digital Elevation Models.

We have seen that the marked point process framework fit this application
well. This framework provides a way of modeling urban areas. But first of all,
a model of building is needed. Of course such a model can not be independent
of the data or of the algorithm used to complete the processing.

2.1 Building model

There are several way of modeling and detecting buildings.
We are interested herein in dealing with dense urban areas. Furthermore, we
try to have an object based approach. As we focus on extraction and not on
description, we choose a simple model of building. Figure 2 shows one of these
types of model. This is the model you can find in [6].

Using this kind of model, the user needs to pay attention to two points :

2
B
3
.
.
.
.
B
-

Roof Angle P Orientation

|
|
: Center (x,y) \
|
I
|
|
-7 -7 A

Width

Height

Figure 2: Example of a model of a building and its parameters.

RR n° 4517
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e A cost function measuring how far a structure picked up in the data is
from the model. Using radiometric information, the lightening model is
involved here.

e An algorithm that allows to find parameters optimizing cost function for
each building.

The difficulty comes from the fact that this model is a 3D model. First, the
cost function has to compare 3D proposed objects to the associated data, us-
ing DEMs, which means comparing the volume of the proposed building to
the volume of the data where the building stands. It can be very long from a
computational point of view.

Moreover, the algorithm needs to optimize the cost function on a big space.
The previously presented 3D model relies on 7 real parameters.

Because of these drawbacks, we choose another approach. We distinguish
2D silhouette detection and 3D shape estimation. It is worth to point out that
this is easy only because our data is a DEM.

Our model consists in :

e first, a geometrical model of the silhouette of a building,

e secondly, a cost function measuring if proposing a building (ie a silhou-
ette) somewhere on the data is relevant or not,

e third, a roof estimation function giving an estimation of the roof of a
building, when its silhouette and the data where this silhouette stands
are known.

Figure 3 explains how this approach works.

e Fig 3 a shows some propositions of a silhouette on the DEM,

INRIA
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e Fig 3 b presents the associated reward, given by the cost function. This
cost function should be almost convex with respect to the silhouette
parameters, since an optimization has to be done,

e Fig 3 c gives an example of possible estimated roofs. The first column
should not lead to any roof estimation since the cost of the proposed
silhouette is to high (ie. the reward is too low).

2.1.1 Silhouette

We choose to model the silhouette of buildings by rectangles. Obviously, rect-
angles can be described by elements of a 5 dimensional space, using a center,
a length, a width and an orientation. The space is denoted by S :

S = [OaXma:r] X [anmaw] X [_ga g] X [Lnnn ) Lma:c] X [lmzn ’ lma;c]
More complex models could be used, like polygonal ones.

2.1.2 Cost function
The cost function is a mapping from the space of rectangles to R.
Assuming the Digital Elevation Model is defined on S = [0, Xnaz] X [0, Yinaz] C

R? we note h the mapping from points of S to Rt describing the DEM. For a
point p, h(p) is the the height in meters given by the DEM.

Given a set s = {z1,...,x,} of points of S, we note 5 its mean, that is :
S
n

Having a rectangle, we build a mask of points as shown on Figure 4. This
mask of points is composed of 5 different areas :

e four lines around the rectangle (gi,...,gs) that are used to compute a
ground height estimate h,,

RR n° 4517
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a) Three propositions of rectangular silhouettes on a DEM.

A A A

b) Associated rewards given by a cost function.

<

c) When it is relevant, estimated roofs.

Figure 3: Our approach is based on a silhouette model, a reward function, and
roof-estimation.

INRIA
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CJ\:+ +i++%cfm
+ | +++tt+++F |+
+ |+ |+ +|+ [+ ++ |+
+ |+ |+ + |+ [+ + + |+
+ |+ |+ +|+ [+ ++ |+
+ |+|+ + |+ |+ + + +7£L1
+ |+ |+ + |+ [+ ++ |+
+ |+ |+ + |+ [+ + + |+
+ |+ |+ + |+ [+ ++ |+
+ |+ttt |+
+++++ + +

Figure 4: Points used on a silhouette to compute the cost function and roof
estimation.

e the central area c , which is made of NV lines along the length c;,...cy .
In order to compute roof models, we make from these N lines m couples
of lines {l1,...,lm}:

N+1
m:(T—F), Vze{l,,m} li:ciUCN—H—i

So, these couples of lines are made of lines that are symmetric with
respect to the length-way axis of the rectangle.

For the ground estimate }Azg, we choose the lowest mean of the sets of points
gi

hy = min g
ie€{1,...,4}

From the central area, we first define v € [0, 1] being the volume rate :

,_card{pecs t (h(p) - hy) > Pumin}
N card ¢

where h,,;, is a parameter of the model giving the minimal height we want to
allow for a detected building.

RR n° 4517
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The m couples of lines give us m means :
Vie{l,...,m} m; = I

And we define the homogeneity rate ¢ € [0, 1] being :

=m

t:lzcard {pel; s t. |h(p)—mi| <o}
m i card l;

Here o is a parameter of the model related to homogeneity.

The last rate we use is a surface rate : assuming that the length and the
width (L, 1) of a rectangle are in [Lyin, Limaz] X [lmins lmaz), we define s € [0, 1]
being :
_ %L
o= lmaa: * Lmam
Finally, we can define the cost function, obtained by trial and error, as a
weighted product of these several rates. For a rectangle R and a DEM h, we

define the cost function J as :

J(R,h) = s *t* 0>

This cost function has two intrinsic parameters : h,,;, which is a physical
parameter, and o that has to be tuned. We will see later in this report that
this cost function can not be used directly, but need to be adapted for several
reasons.

2.1.3 Roof estimation

There are quite a lot of possible roof models. The one we choose is simple
and fits the cost function well : we model roofs with lines along the length,
using the estimates of the cost function my,..., m,, (cf. figure 5 to see the
roof shape we have chosen). This shape is symmetric, since m; stands for the
mean estimate on symmetric lines along the length axis.

INRIA
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Figure 5: Model of roof used

2.2 Interactions between buildings

As we have a knowledge of the configuration of buildings in urban areas, we
decide to use it in the prior. We know for instance that buildings in towns do
not overlap.

The marked point process approach allows us to deal with this knowledge,
and we do not need to know the number of buildings to be detected.

2.2.1 Point processes

First, we consider a point process X living in K = [0, X,,0z] X [0, Vipaz|. X is
a mapping from a probability space (2, A, P) to configurations of points of
K

Ywe Q X(w)={z1,...,2n,...} 7, € K

Since K is bounded and included in R2?, this mapping verifies the conditions
defining a point process (see [24] for details) :

RR n° 4517
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Conditions

1. For all bounded Borel set A C K, and all
w € 2, the number of points of the configu-
ration X (w) falling in A is finite. Such con-
figurations of points are said locally finite
and the family of all locally finite configura-
tions is denoted by N .

2. For all Borel set A C K , the mapping
Nx(A) from (Q, A,P) to N giving the num-
ber of points of X falling in A is measurable,
that means is a (finite) random variable.

So, since a natural o-algebra on N is missing, a point process is not di-
rectly measurable, and its measurability is defined through the measurability
of applications Nx (A). We call N''/ the smallest o-algebra from N'/ such that
these applications are measurable. X takes its values in (NY, N'Y). We call
distribution of X the probability measure induced by X on N . A theo-
rem given in [24]| completes the previous definitions :

Theorem The distribution of a point process X on a com-
plete, separable, metric space x is characterized by
its finite-dimensional distributions : the col-
lection of joint distribution of (N(A;), ..., N(An))
for all finite vectors (A1, ..., An) of bounded Borel
sets A; Cx,i=1,...,m of any length m € N.

The most famous point process is the Poisson point process, defined as follow :

INRIA
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Definition Let v(.) be a Borel measure on K, then a point
process X on K 1s a Poisson process with in-
tensity v if -

1. N(A) is Poisson distributed with mean v(A)
for every bounded Borel set A C x ;

2. For any k disjoint bounded Borel
set  Ay,...,Ar the random wvariables
N(A;)....,N(Ay) are independent.

The distribution of such a point process will be denoted by p,(.). Under
some assumptions, it is possible to construct point processes whose laws are
defined by densities against the distribution of a Poisson process.

Since we are working on K, our framework verifies these assumptions.

2.2.2 Marked point processes

We want to deal with rectangles : the space we are working on should not be
K but S = K x M where M = [—Z, %] X [Lumin, Lmaz| X [lmin; lmaz]. However,

272
we do not use a point process defined on S, but a marked point process on K
with it marks living in [~%, 7] X [Lmin, Lmas] X [lmin, Imae]. That means that

the point processes we are looking at are both point processes on K and on S
: to each point of K we attach a mark made of an orientation, a length and a

width.
2.2.3 Energy

Working on S, we first consider a marked Poisson process on K and S, with
intensity measure (Ag X Pps)(.) where Ag(.) is the Lebesgue measure on K
and Py, (.) is a probability distribution on M. We note pu(.) the distribution of
this Poisson process.

It is known that the expectation of the random variable Nx (S) under u(.)

RR n° 4517
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is :
E. [Nx (S)] = (Ax x Par)(5) = Ax(K)
This process will be our reference process. We are going to define the dis-

tribution Px (.) of our point process of interest X using the Radon-Nikodym
derivative :

dj%x) _ 509 f(x)

Here, 3 is a scale factor. Such a point process X as the same distribution than
a point process defined by § = 1, the same function f(.) and an underlying
Poisson process of intensity % (Ag X Pp)(.). It is then equivalent to multiply
either # by any factor or the underlying intensity measure by the same factor.

The usual way of defining densities of point process is to write the density
under its Gibbs form :

X={u1,...,un(x)} u; €S

flx) = e

where U(x) is the energy of the set of particles x. The lower the energy, the
more probable the configuration. Therefore, the final goal of our framework
consists in first building an energy, then finding configurations that minimize
it.

2.2.4 Overlapping

We are dealing with points that represent the shape of a building. We want
to introduce in our model the knowledge we have on the behavior of buildings
in urban areas.

To do so, we use a Strauss model (see [22]| for more details).

First of all, we know that buildings do not overlap. That is why we intro-
duce in our model a soft core term, as employed in [1] and [16]:

U’inter (X) = ‘/tinter * S(X)

INRIA
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where s(x) is an integer counting in the configuration x the number of pairs
of rectangles that intersect. V.., is a real parameter, called potential of
intersection.

o If Vi,1er > 0, intersections are made repulsive since each new intersection
increases the energy of the system.

o If V,.:er < 0, intersections are made attractive. But f is not normalisable,
since for configurations with a large number n of points, the energy could
evolve in n2.

2.3 Data term

The aim here is to use the cost function described before and the DEM in an
energy term. This energy is given by :

Udata(x) = Z V:i(ul)

u; EX
The data term V, has to take into account the following points :

1. the minimums of V; should be relevant houses on the DEM. This is
ensured by the construction of the cost function.

2. Vy should be quite smooth in order to ease the optimization.

That is why, using three positive real numbers by, by, b3, we propose the follow-
ing function V; living in [—(bs + b1), ba):

n

Va(Rop) = 4 br = (b b1) x SE i (R, ) < v
, —by — b3 x J(R, h) if v(R,h) > Vmin

for a given rectangle R € S and a height functionh(.). This data term has
been obtained by trial and error and is quite robust. In practice, we use the

RR n° 4517



22 M. Ortner

following parameters :

b3 = 10

by = 0.05
by = 0
VUmin — 0.8

o = 15m

For a low volume rate (ie. less than v,,;,) the rectangle is repulsive. But the
closer v is from w,,;,, the less repulsive it is (smooth term in v?). Then, when
the volume rate is large enough, the homogeneity rate and the surface rate are
involved in the data term.

The surface rate makes bigger silhouettes be more valuable.

The only important parameters are b; that should always be equal to zero, v,
since it gives the authorized error, h,,;, and o. b, and b3 allow to bound the
energy of an object. This is important for mathematical reasons as described
later in this report.

2.4 External Field, Internal Field and Temperature

The last step of the construction of the proposed model consists in using in-
teractions and the data term in one energy. We call

e internal field the part of the energy related to the interactions (ie. the
prior),

e external field the energy related to the data term,

e and temperature the coefficient T :

1
U(X) = ? (:O'Udata + (]- - p)'Uinter)

where p is the smoothing factor that tunes how important the data term
is versus the internal field. This kind of weighting is very common in image
processing.

INRIA
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3 Optimization

Once we have defined the model, the next step consists in defining a procedure
that allows us to find the configuration minimizing the energy.

Here, this energy is related to a density of a point process, so the optimal
configuration is the one that maximizes this density.

This has been down several times, especially in image processing (see [1, 16,
17]).

Most of times, proposed algorithms are Monte-Carlo samplers coupled with
simulated annealing. We have decided to follow this idea.

3.1 Basic Monte Carlo Sampler for Point Process

The basic idea of such a sampler has been developed and justified by Geyer
and Moller (see [8]), based on an extension of Hasting-Metropolis to point
processes. The heart of the algorithm consists in birth or death of points.

3.1.1 Properties

We assume we want to simulate a point process X of density h(x) = 37 f(x)
on S, with respect to the measure u(.) whose intensity measure is (Ag X Pas)(.)-
Then, under some assumptions, the algorithm described below builds a Markov
Chain (X;) on the space of configurations that verifies the following properties

e The produced Markov Chain (X;) has an invariant measure 7(.), and
this measure is the law of the point process defined by A(.) and p(.), that
is the law we have defined to solve our problem.

e For any initialization, (X;) converge to m(.). Moreover (X}) verifies geo-
metric ergodicity, and so the law of (X;) converges in total variation to
7(.) with a geometric speed.

3.1.2 The algorithm

The algorithm, as all Hasting-Metropolis samplers, is made of two steps : one
of proposition and one of rejection.

RR n°® 4517



24

M. Ortner

Algorithm

Gwen X; =x = {UI; ) un(ﬂﬂ)]’:

1. e with probability py,, we propose a birth
and define y = x U u, where u s uni-
formly generated on S using

)\K X ]PM
Ak (K) 2

Then we define :

R(x,y) = Pa Ax(X)
ppn(x)+1
e with probability py, we propose a death
and define y = x \ u, where u is uni-
formly chosen in x.
This case gives :

_ o n(x)
Pa )\K(K)

R(x,y)

2. The rejection step begins with the computa-
tion of the acceptance rate o as :

h
o = nin(1, zI R(x,)
and,
e with probability o the proposition 1s ac-
cepted : Xpy1 =y

e with probability 1 — a the proposition is
rejected : Xpy1 =X
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3.1.3 Hypothesis

The main assumption concerns the density we want to simulate. The point
process has to be stable. This notion of stability has been introduced by Ru-
elle in [18, 19] for statistical physics on set of particles. Definition of Ruelle’s
stability is :

definition A point process of density h(.) with respect to a
Poisson process is stable, if there exits a real M

st
h(xUu)

h(x)
for allx andu € S.

<M

Note that we only need to know A(.) up to a normalizing constant to test
this condition.

The model proposed in this report verifies this condition.

3.2 Improved sampler

However, this algorithm produces a highly correlated Markov chain. As shown
in |2, 12| while working with MCMC, one has to be careful with the propo-
sition kernel involved in the sampler. [20] provides a good overview of other
techniques that can be used to improve Markov Chain behavior.

So, in order to improve the results, we use the work of Green in [10]. This
work has been analyzed for point processes by Geyer in |7].

The idea is to add other transformations to the proposition kernel and to

have a mixture of kernels. The ‘birth or death’ transformation has to remain,
since it gives the mathematical properties we need. We can add any transfor-
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mation ¢,,(.,.), assuming we can compute its Green’s ratio R,,(x,y) (see [10]).
This gives the following algorithm :

Algorithm Given Xy =x = {uy,..., Un@)},

1. we randomly select a transition kernel q,, ac-
cording to the mizture distribution.

2. we generatey according to the selected kernel

Y~ Gm(X;-)
3. we compute the Green ratio R, (X,y)

4. we compute the acceptance rate o as :

a = min(1, %Rm(xa y))

and,

e with probability o the proposition is ac-
cepted : Xpy1 =Yy

e with probability 1 — « the proposition is
rejected : Xpy1 =X

We use a general form of transformation : these transformations are sym-
metric (ie. ¢n(X,y) = gm(y,x)) and their Green ratio is always equal to 1.
Moreover, all these transformation first choose a point u uniformly in x, and
set y = x \ u Uw, where v is generated with a law depending on u (for a more
general framework, see the annex).
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3.2.1 Translation

We generate uniformly (d,, d,) in [—d,, +d;|x[—d,, +d,] and, ifu = (z,y,0, L, 1)
we set v = ( + 0,y + 0y, 0, L, 1), considering for this transformation that K
is a torus, in order to obtain the symmetry of the transformation.

3.2.2 Rotation

We generate uniformly g in [—dp, +dg| and if u = (x,y,0,L,1) we set v =
(z,y,0 + do, L, 1).

3.2.3 Dilation

The main idea is the same : we want to randomly modify the length or the
width of a rectangle. However, for dynamics reasons, it appears that it is
better to modify both the length or the width and the center of a rectangle,
in order to let one side of the rectangle be constant under the transformation,
as shown by figure 6. The mathematical description of this transformation is
presented in the annex.

3.3 Simulated annealing

Once a sampler has been defined, it is possible to optimize the density, using
simulated annealing, as described by Winkler in [26]. A good overview on
simulated annealing techniques can be found in [23].

In the previous algorithm, we replace h(x) = "™ f(x) by :

o= on (42

with temperature depending on the time of the Markov chain.

In theory, if we use the above sampler and make simultaneously decrease the
temperature 7; from Tj,;; to 0, (using a logarithmic law), the chain converges
in total variation to a Dirac measure, whose mass is equally distributed on the
global minimas of U(.).
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Figure 6: Transformations used in the proposition kernel.
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Hence, using the previous sampler with such a decreasing law allows to find
the minima of the energy defined in section 2.

Of course, since this kind of decrease is slow, we have to use in practice a
geometric one and we loose the theoretical properties of global optimization.
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4 Results

4.1 Description

We present below a result obtained on a part of the DEM of the city of Amiens
(France). Here, small intersections are allowed, for 3D visualization reasons.

The proposed algorithm gives a list of buildings in a text file. Figure 7 shows
the result of the detection. A few comments can be made :

e there are some border effects : in the top left corner of Figure 7 a building
is irrelevant. This is due to the ground estimate, which is made with only
2 points, since other points of the upper side are out of the area. These
kind of phenomena can be regulated by imposing a minimum number of
points while estimating values like ground height.

e some small and low buildings are missed, because of the structure of the
data which is too smooth where buildings are low.

Figure 8 (top) shows the results of roof estimation and the ground truth (bot-
tom) provided by the French Mapping Institute (IGN). This ground truth is
precise since it has been built by hand using very high resolution aerial images.
As shown by Figure 8, some buildings are missing, and details of the shape
of buildings are missed, due to the rectangular silhouette model we have chosen.

Figure 9 shows the data and the result in 3D, and allows to see that mis-
takes are due to artifacts on the data.

4.2 Comments

The results presented here have been obtained in 40 minutes with a SUN-blade
2 (500 MHz, 250 MB). The data image size is 1060 by 1024.

As shown by the ground truth, the quality of the results obtained by the
proposed model is hard to improve. We should be able to deal with even
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Figure 7: Result on the DEM. (Top : Crude DEM, bottom : result of the
building extraction)
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Figure 8: Validation. Top : estimated roofs, bottom : ground truth manually
obtained by IGN.
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Figure 9: Visualization in 3 dimensions. Top : crude DEM, bottom :
DEM obtained by the proposed method.
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worst data, if we could optimize more complex energies. Tests have been done
(see [14]) with more complex prior models, using relations such as alignment
or orthogonality between buildings.

Results are not improved with a more complex prior model due to the op-
timization step. Simulated annealing looses its efficiency if the energy exhibits
too many local minimas. Designing a good prior model and estimating its pa-
rameters is then hard to achieve, since we cannot obtain optimal configurations.

Therefore, one way to improve the proposed technique is to work on a more
efficient optimization algorithm. This will allow to improve the model and use
more complex silhouettes and a bigger set of possible roofs. This will be done
in a near future.
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Conclusion and future work

Automatic construction of 3D maps of towns is a difficult problem since urban
areas can be very dense. Usual techniques to achieve this goal rely on radiomet-
ric information, and use very complex procedures involving a lot of parameters.

We have proposed in this report a new method to refine DEM.

This method actually gives an automatic way of extracting buildings from
a dense urban area by using a crude DEM as initial condition.

A first advantage comes from the kind of results given by the procedure .
Given a raster data, we obtain a vector which is useful for semantic interpre-
tation and compression goals.

Moreover this extraction is fast and efficient. It also provides robust esti-
mation of roofs.

The originality of this method can be appreciated as follows :

e First, the object oriented approach we have chosen gives an elegant way
of adding geometric constraints during the extraction.

e Second, the way of adding a prior knowledge as interactions between
buildings gives a nice framework to deal with poor quality data.

e Finally, since the data term is built using a projection of a proposed
silhouette on the data, it is easy either to change the kind of data used
in the energy term, or to add a complementary energy term using another
data.

However, this work can be improved by :
e testing the algorithm on more DEMs (optical, radar, laser etc...),
e improving the algorithm to be faster and to deal with larger areas,

e adding more complex models of buildings and roofs,
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e improving the optimization step in order to be able to add a more com-
plex prior. Encountered problems are related to the high number of local
minimas of energy which appear when we add a better a priori knowledge
in order to deal with cruder data.
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A  Annex : RIMCMC for point processes

A.1 General framework

Reversible Jump Monte Carlo sampling has been proposed by Green in [10].
He gives a general framework to ensure ergodic convergence of the generated
Markov chain to a desired distribution, in the case where the Markov chain
is living on an union of vectorial spaces of different dimensions. Below is pre-
sented a way to apply this result to our point process framework.

We assume we are working on a space C. In our case C = Nfgf that is the
set of locally finite configurations of points of S.

We want to simulate a measure 7m(.). In our case, this measure is defined
by a density h(.) against a Poisson process with law p(.) and a intensity mea-

sure v(.) = (Axg X Pas) (L)

We want to build a Markov chain (X;);en on C which is :
e aperiodic,
e irreducible,
e with stationary law =(.).

These conditions, as shown in [15], give ergodic convergence of (X;) to measure
7(.). We note K the transition kernel of the Markov chain.

Aperiodicity is easy to obtain, since it is sufficient to insure that K allows
to stay in a state with positive probability.

Irreducibility is given, in our case, by Geyer and Moller algorithm of birth
or death for point processes, if stability condition is verified. We obtain more
(see |7]) since Harris recurrence and geometric ergodicity follows from this con-

dition.

At this point, only the stationary distribution is missing. The work of Green [10]
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is involved here.

We consider a proposition kernel Q(.,.) on C x C made of a mixture of
kernels ¢,(.,.):

vxex Q) =3 pnX)m(x..) &
While in state x, proposition of a state y consists in :
e first, choosing a kernel ¢, with probability p,,(x),

e then, generating y with distribution g¢,,(x,.).

To be sure that the Markov chain is 7(.) invariant, it is sufficient to ensure
that :

Vm, w(dx)gm,(x,dx’) has a finite density f,,(x,x’) @)
with respect to a symmetric measure &, on C x C

And to define as Green’s ratio :
Rn(x,X') = T7———¢ (3)

If this condition is insured, then the Markov chain built by the following algo-
rithm is 7(.) invariant.
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Algorithm If state of the Markov chain at time t is X; = X,

1. Choose a kernel qn( ., . ) with probability
Pm(X).

2. Sample y according to the chosen kernel
Gm (X, )

3. Compute Green’s ratio R,,(x,y) and accep-

tance probability :

a =min(l, Ry(x,y))

4. e with probability o, accept the proposi-
tion : X111 =Y,
e with probability 1 — «, reject the propo-
sitton @ X1 =X

A.2 Heart of the sampler : birth or death

The birth or death sub-kernel is the most important one, since it ensures geo-
metric ergodicity of the Markov chain.

Here, we aim at showing that the condition (2) is verified and calculating
Green’s ratio. For the latter, we need to describe the density f,, of the "birth

or death’ sub-kernel.

We suppose that birth generates a point in S according to the probability

distribution :(—s)) and that death uniformly choose a point in the current con-
figuration. We first write this kernel as :
q = poQ + PaQu (4)
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with the two kernels of birth and death being :

Qu(x, A) = /ES LU S (5)

and .
=2 Ll \w) )

To verify condition (2), we first consider the following measure & , where A
and B are Borel sets of S.

£(Ax B) = //ueslA )1 5(x U ) (du)p(dx) + / %)Y 15(x \ u)u(dx)

ueEX
(7)
We first need to show that this measure is symmetric. This comes from the
fact that v(.) is the intensity measure of the Poisson process law pu(.). Let us
take A, = AN N/ where N/ is the subset of Ny made of configurations of n
points. Definition of a Poisson process gives (see [24] for details) :

e—V(S)

E(Ax Bur) = © /nzun(x)ml(x\u)u“(dx) (8a)
efu(S)

- / i, (o ) ({2 D) (dRD)
—U(S)

= o [ [ 0l b ) (50

— (Bt x Ay) (8d)

From equation (8), follows the symmetry of &.

Now, we need to show that £(dx, dx’) dominates 7(dx)Q(x, dx’) and to calcu-
late the Radon-Nikodym derivative.

It is useful to observe in equations (8) that the measure £(A, B) is null when

A is made of configurations that cannot be obtained by adding or removing a
point from any configuration of B.
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Hence, if a set A X B has a strictly positive 7(.)Q(.;.) measure, its £ measure
is also strictly positive.
Thus, we have two cases to consider :

1. if y = x U u, then expressions of 7 and @) give :

v(du)

7(dx)Q(x, dy) = h(x)u(dx)ps v(S)

And definition of £ (cf. equation (7)) gives :

§(dx, dy) = p(dx)v(du)

from which follows absolute continuity and Radon-Nikodym derivative

_h(x)
fxy) = Ps) 9)

2. The other case consists in considering : y =x \ u .

7(dx)Q(x, dy) = h(x),u(dX)pdﬁ

Measure £ gives :
§(dx, dy) = p(dx)

and the derivative :

h(x)
n(y)

f(x¥) =pa (10)

We may infer Green’s ratio from equations (9) and (10). This coefficient has
two different expressions, depending on how y is obtained (ie by adding or
removing a point in x) :

1. In case of a birth, y = x U u, and Green’s Ration is given by :

f(y,%) _ pah(y) v(S)
f(x,y)  poh(x)n(y)

where n(y) can be replaced by n(x) + 1.

R(x,y) =

(11)
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2. In case of a death, y = x \ u, and Green’s Ratio is given by :

f(y,x) _ o h(y) n(x)
f(x,y)  pah(x)v(S)

R(x,y) = (12)

This gives Green’s ratio for the birth or death sub kernel.

A.3 Other transformations

We consider a random variable Z living on ¥ C R* where ¥ is bounded.

We note Pz(.) the law of Z, and we suppose that this law has a density fz(.)
with respect to the Lebesgue’s measure Ag(.).

We then consider a function (:

(: Ux¥Y = U

(u,2) — w (13)

The first constraint on ( is that ((u,.) should be an injection for any w.

The sub-kernel used can be described as follows :
Denoting : x = {u1,...,Unx)},

1. Choose one of the u; with a discrete probability law p(x, u;).
2. Generate z using the distribution of Z.
3. Propose y = x \ u; U ((u;, Z).

From a mathematical point of view such a kernel can be written as :

Qx,4) =Y p(x,u) / La(x\ uwU((u, 2)) f2(2) A(dz) (14)

UEX ZEX

We consider a measure £ . For A and B in C,

z

£(Ax B) = /A 3 / Lo\ U G A d:)uld) (15)

uex
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We then impose symmetry to X and the following condition of parity to ( :
v = C(ua Z) U= C(Ua _Z) (16)

This condition makes & symmetric as required. We verify, using injectivity
of {(u,.), that 7(dx)Q(x,dy) is dominated by £ and that its Radon-Nikodym
derivative is given by :

f(%,y) = px(u)h(x) f2(2) (17)

if u = x\ (xNy), and if z is the unique parameter defined by x = y\uU((u, z).
We then can write the expression of Green’s Ratio, using the same notations

[y, x) _ py(v) hy) fz(=2)
fx,y)  px(u) h(x) fz(2)

This recalls the usual Hasting Metropolis update.

R(x,y) = (18)

Note that the possibility to choose one point in a configuration with a dis-
crete probability law that is not uniform could be extended to birth or death
updates.

A.3.1 Translation
We consider ¢ given by :
— v = l (19)

C(52) 1u=

If ((u;, 2z) € S, we can either reject the proposition, or view S like a torus.
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A.3.2 Rotation

For this transformation, we use : z =0 € ¥ = [—dy; +dy] CR and ( :

X
Y
z (20)
L
0 + dg

C(52) ru=

— v

D N~

A.3.3 Dilations

We use four kinds of dilations. We give an example below made of two of them
(o and (7). These two are modifying the length of a rectangle while the two
others dilations related to the width.

Let £ € {0,1}, 2 = 2, € ¥ = [—61;+0,] and define (; as :

X + z,cos(0 + k x )
Y + zpsin(0 + k x )

C(2) tu= (21)

D=~

l
L+ZL
0

If v & S, we reject the proposition.
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