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Abstract: A modification of the Matching Pursuit algorithm is presented which allows the recovery
of a vector-valued signal from partial data (a relaxed version of the algorithm is also introduced,
and shown to converge). The new algorithm is illustrated by its application to the analysis of a

vecto-cardiogram signal.
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Un algorithme de Matching Pursuit vectoriel et une
application a ’analyse de signaux vecto-cardiographiques

Résumé : Nous présentons une modification de D'algorithme de matching pursuit permettant la
reconstruction d’un signal vectoriel (une version relaxée de cet algorithme est également introduite et
il est prouvé qu’elle converge). Ce nouvel algorithme est illustré par une application & l’analyse d’un

signal vecto-cardiographique.

Mots-clé : algorithme de matching pursuit vectoriel, algorithme de matching pursuit relaxé, signal

vectoriel, signal vecto-cardiographique
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1 Introduction

The Matching Pursuit algorithm [10, 7, 12, 5] is an algorithm that has been used in such settings as
signal and image processing when one has large amounts of information available from which one must
select the most important features. This enables one to obtain a more easily-analysed approximation
to the given data. Versions of this algorithm have also been used in medical contexts for the analysis
of breathing rhythms [1] and brain patterns [8].

In this paper we present two refinements of the algorithm. One is a relazed version which in
some situations leads to faster convergence. The other refinement allows us to handle vector-valued
data, and this is illustrated by an application to the analysis of vecto-cardiogram (VCG) data. Other
techniques have been applied to the analysis of scalar-valued (ECG) data, and we mention the papers
[2, 4, 6] for general background information.

In Section 2 we present the mathematical basis of the modified Matching Pursuit algorithm, and
in Section 3 we see how this can be applied to signal processing. Section 4 contains the numerical
example, illustrating the technique and highlighting the use of vectorial data (compared with the
standard scalar data) in the analysis of cardiac frequency.

2 The Matching Pursuit Algorithm

2.1 The basic algorithm

The standard Matching Pursuit algorithm, as given in [10, 5], allows one to construct approximations
to an element of a Hilbert space H using vectors from a fixed set. In the notation of [12, Sec. 5.2], we
are supplied with a dictionary of normalized vectors, {gy, € H : @ € A} and an element f of H. For
computational purposes, A is normally finite, but this is not theoretically necessary. We fix v with
0 <~y <1 andset fo = f. For each n > 0 we inductively choose a,, € A such that

[{fns 9an)| 2 v sUD [(fn, 9a)l, (1)
a€A

and we set
fn:<fnagan)gan + fat1 = hn + foy, (2)

say. Then it is the case that hg + h1 + ... converges in norm to the orthogonal projection of f onto
the closed linear span of the dictionary elements.

Note that, if the dictionary is an orthonormal basis, then the expansion produced by the Mat-
ching Pursuit algorithm is a standard orthonormal expansion, in (approximately) decreasing order of
coefficients.

2.2 A relaxed algorithm

We may modify the Matching Pursuit algorithm, by replacing the iteration (2) by

fn= /\(fnagan)gan + fat1 = hn + foy1, (3)

where A is chosen to lie between 0 and 2. One can also make A depend on n, provided that the

sequence of values does not accumulate near 0 or 2, but we shall treat only the simpler case. This idea
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is well-known in Numerical Analysis under the name of relazation (see, for example, [3]). Although
this modified algorithm is definitely suboptimal if the dictionary vectors are orthonormal, it can lead
to faster convergence in some other circumstances, for example for the slowly converging example
H=R, f=1(0,1), A={1,2}, g1 = (1,0), go = (cosé,siné), with § > 0 (small), given in [7]. Some
computational experience suggests that a value of A of about 1.2 can be quite effective.

Theorem 2.1 In the relazed Matching Pursuit algorithm given by the iteration (3) the sequence (f,)

converges in norm to the orthogonal projection of f onto the closed linear span of the dictionary.

Proof. This is a fairly straightforward modification of the proof for the case A = 1 given in [10]; we
are using the same notation as in [12]. First, it is easy to see that we may assume without loss of
generality that the closed linear span of the dictionary is the whole of H, since vectors orthogonal to

the dictionary play no part in the algorithm. Next, we have

Jrr1r = fo = Mfns 9an ) 9an s (4)
so that

||fn||2 - 2)‘|<fn>9a">|2 + )\2|(fn,ga")|2
1fnll? + (A2 = 2X)[(fns gau)* < I Fall?, (5)

since 0 < A < 2. Let m > n and write f,, = fn — ,T:_nl hy, so that

||fn_fm”2 = (fa = fms fn) = {fa = fms fm)
= <fmfn)_<fmafn_fm+fm>_(fn_fmafm)
||fn”2 - ”fm“2 - 2Re<fm;fn - fm)

1 fnall?

m—1
= N fall® = 1 mll* = 2Re(frm, D hi)- (6)
k=n
Now B .
fm) Z (Fis 9o ) {Gous fmd] < Z 2l 1 1/ (A)- (7)
Also o .
I1kl* = A*[{fr gau) | = 2/\ 32 (el = a1, (8)
by (5), and hence C? := 312, ||hx||* < co. Hence, for each € > 0, it is the case that
|hmll < €/vm (9)

for infinitely many m. Now, by the Cauchy—Schwarz inequality,

m—1 m—1 1/2
>l < vm=n (Z ||hk||2> < Cym, (10)

k=n k=n

for all m > n. Finally

”fn - fm”2 < H.fn”2 - ||fm||2 + 2(0\/5)(6/\/7%)/(’\’7)7 (11)

for infinitely many m and all n < m, by (6), (7), (10) and (9), which implies that (fy) is a Cauchy se-
quence. We now observe that (f,), being a bounded sequence, has a subsequence which tends weakly

to a limit, necessarily zero, and hence the norm limit of (f,) is also zero.
O
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2.3 A vectorial version

The Matching Pursuit algorithm, in either its traditional or relaxed form, can also be applied in the
situation when the given data is vector-valued. We shall now give a rather abstract formulation of
the vectorial algorithm: in Section 3.2 we shall describe how this works in a more concrete situation.

Suppose that we are given a collection of bounded linear operators {T, : H — K, : a € A},
where each K, is a Hilbert space. The vectorial algorithm uses the dictionary

{TXk: ke Ky, |Tikl| =1, a € A}. (12)
Hence we select at each stage an o, € A and k,, € K,, such that ||T} k|| =1 and the quantity

(fn:T;nkn) = (Tanfnakn) (13)

is large. We then define
fn+1 = fn - /\<Ta" fn: kn>T;n kn, (14)

starting the iteration with fo = f.
The computations become simpler when ||Txk|| is a constant multiple of ||k||, independently of «
and the choice of k € K,. In that case, we select a,, € A such that ||T,, fr|| is large, and take

kn = Tanfn/“Tz:nTanfn“- (15)
Now
fn+1 = fn - A(fna T;nkn)T;nkn
= fo = MTan fal*T5, Tan fa/ I T2 Tee ful1*. (16)

We again obtain norm convergence onto the projection of f onto the closed linear span of the dictionary

vectors.

3 Application to Paley—Wiener signals

3.1 The scalar case

We work with the Paley—Wiener space PW (b) of band-limited signals. This consists of all functions

having a representation
IR L
10 =5 [ fe)eas, a7)

where b > 0 is the bandwidth, and f € Ly[—b,b]. f is the Fourier transform of f. Normally we prefer
to work with real-valued signals, in which case we insist also that our functions satisfy f(z) = f(—z).
The space PW (b) is a closed subspace of Ly(R), and hence a Hilbert space. A key role is played here

by the sinc function, defined by

it
sinct = { S%l_ ift #0, (18)
1 ift=0.

In particular the Whittaker-Kotel’'nikov—Shannon sampling series or cardinal series [9, 12] allows us
to recover any f € PW(b) from regularly-spaced samples, by the formula

f@) = Z f(nm/e)sinc(ct — nr), (19)

n=—0oo
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converging uniformly and in Ly norm, for any ¢ > b. Indeed the sequence of functions (\/g sinc(bt — mr))
nEL
forms an orthonormal basis for PW (b); the Fourier transforms of these functions are equal to %e”””/ b

for z € [-b, b] and to zero otherwise, and (19) can be derived by expansion in terms of this orthonormal

basis.

We take as our dictionary the functions

ga(t) = \/gsinc b(t — a), (20)

where a ranges over the set of sampling points. These functions are normalized, and will even be
orthonormal if we make the choice a,, = n7/b, although this is not necessary for what follows.
Implementation of the matching pursuit algorithm is now extremely easy, because of the standard

fact [12] that the sinc function acts as a reproducing kernel, namely
(f,ks) = f(s),  for f e PW(b), (21)

where ky(t) = %sinc b(t — s), for s, t € R. Hence, given f,, we obtain f,+1 by choosing a = «;, to

maximize |fn(a)| over « in the set of sampling points, and writing
41 = fn — Afn(ay) sineb(t — ay). (22)

In the case A = 1 this means that we subtract the multiple of sinc b(t — a,) which ensures that fn41
has a zero at «,.

Our decomposition becomes

N

ft)= A Z frn(om)sincb(t — ay), (23)

n=0
which is a good approximation in the norm of PW(b); in particular, taking Fourier transforms, we
have

N
f(z) ~ A% Z fn(an) exp(—ia,x), for |z| < b, (24)

n=0
which is a good approximation in the norm of Ls[—b, b].
The advantage of this procedure is that we can obtain good estimates of f and f , even using a
small amount of data (e.g. thirty values per second in the VCG example which follows).

3.2 The vector-valued case

In section 2.3 we showed how to apply the Matching Pursuit algorithm in the situation when we have
vector-valued data. We now specify to a particular case, when the process is somewhat more intuitive
to describe. In the analysis of VCG data we may wish to work with a more general vectorial version
of the Paley—Wiener space, which can be written as PW (b,RY), for some N > 1: in our case the
value N = 3 is appropriate. This space consists of vector-valued functions f : R — RY given by

b
10 = 5= [ faeas, (25)

where b > 0 is the bandwidth, and f € Ly([—b,b], CV), satisfying f(z) = f(—=) in order that f should
be real-valued.

INRIA
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The inner product is now given by
()= [ f0)-g(0)a. (26)

where (u,v) — u - v is the usual inner product on RV .

We now take as our dictionary the infinite set of all functions g, ® v, defined by
(9o ® 0)(t) = ga(tlv  forteR, (27)

where « is a sampling point, v a unit vector in R, and the scalar-valued function g, as given in (20).
At first sight, implementing the matching pursuit algorithm looks like an intractable numerical
problem, since the dictionary is always infinite if N > 1, but we note that using (21)

|(f,ga®v)|=\/§|f(a)'v|, (28)

so that to maximize |(f, go ® v)| over all & and v is equivalent to the simpler problem of maximizing
||/ (a)|| over all the sampling points a and taking v = f(a)/||f(a)]|.
The iterative step of the algorithm thus reads

fn+1(t) = fn(t) - ’\<f7 9o, ® Un)Qa" (t)fn(an)/“fn(an)“
fn(t) - ’\fn(an) sinc b(t - an): (29)

where now f,(t) and f,41(t) are vectors in RV for each t. Since the algorithm is still a special case
of the (relaxed) matching pursuit algorithm, the convergence follows from Theorem 2.1.

4 Analysis of VCG data

We begin with some background on electrocardiography before applying the matching pursuit algo-
rithm to the medical data.

Without going into details, let us just recall that an electrical activity results from heart excita-
tion. While this excitation front progresses through the cardiac muscle, electric potentials of different
modulus and directions are created. The equivalent dipole of the heart’s electrical activity (see [11])
is the sum vector of these potentials. It varies in length and direction during the excitation cycle, des-
cribing a curve in R® (the VCG) which might be identified by placing several electrodes on patients at
appropriate points in the body. In fact, placing four electrodes will allow one to obtain three signals,
which can be considered as being the orthogonal projections of the VCG if the electrodes are suitably
placed.

In usual clinical studies, only two electrodes are placed to obtain a single ECG. The analysis of
cardiac frequency is actually done from this ECG by identifying the most important peaks of the
signal (arising at each heart beat) and constructing the so-called RR interval. The cardiac period is
calculated as the mean of the intervals between two peaks.

Obviously, an analysis of the 3D signal should give more information. In particular, compared
to a 1D analysis, it should allow an easier detection of small peaks and a better estimation of some
inter-peak durations.
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To illustrate the method, we work with 1500 data points, each comprising 3 coordinates, which
were kindly provided by Dr. Laurence Mangin; these represent 3 seconds’ VCG measurements sampled
500 times per second.

Approzimation of a signal and its spectrum

It was found convenient to subtract a constant from the data, to give it mean value zero, in
order to avoid the behaviour of f being dominated by its DC value (the value at 0), but this is
not essential. Also the Gram—Schmidt process was used to pre-process the data and make the three
channels orthonormal.

Figure 1 represents a one beat VCG and a scalar projection : we can see that the VCG has three
main loops with diameters PQ, RS, TU corresponding after projection to the usual peaks of the ECG
(Px, Qx,Rx, Sx, Tx, Ux). For example, it may be easier to detect P, @} in the VCG than in the
ECG allowing easier estimation of the duration of the QT interval (ventricular repolarization).

Figure 2 shows a plot of the full data for the 3 coordinates, and Figure 3 shows a three-dimensional
plot of the data.

Figure 4 shows a plot of the full frequency spectrum of the signal (strictly speaking, the pointwise
norm of the Fourier transform, which is also vector-valued). This was determined by taking a band-
width of b = 5007 and interpolating with the standard cardinal series. Figure 5 shows an enlargement
of the low-frequency portion of the spectrum.

Taking a bandwidth of b = 200 and A = 1 (respectively A = 0.8), the approximation produced
by 100 iterations of the vectorial (respectively vectorial relaxed) Matching Pursuit algorithm gives a
relative vectorial La-error norm equal to 0.009 (respectively 0.003) as the approximation produced
using the scalar spline algorithm (available in scilab or matlab) on each coordinate on 100 equidistant
points among the full data gives a relative error equal to 0.061. Note that if we approximate each
coordinate by 100 iterations of the scalar relaxed matching pursuit algorithm with A = 0.8, the
vectorial Ly error norm is equal to 0.007 showing then that the vectorial algorithm can improve
approximation.

Figure 6-9 are based on the approximation produced by the vectorial relaxed Matching Pursuit
algorithm with A = 0.8 : Figure 6 shows a plot of the vectorial approximation with A = 0.8 and Figure
7 shows a three-dimensional plot. Figure 8 shows a plot of the approximated spectrum, and Figure 9
shows a plot of the approximated low-frequency spectrum.

Figure 10 gives the approximation obtained via the scalar spline algorithm.
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