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Analyses multifractales: des “boites” au formalisme
centré.

Résumé : Les physiciens utilisent les boites d’une grille fine pour estimer la dimension d’un
ensemble, et plus généralement le spectre multifractal d’une mesure. Les structures dépen-
dant d’une grille apparaissent également naturellement dans certains systémes dynamiques
et certains processus multiplicatifs. D’autre part, en théorie géométrique de la mesure, on
préfére calculer un spectre multifractal défini sans avoir recours & une grille. C’est ce qui a
amené Olsen & développer un formalisme multifractal centré.

Ce travail donne des conditions suffisantes sur une mesure pour que la validité du forma-
lisme pour une grille entraine celle du formalisme centré. On obtient notamment la validité
du formalisme d’Olsen pour les mesures quasi-Bernoulli et les mesures statistiquement auto-
similaires associées & une grille c-adique.

Mots-clés : Dimension de Hausdorff, Dimension de Packing, Formalisme multifractal
pour les mesures, Mesures statistiquement auto-similaires.
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4 Barral € Ben Nasr & Peyriére

1 Introduction

The multifractal analysis of a measure p aims at relating the dimension of the level sets of
the pointwise Holder exponent of p to the Legendre transform of some kind of entropy or
free energy function, a problem initially raised and studied for physical motivations ([19, 17,
18, 25, 26]).

To define these pointwise Holder exponents one has two alternatives: to define a(x) as
log u(B(z,T))

when r goes to 0, or the ratio
logr

the limit, when it exists, of either the ratio

log 4(Qn(2))

log diam(Qn(z))
at z and Q,(z) stands for the c-adic box of size ¢~™ which contains z). Of course the
partition function is defined in terms of covers or packings by balls in the former case, by
boxes in the latter case. It is usual to observe connections between these two approaches
when pu possesses self-similarity properties and p is supported by a regular enough Cantor
set ([4, 9, 13, 34, 15, 16, 31, 1]). But there is no a priori reason why these two approaches
should be connected in full generality. In this work, we give a condition ensuring that if a
measure obeys the “box formalism”, then it also obeys the other one. Our results apply on
two families of measures supported by the full c-adic grid of [0, 1], namely the quasi-Bernoulli
measures and the Mandelbrot measures.

The so called “box formalism” is better explained in the abstract setting of trees. This
is the matter of the next section.

In Section 3, the Olsen multifractal formalism is recalled for the reader’s convenience.
The main comparison theorem is stated and proven in Section 4. This is explained in the
one dimensional case, for the sake of simplicity, but at the end of this section it is said how
to deal with higher dimensions. Section 5 deals with quasi-Bernoulli measures, and Section 6
with the Mandelbrot multiplicative measures.

when n goes to +o0o (where B(x,r) stands for the ball of radius r centered

2 Box analysis

2.1 Trees and weighted trees

Let T be a locally finite rooted tree. If w is a node, we denote by F(w) the set of nodes
which immediately follow w. Let T, denote the set of nodes whose geodesic distance from
the root equals n. There is a natural topology on the set 0T of geodesics stemming from
the root which makes of T a metrizable totally disconnected compact space.

We identify a node of T with the set of geodesics going through it and the root. These sets
are open and closed and they are the balls of an ultrametric distance defining the topology.
A Borel measure on T can be identified with a function p from the nodes of T to [0, +00)

INRIA



Comparing multifractal formalisms 5

subject to the condition

u(v) = Z pww) forall veT.

weF(v)

From now on, we are given a continuous probability measure £ on 9T whose support is
the whole 07.
If p is a measure on 0T, one defines

Chat) =Y uw)E(w), (1)

wWETn

where the star means that the terms for which p(w) = 0 are removed from the sum —a
convention valid throughout this article—, and

7u(g) = sup{t € R | limsup C¥ (¢, t) = +oo}.
n—oe

Since CF is a log-convex function, the function 7, is easily seen to be convex and non-
increasing.
On the other hand, for any « € R, one considers the set

1
E,=<z€0T| lim M:a

(w) =0 log &(w)

Let dim, be the Hausdorff dimension defined by using {(w) instead of the diameter of w
(see [8]).
Then it is known (for instance, see [11]) that, for each ¢ for which 7),(¢) exists, one has

dime E_/ () < 7 (=7,(2));

where 7; is the Legendre transform of 7,,, i.e. 7;(t) = inf er gt +7,(g). Indeed, the stronger
inequality [11]

Dim¢ E ;1 (g) < 7, (=7,(0)),

where Dim, stands for the packing dimension (defined in [36]), is almost an instance of
the Chernoff formula [12]. Of course, if these inequalities lead to negative dimensions, this
means that the corresponding set is empty.

The formula
dimg E_r, (q) = 7, (-7,(q)) (2)
is shown [11] to hold if there exists a measure u,, called a Gibbs measure, such that there
exits C' > 0 such that, for all w € T,

) 1EW) ™D < pg(w) < Cpa(w)?(w) ™ 3)

RR n° 4562



6 Barral € Ben Nasr & Peyriére

Indeed, the equality (2) appeared, in a non rigourous mathematical form, in [18] and was
proven to hold for some examples [9, 13].

It is noticed in [33] that these results still hold when the fonction Cj, above is defined
as the supremum of the corresponding sums on the sections of T which lie below level n (in
other terms, one considers packings of 8T by ultrametric balls). Let us call the corresponding
separator function ¢ instead of 7.

Indeed, as shown in [5], only the right hand side inequality in (3) is needed. Since
this is reminiscent of the Frostman lemma, it was natural to consider generalized Hausdorff
measures: for ¢ and ¢ in R, and A C 87, define

HIM(A) = %i{r(l)inf{Z p(w;)€(w;) |w; €T, AC ij, £(wj) <6}

Lemma 1 ([5]). If a compact set A is such that H%'(A) > 0, then it carries a probability
measure v satisfying v(w) < Cu(w)1é(w)t for all w.

This lemma implies the following theorem.

Theorem 1 ([5]). Suppose that ¢),(q) exists and that I]{Z’“D“(q) (supp ) > 0. Then one has
dimg E_ o (q) = ¢}, (=9, (9))-

2.2 Homogeneous trees

In this section, we suppose that the tree T is homogeneous of order ¢ and that ¢ is uniformly
distributed. In this context, it is more convenient to see T as the free monoid on a c-letter
alphabet A.

So, let A* = |J,,5q A" be the free monoid consisting of words on A endowed with the
concatenation. The operation of concatenation will be simply denoted by juxtaposition,
and by a dot, when this is necessary for a better understanding. The empty word e is the
identity element. The length of a word w is denoted by |w|. If a word v is a prefix of the
word w, we write v < w. This defines an order on A*. Endowed with this order, A is a tree
the root of which is e. If v and w are words, v A w stands for their largest common prefix.
The quantity d(v,w) = ¢~1* | defines an ultrametric distance on A*.

The completion A* of (A*,d) is a compact space which is the disjoint union of A* and
OA*. The elements of QA* can be viewed as the infinite sequences of elements of A. The
notion of prefix extends in a natural way to elements of O.A*.

We identify w € A* with the cylinder {z € 0A* | w < z}, so a Borel measure p on 0A*
is a mapping from A* to Rt fulfilling the following compatibility condition

wlw) = Z w(wa) for all w e A*.
a€A

At last, the measure ¢ is so defined: é(w) = ¢ ¥,

INRIA
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In this setting, the 7, function can be defined as follows.

Tu(q) = limsup — logC Z* w(w)?,

n—-+4o00 wWEAR

where ¢ is a real number and the star means, as already said, that the summation runs
only on the w having a non-zero measure. This function 7, is convex and non-increasing as
observed previously.

3 A centered multifractal formalism

Let (X, d) be a metric space and p a positive atomless Borel measure on X. The support
of y is denoted by supp .

According to Olsen [32], we define several measures and premeasures indexed by a cou-
ple (g,t) of real numbers. If E is a subset of X and ¢ is a positive real number, we set

_ t
fP = sup E a:],r] rj,

this supremum being taken over the collections {B (xj,7;)} of mutually disjoint balls whose
centers x; belong to E and whose radii r; are less than J. The star means that we omit in
the summation the terms which are obviously infinite (i.e. zero raised to a negative power).
As previously said, this convention holds throughout this paper. Of course, as long as the
measure u has no punctual masses, it does not matter that balls be open or closed. In the
sequel, we deal with such measures and, it will be convenient for our reasonings to consider
only closed balls.

We consider the limit iy

Py (B) = lim P15 (B).

The function TZ’t is called packing pre-measure. It lacks o-subadditivity to be a Caratheo-

dory outer measure. This is why one considers the following quantity

PLt(E) = inf (B,

# ECUE;

which, as a function of E, is an outer measure. (This is the same process as for defining
packing measures, which where introduced in [36].)
In a similar way, one defines Hausdorff-like measures.

t
= inf E :1:],7“] rj,

this infimum being taken over the coverings {B(z;,7;)} of E by balls whose centers z;
belong to £ and whose radii r; are less than J, and consider the limit

et — ard:t
T, (B) = lim 56,5(E).

RR n° 4562



8 Barral € Ben Nasr & Peyriére

In order to deal with an outer measure, one defines

_q7t
HIYE) = sup K, (F).
FCE
These last measures are the multifractal counterparts of the centered Haudorff measures
introduced in [35].

For a fixed ¢, if, for some t one has TZ’t(supp 1) < oo, then, for all ¢ > ¢, one has

§Z’t (suppp) = 0. Therefore, there exists a unique A,(q) € R such that ?Z’t(supp 1) is
infinite if ¢ < A,(g) and zero if ¢ > A,(q).

In a similar way, two functions B,, and b,, are associated respectively to P%* and J4*.

All these three functions are non-increasing; A, and B,, are convex. It is also clear that
by < B, <A,.

If @ and B are two real numbers such that o < 3, one considers the following sets

og u(B(z,r)) < limsup log u(B(z,r))

1
X = < liminf < .
u(a B) {:17 ja< “Tn\%l logr ™0 logr - B}

Instead of X, (, ), we shall simply write X, ().

If the derivative of B,, exists at point g, it is known [32] that the following inequalities
hold, with the convention that a set of negative dimension! is empty,

b, (—B,.(2))
B (B, (1), (4)

where, as previously, the star as an exponent denotes the Legendre transform —i.e. f*(a) =
inf,er ag+ f(¢)— and where dim and Dim stand for the Hausdorff and packing dimensions.

dim X, (_BL (@)

<
Dim X, (—BL (q)) <

Definition. If B, (q) exists and if all the quantities in (4) are equal, one says that the
measure g obeys the multifractal formalism at point q.

Before recalling the following theorem [6], we need another definition.

Definition. A metric space (X, d) is said to have the Besicovitch covering property if there
exists a positive integer § such that, given any collection {B(z;,7;)};o; of balls, one can
extract from it S packings which altogether cover the set {z;}icr.

Any euclidean space has this property, as well as, of course, any ultrametric space.

Theorem 2. If (X,d) has the Besicovitch covering property, if o = —B, (q) ezists, and if
S{Z’B"(q) (supp ) > 0, then

dim X, (a) = Dim X,(a) = Bj(a) and b,(q) = Bu(q)-

1For a further interpretation of negative dimensions, see [26, 27].

INRIA
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4 Comparing multifractal analyses

4.1 Stating the problem
Lemma 2. Let p be a non-zero positive measure on OA*. Then one has 7, = A,.

Proof. We begin by noticing that, if ¢ > 7,(g), one has

*

Zweﬂ* pw)? et < oo (5)

It results that, if t > 7,(q), ?Z’t(supp ) is finite, and therefore ¢ > A,(g). This proves
A, < 7,. The converse inequality is obvious.

The equality asserted in this lemma is similar to the equivalence of two different defini-
tions of the quantity called A(E) in [36].

The map v

There is a natural map from dA* onto R: let us take A = {0,1,2,...,c—1} and consider the
map ~ which sends the element x = ajas ---ay --- on the number En>1 anc~ ™. This map
sends cylinders onto c-adic intervals, and when a measure g on OA* has no point masses, it
is equivalent in many problems to consider it or its image v = 7, (u) under +.

This rises the natural question of deciding when the multifractal analysis of v (in (R, | |))
and p (in (0A*,d)) are linked. Indeed, there are no reasons (even when v is doubling) why
B, and B,, for instance, should coincide. There are no reasons either that X, (a, ) should
be the image of X, (a, #) under . Nevertheless, one has the following fact.

Lemma 3. One has A, < 7.

Proof. Consider first the case ¢ < 0. Let {B(z;,7;)} be a centered packing of suppv, and
t > 7,(g). Each B(z;,r;) contains a c-adic interval I such that z; € I;, |I;| > r;/c (where
|I;| stands for the length of I;), and v(I;) > 0 (do not forget that z; € suppv). Therefore

ZV(B(xj,Tj))qT§ < Ct+ZV(Ij)q|Ij|t

< t+ q —tw|
< ¢ Zwem ww) e < 400,
where T = max{t,0}. This yields P%!(supp v) < co. Consequently A,(g) < 7,(q).
Now, consider the case ¢ > 0. Let {B(z;,r;)} be a centered packing of suppv, and

t > 7,(q). Each B(z;,r;) is covered by at most ¢ + 1 c-adic intervals Ij1,l;2,..., I, of
non-zero v-measure and of common length ! satisfying I < 2r; < cl. One has

kj
_1\t+
V(B(.Z’j,?j))q Sk‘gq 1) ZV(Ij,k)q
k=1

RR n° 4562



10 Barral € Ben Nasr & Peyriére

and 7} < 274" |I|. Observe also that a c-adic interval can appear at most twice as an I,
since {B(xz;,r;)} is a packing. Therefore

ZV(B(xj,rj))qrj-

< 27+ 1)(‘1*1)+CtJr Z

*

g W) ¢t < foo.

This proves again that A, (g) < 7,(q).

In the next section, we give a conditions which ensure that the multifractal analysis of
p and v are equivalent. In the subsequent sections, we analyse some examples.

4.2 The comparison theorems

As recalled in Lemma 1 the inequality H%!(supp u) > 0 (where p is a measure on dA*) is
equivalent to the existence of a measure p, ¢ with the property that, for a suitable C' > 0,
one has p,(B) < Cu(B)1|BJ, for any ball B of radius |B| small enough. It is convenient
to set the following definition.

Definition. Let u be a measure on a metric space X and ¢ and ¢t be two real numbers. A
non-zero measure y' having the property that there exists two positive numbers C' and 75
such that, for all € suppu and r» < 7, one has p' (B(a:,r)) < Cu(B(:L‘,T))th is called a

Frostman measure for u at (g,t).

From now on we stick to the convention that u (with or without subscript) is a measure
on OA* and that v (with or without subscript) stands for the corresponding image measure
under 7.

As, via v, the elements of A™ correspond to the c-adic intervals of length ¢~" contained
in [0, 1], one can assign to each w € A™ a number 2(w) so as to have y(w) = [s(w) ¢~ ™, (s(w)+
1) ¢ ™). Finally, if the words v and w have the same length, we set d(v,w) = |1(v) — 2(w)|.

If v = .(u) has no masses at the endpoints of y(w), then v(y(w)) = p(w). But, one
always has v(w) <> pear w(v).

§(v,w)<1

From now on, in this section, we deal with an atomless measure p on dA* and its image v

under 7.

Lemma 4. Let g € R andn > 0 be two numbers. Assume there exists a Frostman measure {1,
for p at (q,7,(q)). Let vy = v«(uq) stand for the image of u, under y. Then we have the
following facts.

INRIA



Comparing multifractal formalisms 11

1. When q <0, if c(™t) < 2r < ¢ ", one has

/suppu [ (Bn) " vy (Bla,n)]" diy(@) <

C —(+m)7u(a) Z* p(0) Dy () =19,

v,weA™
6(v,w)<3

2. When q¢ >0, ifc™ <r < c'™", one has

/supp,, [V(B(x,r))_q vy (B(z, (1 + %)r))]q7 dv,(z) <

O c—(1+m7u(a) Z* ()M () =9,

v, wEA™
§(v,w)<4c+2

In both cases the constant C' depends only on q, 1, and c.

Proof. We begin by assuming ¢ < 0. By the Besicovitch covering lemma, we extract from
the collection {B(z,7)}zesuppy Of balls § (a universal constant) packings which altogether

cover supp v.
One has

/ [1/ (B(z,7))
B(a,r)Nsupp v

vy (B(z, r))]n dvy(z) <

v(B(a,2r)) "y, (B(a,2r)) n,

The interval B(a,2r) is contained in at most two c-adic consecutive intervals I; and
maybe I> of common length [ such that /¢ < 2r < 1. We add to this collection of one or two
intervals the two c-adic intervals of the same length which are contiguous. We keep only the
ones having a non-zero v-measure. Then we have intervals Ji, Jo, J3, and maybe Jy such
that, if I is any of the intervals I; or I», v,(I) is majorized by the sum ) p,(J;). We had
to adjunct the right and left intervals to cope with the case where v, has masses at some
c-adic points. In these conditions, we have

I/(B(a’ zr))_”q,/q (B(a, 27«))1+n <0 (Z I/(Jj)_q") (Z Vq(Jj)lJ'_n)
<C (Z V(Jj)‘q"> (Z v(J;)(Hma |Jj|(1+n)m(q)>

S 02 cfn(l-l-W)Tn((I) Z V(Ji)*QW V(Jj)(l_'_")q,

RR n° 4562



12 Barral € Ben Nasr & Peyriére

where the constants C; and Cy depend only on ¢, ¢, and 7.

Now, consider the case ¢ > 0. For every z € supp v, B(z,r) contains at least one c-adic
interval I, of length ¢~ such that u(I,) >0and ¢ <71 <! ™.

Fix a € supp(u) and consider the set of closed c-adic intervals of length ¢~ ™ the interior
of which intersect B(a, (2 + 1)r), and, as previously, add to them two intervals of the same
generation, one on the right, the other on the left. The number of elements of the set S of
these intervals is bounded by 4¢ + 3. Therefore

/B() [”(B(“)) v (Blo, " ))]ndw)

<[ (a’rmppy[V—Q(Iw)vq(B@r, )] i

: lz U_q(I)] ~/B(a,r)ﬂsuppu v (B(:E, = _}—01)7.))77 vy

IeS

< lz v=i(I)
Ies
Z 1/“”’([)]

IeS

v (B(a @2+ 1))

<C

Z Vq(I)H_"] .

IeS

The proof ends as previously.

Definition (NBC). A measure p on OA* is said to satisfy the Neighboring Boxes Condition
(NBC) for ¢ € R if, for all € > 0, there exists 7 > 0 such that

Z ¢ MTu(@)+en) Z p(v) " p(w)HMN < oo, (6)
n>0 v,wEA™
§(v,w)<c’

where ¢/ =3 if ¢ < 0, ¢/ = 4¢ + 2 otherwise.

Lemma 5. Let ¢ € R Assume there exists a Frostman measure py for p at (g,7,(q)) and
that p fulfills the NBC for q. Then, we have b,(q) = 7,(q).

Also, there exists a constant C > 0 such that, for any € > 0, for vg4-almost every x, and
for r small enough, v,(B(z,r)) < Cv(B(z, r))q rru(0)—e,

Proof. First consider the case ¢ < 0. Set

INRIA



Comparing multifractal formalisms 13

For any € > 0, we have

ZF(C*") cru(a)—e) < ¢ Z ¢ ™MTu(@)+ne) Z p(v) 7 p(w) M
n>0 n>0 v,weA™
§(v,w)<c'

due Lemma 4. The right hand side quantity is finite for a suitable choice of 7, because of
the NBC.
As a consequence of the Borel-Cantelli lemma, for v,-almost every z, one has

ve(B(z,c™™)) < v(B(z,c™")) 7 —n(rulg)—e)
for n large enough. Consequently for v,-almost every z, one has

ve(B(z,7)) < Cv(B(a,r)) rm(@=

for r small enough.
Similarly, when ¢ > 0, for v,-almost every z, one has

ve(B(z, st ™)) < Cv(B(z, k™))% k(@) —)
for n large enough, where kK = 1+ 1/c. This implies that, for v,-almost every , one has
ve(B(z,r)) < Cv(B(z,r)) " rn@-<

for r small enough.

Tu(q) _5(

It results from these estimates that H7’ suppv) > 0, and therefore b, (q) > 7,(q).

Lemma 6. Under the same assumptions as in Lemma 5, one has
vy (R\ X, (=Bl (g+),~Bi(a-))) = 0.
Proof. Due to Lemmas 3 and 5, B, (q) = 7,(¢q). Take o < —B,,(g+) and set
E, ={z €esuppv | v(B(z,r)) >r* for r <1/n}.

Choose € > 0 and t > 0 such that 7,(q) — ¢ — at > B,(¢ +t). This can be done for
positive, but arbitrarily small, e. Once € is chosen, consider the following sets

Gm = {:c € suppv | vy (B(z, 7)) < Cv(B(z,r)) @D~ for r < l/m},
where C'is the constant in Lemma 5. Due to this lemma, |J,,~,; G has full v,-measure.

Let F be a subset of E,. For any § < min(1/n,1/m), consider a centered #-cover
{B(xj,r;)} of F NGy, which splits in § packings.

RR n° 4562



14 Barral € Ben Nasr & Peyriére

We have, if v; stands for the outer measure associated with v,

v (FNGp) < Z o(B(zj,r5) <C’Z (zj,75)) qr;“(Q)fg
< O w(Blagr)" T (B, ) T g
< CZ (z; r] q+t pru(0)—e—at
= b Vi
S ﬂC Tq—f—t ,Tu(g)—e—at (F)

=q+¢,7.(q)—e— at(

This means that v; (F) < C?P, F), and

vg(En) < PLFtmela)—e=at(g ) < prtrula)—e=at (supp 1),

But this last quantity equals 0 because 7,(q) — e — at > B, (q +t). Therefore

) logv(B(z,T)) _ _
v, ({xesuppu|hr;1\s(1)1pT<a =, (UEH)—O

Thus we proved the equality

log v(B(z,
vy | { € suppv | limsup M < —B!(q+) =0.
AN log r

The equality

1 B
v, ({m € supp v | limsup M > —B,',(q—)}) =0.
N0

logr
is proven in a similar way.
Theorem 3. Under the same hypotheses as in Lemma 5, we have

i (=B(q+)) if ¢>0,

dim X, (B, (¢+), =B, (¢—)) > {T;(—B{,(q—)) if ¢<0.

Proof. Due to Lemma 6, v, is carried by X, (—B,(q+), —B.,(g—)). On the other hand, due
to Lemma 5, for v4-almost every z, for € > 0, and for r small enough, one has

log vy (B(z,T)) S logC ny log v(B(z,r))
logr — logr log r

+7,(q) — €.

One concludes by using the Billingsley lemma [8].
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Comparing multifractal formalisms 15

Corollary 1. Let ¢ € R. Assume there exists a Frostman measure g for p at (g,7,(q)).
If 7' (q) exists and if p fulfills the NBC for q, then both measures p and v = v, (1) satisfy the
multifractal formalism at ¢ and one has b,(q) = B,(¢) = Au(q) = bu(q9) = Bu(q) = Au(q) =
Ty (9)-

By careful analysis of the steps which lead to the previous theorem and its corollary, and
a few modification, one can prove the following result.

Theorem 4. Let g € R. Assume there exists a non-zero measure p, on OA* and a function
C, on A* such that p,(w) < Cy(w) p(w)? ¢~ 117D for all w € A* such that u(w) > 0. If
7'(q) exists and if, for all € > 0, there exists n > 0 such that, we have

Z ¢ ™MTu(@)+ne) Z 1(0) "1 Cy () p(w) N < 400
n>0 v,wEA™
§(v,w)<c'
(where ¢! = 3 if ¢ <0, ¢' = 4c+ 2 otherwise), then both measures p and v = v, (u) obey the
multifractal formalism at g, and b,(q) = B,(q) = Au(q) = bu(q) = Bu(q) = Au(q) = 1u(q)-

One can remark that the conjunction of the existence of a Gibbs measure and of the
NBC is stronger than the hypothesis of this last theorem, which therefore can be called
weak NBC.

Remark (The case of higher dimension). We stated and proved these comparison
theorems in a one dimensional setting in order not to deal with too complicated notations.
But these results hold for measures on R¢. Here are the few modifications to be made to
accomodate this case.

This time, the alphabet is of the form A?. So each node w of the tree (A?)" can be

viewed as a collection (wy,ws, ..., wq) of words on A. An element z of 9(A%)" can be

identified to (x1,%2,...,%4) € (8.A*)d and a mapping, which we again call v, from O(Ad)*
to R? is defined by y(z) = (v(z1),7(22),--.,7(zq))- Similarly, the distance of two nodes
v = (v1,v2,...,v9) and w = (w1, ws, ..., wq) of the same generation, again denoted by §,
is 8(v,w) = max {6(v1,w1),8(v2,w2),...,0(va, wq) }. At last, the value of ¢’ is unchanged.
Then, as already said, the previous results hold, with the same proofs, if 4 is a measure on
(A" and v = . (p).

5 Quasi-Bernoulli measures.

A probability measure on dA* is said to be quasi-Bernoulli if there exists C' > 0 such that,

for any v and w in A*, one has
1

C,U

The multinomial measures constitute a paradigm of such measures. They are very spe-

cial elements of a larger family. Indeed, denote by S the shift operation on dA*. Due

(W)u(w) < plvw) < Cu(v)p(w). (7)
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16 Barral € Ben Nasr & Peyriére

to its construction [10], any Gibbs measure with Holder potential on the dynamical sys-
tem (0A*,S) is quasi-Bernoulli. Moreover, any quasi-Bernoulli measure is equivalent to an
ergodic quasi-Bernoulli measure (see [20]).

It turns out from [28, 29, 11] that for every g € R there exists a probability measure p,
and a constant C, > 0, such that, for every v € A* such that u(v) # 0, one has

1 —, v —T v
()¢ O < g (v) < Cop(w)e DI (8)

q

Moreover, the function 7, is differentiable [20]. As a consequence, the first two assump-
tions in Corollary 1 are fulfilled for every ¢q € R.

Clearly, a quasi-Bernoulli probability measure g on 0A* has an atom if and only if
u(j) = 1 for some j € A!, in which case u = djj...5.... We discard this case and prove the
following result.

Theorem 5. Let p be a continuous quasi-Bernoulli measure on 0A*. Then both measures
wand v = v, () obey the multifractal formalism everywhere and one has b, = B, = A, =
by=B,=A, =1,

This result is established without using the NBC in [7] under the strong hypothesis: for
alln > 1,if a, b € A" and 6(a,b) = 1 then p(a)u(b) = 0. In particular, the case ¢ = 2 is
excluded and in the case ¢ = 3 p is a Dirac mass.

Proof. We begin by a preliminary remark: if v and w are words of length n, and if ¥ and w
stand for their prefixes of length n— 1, then 6(0,w) > k implies §(v, w) > ck. It results that,
given two integers n > m > 0 and two words v and w in A™ such that ¢™ 1 < §(v,w) < ™,
there exists two prefixes ¥ and @ of v and w respectively of common length n —m such that
6(v,w) < 1.

It results from (7) and the above remark that, for a quasi-Bernoulli measure to fulfill the
NBC it is enough that for all € > 0, there exists 7 > 0 such that

Z c—™MTu(@)+ne) Z ()™M p(w) MM < 4o, (9)
n>0 v,weA"
§(v,w)<1

Due to the existence of the Gibbs measure p, this reduces to

Zc_"(T”(4)+"5) Z p(v) "M p(w) M < 4o,

n>0 v,weEA"
§(v,w)=1

Define A = {0 < j < c— 2| u(j)u(j +1) # 0}.

Define py, to be the word consisting of k consecutive zeros and A to be the word consisting
of k consecutive ¢ — 1 (considered as a letter from the alphabet {0,1,2,...,¢—1}).

INRIA



Comparing multifractal formalisms 17

By (7), for n > 1, a representation of the set of pairs (v, w) in A" such that p(v)u(w) # 0
and 2(w) = +(v) + 1 is as follows:

n—1
U U {(@ireuwlG+1).0)]5€A} (10)
k=0 ycpn—1-Fk

u(u)#0

if p(0)u(c—1) #0 and

U {(wiuG+1)]jeA}
u€A™ !
n(u)#0
otherwise.
We end the proof when p(0)u(c — 1) # 0. The other case is simpler. We have to prove
that for every € > 0, there exists n > 0 such that

n—1
Sye(n) = Z ¢~ MTu(@)+ne) Z Z

n>1 k=0 yeqn—1-F
p(u)#0

1 qan u. (] . an
3 by — A b (G + 1)) 20 D)

. an A )an
oy p(u.(j +1).pr) p(w.j.Ar)
is finite.
Fix € > 0. Let 5 be a positive number to be chosen later on. By (7),
: (5. Ag) 9" . ai(u.(G+1).01) "
u.5. A )? + pl(u.(j +1). -
p(u-jAr) Gt D) p(u-(G +1).pr) a A
p(Ae) ™" plpr) ™
Clg, ) () | pOw)? A% o (o) 11
(@ 0u)? ) B oy RS
for some constant C(q,n). Therefore
Sge(m) < (c—1)Clgym) Y el £, (q,m) (12)
n>1
with )
_ (1=K mm1mn (@) [ 0y, 0 PR L o B o) "
n ) - c b
falg,m) kZ:O [u( AT Ol swrn
where 1
Tuela) = 3 log. 3 )t

ucAk

RR n° 4562



18 Barral € Ben Nasr & Peyriére

By using (8) we get

L @ < @ < k@, (13)
Cq
Then (8) and (13) yield
n—1
n—1)r frqg(Ak)" Fq(pk)"
folg,n) < C2F21cn=D7u(0) [ A + 14
( 77) q kZ:O :uq( k),u/q(pk)" MQ(pk),u/q()\k)" ( )

By construction pu, has no atoms and is quasi-Bernoulli. Hence, by the sub-multiplicativity
property (up to a multiplicative constant) of g, limy, e %log tq(pn) exists and is negative,
as well as limy, o0 £10g f14(An). Therefore if 7 is small enough (notice that 1 does not depend
on ¢), one has

Nq(/\k)n
Hq(pr)T

_ ,uq(Pk)n
My () = sup o) SR+ )

] < 0
and, by (14),

fn(q; 77) < Cq2+2an (77) nc("*l)Tu(Q)‘
Finally by (12)

SfI,E(n) <(ec—1)C(q, 77)0§+2an(77)@_7'#(‘1) Z ne=™E < oo.
n>1

6 Statistically self-similar measures.

In this section, we consider the random measures introduced by B. Mandelbrot in [24]. Up
to now, their multifractal analysis, as the one of quasi-Bernoulli measures, was performed
only in the setting of the tree of c-adic intervals (see [22, 21, 14, 30, 2, 3]). Moreover, these
measures, which can be viewed as random Bernoulli measures, are not quasi-Bernoulli. This
motivated the consideration of the weak NBC (Theorem 4).

For the sake of simplicity, we only deal with the so-called canonical multiplicative cas-
cades. Let us recall a construction of these measures.

Fix W a non-negative random variable. Assume that W is not almost surely constant
and that E(W) =1/c.

Define the function 7(q) =1 + log, ]E(l{W>0}W‘1) for ¢ € R.

In order to avoid technicalities, unessential to our purpose, we assume that W is positive
and that 7(q) is finite for any ¢ € R.
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Comparing multifractal formalisms 19

Let (Wy)wea+ be a sequence of independent copies of W. For every n > 1, consider the
random measure p,, whose density with respect to the uniform probability measure on 0A*
is locally constant and equals

n
"W Wwrws -+ W ws...wn

on the cylinder w = wyws ... w,. With probability one, the sequence u,, converges weakly
to a measure p as n goes to infinity. Moreover, if 7(1) < 0, one has p # 0 (see [23]).

Then, define J = {¢ € R; 7*(—7'(¢)) > 0}. It follows from Theorem 8(iv) in [3] that
T, =T ondJ.
Theorem 6. With probability one, both measures p and v = ~,(u) satisfy the multifractal
formalism on J and b, =B, =A, =b, =B, =A, =7, =7 on J.

Proof. For every q € J, v € A* and n > 1, define

Y:;,n(v) = c_"?(Q) Z W’l?’wl W’lilwl’wz R Wgwlwz...wn °

Wy ...Wn EA™

It follows from Corollary 5 in [3] that, with probability one, for all v € A* and all ¢ € J,
the limit Y, (v) = im0 Yg,n(v) exists. Moreover, with probability one, for all ¢ € J, the
mapping p, defined on 8A* by

v
1g(v) = ¢ "FOY, (v) H Wi, (15)
j=1

defines a measure (notice that p; = p); all the measures p, have A* as support and for all
veA* and q € J,

g () = Cy(v)p(v) e 17 (16)
with v
0= 38y

Since 7, = 7 on J, the result will be a consequence of Theorem 4 if we show that for
every non trivial compact subinterval K of J, with probability one, for all ¢ € K, for all
€ > 0, there exists n > 0 such that

Zcfn(?(q)+77€) Z (V) "1 Cy (w) 7 pu(w) I < foo, (17)
n>1 v,weEA™
§(v,w)<c’

i.€.
ST @ g (g) < oo,

n>1
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20 Barral € Ben Nasr & Peyriére

where

n
frem@ =D Vi) Y () [ W, "%, Wi
JZWEA™ k=1

5o w)<e’

Fix such a compact K. It turns out that it suffices to show that for every e > 0,ifn >0
is small enough, then

{anl supge g ne” " TOTEE( f 0 (q))
|

¢ (18)
EnZl Supqu c n(T(q)+n5)E(|frlL,s,n(q) )

<
<
(see the proof of Corollary 1 in [3] for a more detailed similar argument).

It follows from Lemma 6 in [3] that for n small enough

Cxt) = sup B (15 04, () )] ) + B (V0% (0)'+) < o0

q€EK,
n>1,
v,wEA™
and
]E(|dquU—an1§)1+n)q|)
Ck(n) = sup tma < 00.
—ngq
ik E (Wv W )
v,weA™

By taking into account the fact that the Ws are mutually independent, we get

E([f.n(@]) <Crxm)(1+nCk(n))gn.en(a)

where

Inem(@) = Z ﬁ E (Wv—l’j{lvk W,S}f"gi) _

v,weA" k=1
§(v,w)<c’

Also, we have
E(fnen(@) < Crx(0)gn.en(q)-

By using a reduction similar to the one made in the beginning of Section 5, we can assume
without loss of generality that in the sums over {v,w € A"; §(v,w) < '}, there are only
pairs (v, w) for which §(v,w) < 1. Then, by using (10), we get

g”as)"(q) = C,nﬁ:(q) + h"asa"l (q)’
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where

(@) = (c = 1) 3" o (BOV*)* (B m)E(W t+09))" "
k=0

B g n n—1 E(W 4 k
(c—1) (E(W e YE(W () )) > [E(Wfq)(E(W)amq)]
k=0

At (=247 (@ +7(O)+na(7 (0)=F (0) 4 04 (n))

IA

n—1
xSk (2-7(0) ~na(F () =7 (0))+7 0g (n) )
k=0
At (F@+n0,(m)

S EFFO @ T O 00, — 1’

with o4(n) — 0 uniformly on K when n — 0. Then, it is easily seen that (18) holds if 7 is
small enough.
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