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Abstract: A nonnegative 1-periodic multifractal measure on R is obtained as infinite ran-
dom product of harmonics of a 1-periodic function W (¢). Such infinite products are statisti-
cally self-affine and generalize certain Riesz products with random phases. This convergence
is due to their martingale structure. The criterion of non-degeneracy is provided. It dif-
fers from those of other random measures constructed as martingale limits of multiplicative
processes. It is also very sensitive to small changes in W (¢t). Interpreting these infinite
products in the framework of thermodynamic formalism for random transformations makes
these infinite product non-degenerate and convergent via a natural normalization that does
not affect non-degenerate original infinite products.

The multifractal analysis of the limit measure is studied. It requires suitable Gibbs
measures. In the thermodynamic formalism, the notion of weak Gibbs measures was recently
introduced and it is associated with a weak principle of bounded variations for the potential
function. There, the potential belongs to a subclass of piecewise continuous functions; here,
the role of the potential is played by the logarithm of W. A new approach we develop makes
it possible to obtain the multifractal nature of infinite random products of harmonics of
periodic functions W with a dense countable set of jump points.
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Sur certaines martingales a valeurs mesures
multipériodiques et leur limite multifractale.

Résumé : On construit sur R une mesure aléatoire positive 1-périodique comme limite
d’une suite de mesures aléatoires dont les densités sont des produits d’harmoniques d’une
fonction 1-périodique W. Les mesures “produits infinis” ainsi obtenues sont statistiquement
auto-affines. Elles généralisent certains produits de Riesz avec phase. Leur existence est
due & ce que la suite des densités soit une martingale. On obtient la condition nécessaire
et suffisante sur W pour que la limite soit non dégénérée. Cette condition différe de celle
obtenue pour d’autres mesures limites de processus multiplicatifs de nature martingale. Elle
est également trés sensible & de petites perturbations de W. Si ’on interpréte ces mesures
dans le cadre du formalisme thermodynamique pour des transformations aléatoires, on peut
rendre ces produits convergents & ’aide d’une normalisation naturelle, qui ne change pas la
martingale lorsque celle-ci est non-degénérée.

On fait ’analyse multifractale de la mesure limite. Celle-ci nécessite la construction de
certaines mesures de Gibbs. La notion de mesure de Gibbs faible a récemment été intro-
duite dans le formalisme thermodynamique, et elle est associée & un principe de variations
faible pour la fonction potentiel. Le potentiel peut alors étre choisi dans une sous-classe
des fonctions continues par morceaux. Ici, le role du potentiel est joué par log W. Nous
développons une approche permettant de faire ’analyse multifractale de la mesure limite
pour une classe de fonctions W ayant un ensemble dénombrable dense de points de saut.

Mots-clés : Mesures aléatoires, Martingales, Analyse multifractale, Produits de Riesz,
principe de variations bornées faible, Formalisme thermodynamique pour des transforma-
tions aléatoires, Théorie ergodique.
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4 Barral & Coppens & Mandelbrot

1 Introduction.

This paper investigates random statistically self-affine multifractal measures obtained as
limits of martingales. Those martingales are products of b-harmonics of a periodic function
W (t), each term of the product being given a uniformly distributed random phase, these
phases being independent: let W be a nonnegative 1-periodic measurable function satisfying

W(t)dt = 1.
[0,1]

Let (¢n)n>0 be a sequence of independent random phases distributed uniformly in [0, 1].
Let b > 2 be an integer. For every n > 1, denote by u,, the random measure whose density
with respect to the Lebesgue measure £ on R is

Tw=weero,

We study the limit of such densities p,. They were proposed in [7] as a way to generate
stationary multifractal measures that are natural, and simple to define and to simulate
numerically. The original Riesz products ([21], [24] Ch. V 7), and the Riesz products with
random phases studied in [9, 10, 11] are special examples of sequences u, which do not
vanish with positive probability when n — oo, i.e. are non-degenerate. They are unstable
in the sense that it will be shown that the non-degeneracy of the limit is destroyed by small
changes in W. This is an unexpected new phenomenon, and the goal of [7] is not fulfilled.
Nevertheless, the sequence (in/pn([0,1]))n>1 converges weakly on compact subsets of R
under suitable conditions. The sequel aims at characterizing the non-degeneracy of the
limit measure as well as performing the multifractal analysis of the limit measure under
weak assumptions on the regularity of W.

Returning to the sequence (u,)n>1, for every real ¢, the sequence (dg—; (t)) . is a 1-mean
- n>1

nonnegative martingale with respect to the filtration (o(¢o, ..., $n_1))n>1. Therefore, the
existence (Proposition 1) of random multiplicative measures y we are interested in follows
from the theory in [13]. Throughout the text, weak convergence of measures on a locally
compact Hausdorff set K means weak* convergence in the dual of C(K), the space of real
continuous functions on K.

Proposition 1 With probability one, for every k € Z, the sequence (ji,)n>0 restricted to
the compact interval [k, k + 1] converges weakly to a measure p®) | and the endpoints k and
k+ 1 are not atoms of p® .

Consequently, there exists o unique measure i on R such that u® is the restriction of
w to [k, k + 1] for every k € Z.

Moreover, by the 1-periodicity of W, p is invariant by any horizontal translation whose
vector’s norm is an integer: p is 1-periodic.

INRIA



Multiperiodic multifractal measures 5

In the sequel, x will denote the restriction to [0, 1] of the 1-periodic limit measure obtained
in Proposition 1.

Here (as in [11]), the multifractal function 7, of a positive measure v on [0, 1], having as
closed support [0, 1], is defined as being

1
T,,:qb—)limsup——/ v(I.(t)4 ! v(dt).
RS~ Tog®) Jou (I (8))* v(dt)

where I.(t) = [t — r/2,t +r/2] N[0, 1].

It will be proved under suitable assumptions that the multifractal function 7, takes the
form

Tu(g) = 1 — g+ Ywl(q) (1)

where o
Yw(g) = lim g <logb I weeke+ ¢k))dt> : (2)

n—oo N [0,1] pird

Let us detail the content of the paper.

Condition of non-degeneracy. For the martingale limit y, the first question is whether
or not pu is non-degenerate, meaning that p # 0 with positive probability; the theory in [13]
does not provide a general criterion. A surprising fact is established in Theorem 1: y is
non-degenerate if and only if the martingale p,, ([0, 1]) equals 1 almost surely. In particular
1 has to be a probability measure, to be characterized via the Fourier coefficients of W.

The measure pu is generically degenerate. The condition of non-degeneracy forces
certain products of Fourier coefficients of W to vanish. Therefore degeneracy holds on an
open and dense set of functions W. For example, p is degenerate if W ()W (jb) # 0 for
some j € Z*. To the contrary, as soon as W(jb) = 0 for all j € Z*, u is non-degenerate.
It follows that given W such that u # 0, every neighborhood of W contains an open dense
subset of functions for which degeneracy holds.

35 )

The associated measure u = pw, is non-degenerate (I/I//i (55) = 0 for all j € Z*). Figure 1
shows a realization of ¢ € [0,1] — un([0,¢]) for n € {1} U {30k : 1 < k < 10}. We see the
sequence (fin)n>1 converges to a probability measure.

W (t)
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6 Barral & Coppens & Mandelbrot

1,(0.0)

Figure 1

Now slightly perturb W; to get Wy given by

80000
Wolt) = ———
2(t) 353603

Figure 2 is plotted with the same choice of phases as Figure 1 and illustrates the degeneracy
of pu = pw, after a small perturbation of Wy (W2 (1)Wa(5) # 0).

Other random statistically self-affine measures are generated by multiplicative processes
having a martingale structure, for example, the canonical multifractal cascades (CCM) [18,
14] and the multifractal products of pulses (MPCP) [3]. They led to a completely different
criterion based on the multifractal function 7, namely 7/(1) < 0, which holds on an open set
of parameters. Nevertheless, we prove for a certain class of functions W that the condition
7,(1) > 0 implies degeneracy (Proposition 3).

(1 = cos(2xt) + .1 cos(10mt))™.

Speed of degeneracy. When p is degenerate and W is positive and satisfies the principle
of bounded variations (7) (for example if W is Holder continuous), with probability one
limp, 00 = 10g ||ptn|| exists and is equal to 1w (1). We show that this limit 1w (1) is never
equal to 0, so that u, converges exponentially fast to 0 almost surely.

The natural normalization. The measure v. When the sequence (1,)n>1 is degenerate,
it is natural to consider the normalized sequence of measures on [0, 1]

_ Hn

pn ([0, 1])

Limits of convergent subsequences of (v,),>1 are considered in [11]. Moreover, we point out
that the thermodynamic formalism for random transformations ([16, 15]) insures the weak

Up =

INRIA



Multiperiodic multifractal measures 7

(0.

Figure 2

convergence of v, restricted to compact sets when W is positive and Holder continuous:
let (©, B,P) be the probability space ((R/Z)®N,B([0,1])®N,¢8N). For w € Q, write w =
(¢i(w))i>o. Let f: R/Z — R/Z be defined by

[t bt

and define the random Perron-Frobenius operator Liog w = {Li5, y, w € 2} acting on the
space C(R/Z)? of families {q,, w € Q} of real-valued continuous functions on R/Z by the
formula

‘Ci‘(j)g wlw (t) = Z W(tl + ¢O)QM (tl)
tef=1(t)

Let 6 be the ergodic transformation on (£2,P) defined by: §(w) = (bpit1(w))i>o0-
It is easily seen that for all w € Q, n > 2 and g € C(R/Z)

/ 9(t)vn(dt) = JryzLiog v © - ° Ll w  Ligg w(9)(H(d0)
R/Z n fR/Zngong_Yl/iU/J 0---0 ﬁfé‘é w o Ly w(1)()e(dt)

(here we identified [0, 1) with R/Z and v,, with its restriction to [0,1)). Then, the almost sure
weak convergence of v, restricted to [0, 1] is a consequence of Proposition 2.5 in [16]. Denote
the almost sure limit by v. The point 0 is not an atom of the limit of v and 1-periodicity
defines a measure on the whole line R whose restriction to [0,1] is v.

RR n° 4563



8 Barral & Coppens & Mandelbrot

Figure 3 illustrates the convergence of the sequence v, obtained by normalization of u,
in Figure 2 (W5 is positive).

v,(0.)

Figure 3

Notice that under the previous assumptions, if p is non-degenerate then it coincides with
v since ([0, 1]) = 1 almost surely.

The multifractal structure of ;4 and v. Adding the restrictive condition that the range of
W is isolated from 0 and oo, we show that the multifractal function 7, of p takes the form (1)
for a large class of functions. This class of functions (see Section 4) strictly includes functions
analogous to exponential of potential of weak bounded variations recently introduced for the
thermodynamic formalism ([23, 19]). In particular, this class includes functions W with a
dense countable set of jump points.

The main difficulty is to show that (1) holds under weak hypotheses. Once (1) is estab-
lished, the multifractal analysis of u, i.e. the computation of the Hausdorff dimension of the

sets
. log u(I: (1)
= N = >
Xo={te 0.1 Jim LD — 0} (@ 0)
(see Section 4.3) follows as in [11] via the Legendre transform of 7,. We also show that 7,
is differentiable at 0 and 1. Hence the exact Hausdorff dimension of the measure y, i. e.
the smallest Hausdorff dimension of a Borel set of full y-measure, is equal to —7,,(1) (this

is also the case when y is a CCM or a MPCP).

INRIA



Multiperiodic multifractal measures 9

If W is positive and Holder continuous, the multifractal function 7, of v (recall that
v = p in case of non-degeneracy) takes the form (already obtained in [11])

7,(q) =1 —q(1+ 9w (1)) + dw(q) (3)

and it will be seen using [17] that due to the ergodicity of 8 on (2, P), 7, is strictly convex
and analytic.

A natural question: does 7,(¢q) = 1 — g + log, f[ W1i(t)dt on some nontrivial
interval when py is non-degenerate ?
This question is raised in [10] and [11] (Section 7) under the form: does ¥w (q) simplify

in log, f[O,l] W4(t) dt on a nontrivial interval ? We show (Theorem 3) that if W is positive

0,1]

and log W satisfies the principle of bounded variations (7), the answer is negative except if
W is constant. More precisely, if W is not constant then 1w (¢)(q) < f[0,1] Wa(t) dt at every
q € R except for the points of a discrete set that contains 0 and 1. This result is largely due
to our condition for degeneracy. The equality holds on R in the particular case where W is
constant when restricted to each interval |k/b, (k+1)/b[, 0 < k < b— 1. We conjecture that
the answer is not positive except in this case.

Remark 1. It is nevertheless possible to construct a random measure m having the function
f: qg— 1—g+log, fol W (t)9 dt as its multifractal function on a nontrivial interval. Precisely,

if W is a positive continuous 1-periodic function such that fol W (t) dt = 1, this measure is
obtained as the almost sure weak limit of the sequence of measures (my)n>1 on [0, 1] whose
densities with respect to £ are given by

n—1
dmy,

= k]:IO W(OR (¢ + ¢n,) if £ € [1/6F, L+ 1) /b,

where the random phases ¢;; (kK > 0, 0 < I < b* — 1) are independent and uniformly
distributed in [0,1]. By using technics developed for CCM and MPCP ([14, 1, 3]), one can
show ([4]) that m is non-degenerate if and only if f'(17) < 0. Moreover, assuming that m is
non-degenerate and defining J as the open interval of those ¢’s such that — f'(¢q)g+ f(g) > 0
we have: with probability one, both multifractal formalisms of [5] and [20] hold for m on
—f'(J) (the largest as possible open interval on which they could hold), and 7., = f on J.

Relations with previous results, including Riesz products.

This study was inspired by [7], which gives no rigorous result only pictures that illustrate
the motivation. Without knowledge of [9, 10, 11], [7] proposed random or deterministic
products of harmonics of periodic functions to generate multifractal measures in a simple
way.

The simplest Riesz product with random phases is the special case where the function
W (t) = 14 acos(2rt) for some a € [0,1[; in this case the restriction of p, to [0,1] is clearly
a probability measure for all n > 1. This and closely related “generalized” Riez products

RR n° 4563



10 Barral & Coppens & Mandelbrot

are considered in [9, 10, 11], which do not point out the martingale nature of some of
these products, and do not study non-degeneracy. Indeed the examples of “infinite product”
measure g in [11] are typically obtained as weak limit of probability measures. For instance,
instead of considering u, as we do, [11] considers on [0,1] a weak limit of a subsequence
of (Wn = pn/pn([0,1]))n>1. Our Theorem 1 exhibits all the functions W for which this
normalization is not necessary.

In the particular case of the simplest Riesz products, the approximate formula given in
[9] for the Hausdorff dimension of p is improved in this paper (Corollary 2).

[10] and [11] (see also [12] for a closely related problem in the deterministic case), perform
the multifractal analysis of limit of subsequences of v, when the terms of the infinite product
are continuous and satisfy a principle of bounded variations. Both assumptions are relaxed
in this paper (Theorem 4 and Remark 8).

If W is positive and Holder continuous, the multifractal analysis of the limit v of v, is
implicit (but not complete) in [17], and in Section 5 we collect both results of [11] and [17]
to give a complete result for the multifractal spectrum of v.

Finally, [10] and [11] also study infinite products where the random phases are not i.i.d.
but satisfy a stationary ergodic property; then the martingale structure disappears and it
seems necessary to consider weak limits of subsequences of (f,, /e, ([0, 1]))n>1. Moreover, if
W is positive and Holder continuous, the theory in [16] yields the almost sure convergence
of the normalized sequence.

This section ends with new definitions and a principle of statistical self-affinity for
u (Proposition 2). Section 2 deals with the necessary and sufficient condition for non-
degeneracy of p,. Section 3 provides a lower bound for the Hausdorff dimension of p in
the general case. Section 4 and 5 perform the multifractal analysis of g and v respectively.
Section 6 briefly relates these measures with a kind of multiplicative cascades measure.

Definitions and notations needed for Proposition 2 and the sequel.

A™. For every integer m > 0 we denote by A™ the set of finite words of length m on
the alphabet A = {0,...,b— 1} (4% = {€}). Then for a € A™, |a| = m and I, denotes the
closed b-adic subinterval of [0, 1] naturally encoded by a.

A*. We denote |J°_, A™ by A* and {0,...,b—1}" by OA*. The set A* acts on the left
on the disjoint union A* U 0A* by the concatenation operation. Thus, for every a € A*, let
C, denote aOA*, namely the cylinder generated by a. Denote by A the o-field generated
by the C,’s in 0A*. JA* is endowed with the standard ultrametric distance d defined by
d(a,b) = b=1°" where [a Ab| =sup{n > 1; ai...a, = by ...b,}.

dimg. The Hausdorff dimension of a subset of R (resp. dA*) is considered with respect
to the usual distance (resp. d), and denoted by dimg.

INRIA



Multiperiodic multifractal measures 11

I,(t) and I.(t). For t € [0,1] (resp. t € DA*) and n > 1, I,,(t) (resp. C,(#)) denotes the
closure of the b-adic semi-open to the right interval (resp. the cylinder) of the nt" generation
which contains t (resp. t). For r € (0,1), I.(t) denotes the interval [t — £,¢+ 5] N[0, 1].

7 is the mapping from 9A* to [0,1] defined by # =#1...%;... = 30,5, &/V".

{ is the unique measure on (JA*, A) such that for all a € A*, £(C,) = b~l9l.

Now if p is a nonnegative measure on (94, A*), for n > 1 we define D,,.p as the measure
whose density with respect to £ is equal to

d(Dn-p)
d”' () = Du(d) = [[ WO*(x(®) + 1))
P
k=0
The arguments required for Proposition 1 also show that with probability one, the sequence
(Dn-p)n>1 converges weakly to a nonnegative random measure D.p. Moreover, since the ran-
dom factors W (b*(7(£) + #1)), k > 1, are mutually independent, it follows from [13] that the
operator L : p — E(D.p) on nonnegative measures possesses the important property to be
a projection (by definition if f € C(9T) then [, ,, f(t)E(D.p)(dt) = E( [, 4. f(t) D.p(dt))).

Let i denote D.f. The following remark will be useful in the proof of Theorem 1. By
construction p = fion~!. For a € A* the probability distribution of ji(C,) depends only on
la|. Moreover, since JA* is totally disconnected, we have |||l = [|ul| = >°,c am 2(Cq) for all

m > 0. Consequently ~
E(f) = E(||pl])€. (4)

We adopt the convention 0 X oo = 0.

Given a nontrivial compact subinterval I of [0,1], the affine increasing mapping from
[0,1] onto I is denoted by f;. The length of I is denoted by |I|.

d
Given two random variables X and Y, identity in distribution is denoted by X =Y.
Given a real z, [z] stands for the larger integer less than or equal to z.

Given a real valued function ¢ and a positive function ¢ defined on N*, o(n) = o(¢)(n))
means that lim,_, [@(n)|/¥(n) =

Self-affinity. By construction the measure p of Proposition 1 is 1-periodic. Moreover it is
statistically invariant by horizontal translations (W is 1-periodic and the ¢, are uniformly
distributed). The statistical self-affinity property of p is made explicit now.

Proposition 2 (Statistical self-affinity) Fizn > 1 and a non-trivial compact subinterval
I of [0,1] with length b=". Define the sequence of measures (ul,)m>1 on I by

i, —n+m_1W be (¢
W()_ k:l—[n (0% (t + x))-

RR n° 4563



12 Barral & Coppens & Mandelbrot

For all m > n, the restriction of yum, to I and the measure ul . are related by

n—1

=[] Wkt + ¢n)) il . (dt) (5)

k=0

and the following properties hold:

(i) for all f € C(I) and m > 1, [, f(t)ut (dt) < ] f[o,l]f o fr(t)pum (dt); in particular
d
|l = 121l |-
(it) With probability one, (an)mzl converges weakly to a measure u! as m tends to co and
d ) ) d
for all f € C(I), J, FORI(dt) 2 1] [y, f o f1(®)u(de); in particular ||uT]| 2 |1]]}]l

(iii) The measures p'+, a € A™, are deduced from one another by an horizontal translation.

The verifications are left to the reader.

2 Non-degeneracy and speed of degeneracy.

The characterization of the non-degeneracy of u, i.e., when is p positive with positive prob-
ability, is the first problem to be solved, and this phenomenon is expressed in Theorem 1 via
the Fourier coefficients of W. Then, Proposition 3 completes this result by a different suf-
ficient condition for degeneracy. Proposition 4 gives precisions on the speed of convergence
to 0 in case of degeneracy.

For every k € Z, let W (k) stand for Jioa] W (t)e~2ikmt §t. By assumption W(0) = 1.

For every n > 1 let Y;, stand for 1, ([0,1]); (Yn,0(¢o,---,¢n—1))n>1 is a martingale with
expectation 1, which converges to ||u||-

Theorem 1 (Non-degeneracy) The following properties are equivalent:

(1) P(||ull > 0) > 0;
i) (Yn)n>1 is uniformly integrable;
i

(i
(#i1) Vn > 1,Y, =1 almost surely;

(1) ||ull = 1 almost surely (1 is a probability measure),
(

DY 122V Goyeooyjnt) € ZP\{0,...,0}, S0 bt = 0= [1722 W (k) = 0.

Proposition 3 (A condition for degeneracy) Suppose that W is positive and that log W
satisfies the following weak principle of bounded variations:

n

o(n) = Z sup |log W (t) —log W(s)| = o(n). (6)
=0 t-5€[0,1], [t—s|<b—*

Let Dy =1 —log, f[0,1] W (t)log W(t). If Dy < 0 or Dw = 0 and p(n) = o(y/nloglog n)
then u is degenerate.

INRIA



Multiperiodic multifractal measures 13

Proposition 4 (Speed of degeneracy) Suppose that p is degenerate. Moreover, suppose
that W is positive and that log W satisfies the principle of bounded variations:

o0

C= Z sup |log W(t) — log W (s)| < oo. (7
k—o t-s€[0,1], [t—s|<b—k
Then, with probability one
.1
Yw (1) = lim —log [|unl|

exists and is negative.

Remark 2. 1) The non-degeneracy condition is algebraic. It forces certain W(k) with

k # 0 to be null, and at least one W(kb) to be null. This characterization shows that
non-degeneracy holds on a closed subset of functions W with empty interior in the set of
nonnegative integrable functions on [0, 1] with mean 1. Consequently degeneracy is generic.

2) Here are two simple conditions under which non-degeneracy holds:

a) There exists p > 0 such that W (k) = 0 for all k & b?(Z \ bZ.).

b) W is a trigonometric polynomial of the form

W(t) =1+ Z ay, cos(2mmpbP*t) + by sin(2rmybP*t)
keEK

where K is a finite set, the a; and by are so that >, . \/ai +b; < 1 in order to insure
that W is nonnegative, the p; are nonnegative integers, and the my are positive distinct
integers so that: for all (ex)rex € {—1,0,1}\ {(0,...,0)}, b does not divide 3, x €xmk-

For instance, if b =5 and K = {1,3} then the choice m; = 1, m3 = 3 yields the functions
W (t) = 1+ ay cos(2w5P t) + by sin(275P't) + a3 cos(273.5P3t) + bs sin(273.573t)

where p; and ps are arbitrary nonnegative integers.

3) Let T be the operator on the 1-periodic functions of L (R) defined by

loc
b—1 .
] 1 t g

Il \gh

J

It is immediate that for every k € Z, f}(k) = A(kb). Soif Tf =0, f is of mean 0, and
if the function W defined by W = 1 + f is nonnegative, then the function W satisfies the
condition for non-degeneracy since W (kb) = 0 if k # 0. Conversely, all the functions W
satisfying the condition for non-degeneracy and such that W\(kb) = 0if k # 0 are of the
form W = 1 + g for some 1-periodic g € L (R) with Tg = 0.

loc
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14 Barral & Coppens & Mandelbrot

This remark will be useful to construct explicit examples of functions with a dense
countable set of jump points satisfying the weakened weak principle of bounded variations
in Section 4.1.

Propositions 3 and 4 will be proved in Section 4.2. The proof of Theorem 1 begins with
the following lemma, which explains the origin of property (v).

Lemma 1 Assume that Ek€Z|W(k)| < o0o. Properties (iii) and (v) in Theorem 1 are
equivalent.

Proof. Notice that ¥; = 1 almost surely. Since 3, |[W (k)| < 00, t = 3., W (k) e2imk!
is a continuous version of W. Therefore, for every n > 2,

n—1
Yo =Yn(do,- -, ¢n-1) =1 & TI Wkt + ¢r))dt =1
[0,1] 20
1n—1 e
o H 2 W(j)ezmjb’“ (t+¢) gt = 1
0 k=0 jez

1 n—1
= : n—1_. 1k
0 (jos-+-dn—1)EZ™ k=0
n—1
< > T W (je)e?in Sizs inton = 1,
(Goye-fn—1)E€Z™, SPZL jibk=0 k=0

Since ¢y, ..., ¢,_1 are mutually independent and uniformly distributed, this holds almost
surely if and only if the function of n variables

n—1
Yn : (UOJ .. -;unfl) S [0, l]n = Z H W(jk)e2i7r Z:;& jkbkuk
(Jos--dn—1)EL™, T vZo jrbk=0k=0

is identically equal to 1. This is equivalent to (v).

Proof of Theorem 1. To see that (i) and (ii) are equivalent, recall that the mapping
L defined in Section 1 is a projection. Moreover, it follows from (4) that L(¢) = E(||ul|) €.
Consequently, the equality L o L(¢) = L(¢) yields E(||fzl|) = (E(||2]]))* and E(||x]]) € {0,1}.

Tt is clear that (i4¢) implies (¢7) and that (447) and (iv) are equivalent. It remains to show
that (v) implies (i4¢) and (i7) implies (v).

To prove that (v) implies (i97), notice that property (v) means that certain Fourier
coefficients of W are null. It is then standard that W is the limit in L' ([0, 1]) of a sequence
(fp)p>1 of nonnegative trigonometric polynomials with mean 1 and the same null coefficients
and hereby satisfying condition (v) (f, = W * g, where g, : t — (1 + cos(2nt))?/ f[0,1](1 +
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Multiperiodic multifractal measures 15

cos(2mt))P dt, and f;,(k) = /I/I?(k)g/;,(k) for all k € Z). These approximating functions also
satisfy the assumption of Lemma 1, so for every p,n > 1 almost surely

/0 Hf,, (t+¢r))dt = 1.

[0.1] 1 =0

Therefore, for every p,n > 1

|1_Yn| S /
[0 1]

n—1
H Fp@F (t+ ¢r)) — [T WO (t + ¢4)) | dt
k=0

< Z £ (¢ + dr)) — W (BE(t + ¢1))]
k=0
x [ 0" ¢t+e)) J[ WO ¢ +é)
0<k' <k k<k’'<n—1
and o
E(|1=Yal) < |lfp = Wiz D I l5: W I5 7 = nllfp = Wipr.
k=0

By our choice of (f,)p>1 we get (ii4).

Now suppose (ii) holds but (v ) fails. Fix ng > 2 and (lp, .. .,lh,—1) € Z™\{0,...,0} such

that 3 r ! lkb’c =0 and [[}°," W (i) # 0. Then, for every n > 1, choose (jo, -- -, jntno_1)
such that jo = -+ = j,_1 = 0 and (jp,- - ,jn+n0_1) (lo, - - lno—l) By using the Fubini
Lemma, together w1th the 1-periodicity of W and the independences we get

Bt =Yl LI O ) = (Vg e TR e 0
n+ng—1
bk(t+¢k))) H E(W(bk(t+¢k))€72i7rjkbk¢k)dt
[0,1] k 0 k=n
n+n0 1

/ W (B (t + ¢r))e 290" 0r) dt
[0,1] k n

no—1
. ntk _ 9 n+k
/ H eZz‘rrlk,b t W(bn+ku)e 2imlb U duy dt

0,1] 1= [0,1]
no—1 no—1 ) no—l/\
= / exp(2imb™t > _ 1xb*) J[ v~ P W(u)e ™ dudt = ] W ().
[0,1] k=0 k=0 (0,67 +*] k=0

On the other hand E(|Y;,40, — Y»|) has to converge to 0 as n tends to oo since by (ii) the
martingale (Y;,),>1 is uniformly integrable, a contradiction.
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16 Barral & Coppens & Mandelbrot

3 A lower bound for dimg(u).

When the measure p is non-degenerate, it is natural to ask for a lower bound estimate of its
dimension. Under suitable assumptions this bound will prove in Section 4.3 to be the exact
value of this dimension.

Proposition 5 Suppose that p is non-degenerate. Suppose also that f[o 1] WP(t)dt < oo for
some p > 1. With probability one, for ji-almost every t € OA*,

liming 28 O) S b [ W) log, W)t > 0.
n—co  log |Cy(t)] [0,1]

Corollary 1 (Lower bound for dim (1)) Suppose that p is non-degenerate. Suppose also

that f[o 1] WP(t)dt < oo for some p > 1. With probability one, 0 < Dy < dimg(u) < 1. In
particular p is atomless when Dy > 0.

1

Corollary 1 is simply a consequence of Proposition 5, the relation 4 = fio 7™ and a

Billingsley lemma (cf. [6] pp 136-145).

Proof of Proposition 5. For n > 1, £ > 0 and 1 > 0, the Chebichev inequality applied to
the probability measure ji and the random variables i"(C,,(#)) yields

B({T € 0A™; B (Cr(D™PW =) > 13) < Y @FHHI(Co)b™ P =) = f ()
a€ A"
and we have by Proposition 2 and the Fatou Lemma

n—1 1+n
E(fne(n)) <™ P% =) 3" liminf E ( /I HW(b’“(t+¢k))uk_n(dt)>

m—r00
a€EA™" a k=0

1+
Applying the Jensen inequality to ( i) 3 Z;é W (% (t + &) ufg_n(dt)) n, we get

n—1
E(fue (1) < b"P% ) 3 liminf B (uuiz_nu" [ T w @+ o) uis_nwt)) :

a€An Ta k=0

Moreover, since g is non-degenerate, it follows from Theorem 1 and Proposition 2 that
llefe_ || = b=". By using the independences we obtain

E(fne(n)) < pm1Pw =179 ( wn(t) dt) .
[0,1]

It follows from a study of f[ Witn(t) dt that

0,1]

/ Witn(4) dt = p(1—=Dw )n+n0(n)
[0,1]
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Multiperiodic multifractal measures 17

where lim,_,q 0o(n) = 0. Consequently
E( fne () < brt-etolm)

SO

D E(fae(m) < o0

n>1
if n is small enough.

Finally, for every € > 0, with probability one

S (€ 94%; @(Ca @)V ) > 1)) < ox.

n>1
This yields the conclusion by the Borel-Cantelli Lemma.

To see that Dy, > 0 we proceed as follows: on the one hand, we learn from Proposition
3 that Dw > 0 when W is a positive trigonometric polynomial satisfying the condition for
non-degeneracy. On the other hand, for every p > 1, the set of these polynomials is dense
in the set of functions of L?([0,1]) satisfying the condition for non-degeneracy.

4 Multifractal analysis of pu.

We have to assume some restrictions on the function W.

The assumptions on W.
The measure p have to be non-degenerate, so the first assumption on W is
(H.): property (v) of Theorem 1 holds for W.

The second, classical, restriction is
(H2): 0 <w < W < W < oo for some real numbers w and @.

Our third assumption allows certain functions W to have a dense countable set of jump
points. This assumption includes a condition inspired from the weak principle of bounded
variations (see Remark 3 1)) recently considered in the thermodynamic formalism (see [23],
[19]), but it is less restrictive than this principle:

(H3): “Weakened” weak principle of bounded variations for log W: there exists a sequence
(Sn)n>1 of finite subsets of [0, 1], all including {0, 1}, such that

n

hn = Z sup |log W(t) — log W(s)| = o(n)
k=0 |¢,5 €[0,1], [t,s] C[0,1]\ Sn,
[t—s| <bF

and

m, =min{k € N: b %< , se}?nf it |t — 5|} = o(n).
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18 Barral & Coppens & Mandelbrot

Remark 3. 1) The weak principle of bounded variations (w.p.b.v), for example in [23],
would assume the more restrictive condition that there exists ng > 1 such that S, = Sy, for
all n > nyg, i.e. W should be piecewise continuous. Even in this case, if W is not continuous,
the fact that we consider random phases creates complications that, to be circumvented,
necessitate the new ideas we develop in the case of an infinite number of jump points.

2) We adapt the approach of [11] to find 7,,. The main difficulty is located in the impossibility,
under (Hj), to directly applying the (key) sub-multiplicative ergodic theorem of Kingman
involved in [11].

Before beginning the study of the multifractal structure of u, we exhibit some nontrivial
examples of functions W satisfying the above assumptions.

4.1 Nontrivial examples of functions W.
We shall use of Remark 2.3) in Section 2, where the operator T was defined.

Functions W of the form 1+ Zp> 1 9p where the g, are piecewise Holder continuous with
at least two jumps and Tg, = 0. -

Fix ("n)n>1 @ non-decreasing sequence of integers such that 1m,, = o(n) and lim, o Mpn =
0.

Fix a sequence (ap),>1 €]0, 1]V .

1

For every p > 1, construct a 1-periodic function f, € L; .(R) with the following proper-

loc
b—1
ties: () fp is given on [0,1/b) by t — — pr(t + j/b). (i%) The set of jump points of f,
j=1

in (1/b,1) is non-empty and finite, and f, is a,-Holder continuous between two consecutive
jump points. R
Due to (i) we have T'f, = 0 so f,(kb) =0 for all k € Z.

Then denote by D,, the set containing 0 and 1 and all the points where the function f,
jumps. Denote by || fplleo the supremum of |f,| and by C, a positive real number such that
for all ¢, s € [0,1] such that [t,s] C [0,1]\ D,

|fp(t) — fp(s)] < Cplt — 5|7,
Assume that the sets D\ {0,1,1/b} are pairwise disjoint. For j > 1, define R; = Ufylep-
Fix (it is easy to construct one) a non-decreasing sequence (j,),>1 of integers such that for

every n > 1 large enough, b=~ < infy ser;, 125 [t — 8|, and limy, o0 Rj, = U521 D,. Choose
Sy = R;, . It follows that m, < m, = o(n).
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Multiperiodic multifractal measures 19

Finally, choose a sequence of real numbers (f3,),>1 such that

Yoo |,8@| 1fplloo < &
Jn
lim = Z |ﬂp|c -0

n—oo n 1—b—2
p_
Then define
W=1+ B fo
p>1
By construction W jumps at every point of Up>1D, \ {0,1,1/b}, W > 1/2, W is bounded,
f[o 1] t)dt = 1 and W satisfies the condition for non-degeneracy since TW = 1.

It is clear that we can force |, D, to be dense in [0,1].

Now, if n > 1 is large enough and [t,s] C [0,1]\ S, is such that |t — s| < b~* for some
My < k < n, then by construction all the fp, 1 < p < j,, are continuous on [t, s], so

[log W(t) —log W(s)| < 2IW()—W(S)I

< 2Z|ﬂp|C b7k 147 Byl Il fplloo-
=1 P>jn
Consequently
hn —a
— < 2— sup W(t Z|ﬂp|0 Zb k4 Z 1Bp! Il folloo
n N telo,1] P> in
1BplCr
< 2— sup W(t +4 Bolll folloo-
s W)+ S~ 1BI% Ly 5 g5

p=1 P>jn

It follows that lim, oo hy/n = 0.

4.2 The multifractal function of u.

As in [F3], we begin with the identification of a natural candidate to be the multifractal
function of . Proposition 3 provides sufficient conditions on W for Dy to be positive. In
this case, Corollary 1 says that p is atomless. We conjecture that the non-degeneracy of u
implies Dy > 0. Without this information, we have to consider the case Dy = 0 in our
statements and proofs.

Theorem 2 (Multifractal function 7,) 1) Suppose that 0 < Dy < 1.
(i) With probability one, the limit as 7 — 01 of

qeRHTr(q)z_

lo / a=L(L.(4)) u(dt
o7 108 11 (00 )
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20 Barral & Coppens & Mandelbrot

exists and it is equal to

n—1
1
g€ R~ 7,(q) 1-g+ lim ~E (logb / T W+ ¢k))dt>
n—roo [0.1] .—o

= 1—qg+9Yw(g)-

If Dw > 0 then the function 7, is convex and decreasing, and if Dw = 0 then T, is convex
and decreasing on (—oo,1) and null on [1,00).

(i4) 7, is differentiable at 0 and 1 with 7,(0) = —1+ f[o 1y log W (t)dt and —7,(1) = Dw.
7, is not affine on [0,1].

2) Dw =1 if and only if W =1 almost everywhere; that is p is the Lebesgue measure and
Tu (Q) =1-gq.

1
Theorem 3 (i) 7,(¢) <1—gq+log, / WA(t)dt for all ¢ € R, with equality for q¢ € {0,1}.
0

(74) Suppose W is positive and log W satisfies the principle of bounded variations (7). Then,
either W is constant, or

1
Tu(q) < 1—q+10gb/ Wi(t) dt
0

for every ¢ € R\ S, where S is a discrete set that contains {0,1}. Moreover, S is finite if
supepo,)) W(t) > b.
(791) If W is equal to a positive constant wy on every interval [k /b, (k+1)/b] 0 <k <b—1)
then for all ¢ € R
1 b—1
Tu(q) =1 —q + log, / Wi(t)dt =1— q+ log, Zw,‘i

0 k=0

Remark 4. In the proof of Theorem 3(ii), we show that if W is non constant, positive,

and log W satisfies (7), then ¢¥w(q) < log, fol W(t) dt for all ¢ € R except on a discrete
set that contains {0,1}. The proof is valid even is W does not satisfy the condition for
non-degeneracy.

The proof of Theorem 2 needs two lemmas, namely Lemma 2 and 3. The proofs of these
lemmas are postponed until after the one of Theorem 2 and the statement of Lemma 4. The
proof of Theorem 3 ends this section and is given after the one of Lemma 4 and Propositions
3 and 4.

Lemma 2 There exists an increasing positive function p(n) = o(n) such that with proba-
bility one, for n large enough, for all t,s € [0,1] with |t —s| < b~ ",
n—1 k
o < Li=o W (" (t + éx)) < o),
[Tizo W0k (s + ¢x))
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Remark 5. Because of the assumption (H3) on log W, the set of integers n for which the
inequalities in Lemma 2 hold depends on w € 2. Consequently, it is not possible to obtain
the first part of Theorem 2 as directly as the corresponding result in [11] (Th. 4). We need
Lemma 3 which involves new definitions.

Fix v €]1/2,1[. For every j and p > 0, denote by ¢, , the finite word written with p x j
times the letter 0 (¢j0 = €), and then for n > 1 denote by Ej ,, the event

qu" = {V a€ 6j,n—lAj, #{0 S k S J —mj:
S; NI, + $_1)54%) mod 1] # 0} < j7}.

Then define M; ,(w) = #{1 <1 <n; w ¢ E;;}.

Lemma 3 There exists a sequence (f;);>1 tending to 0 at oo such that for every j > 1
large enough, with probability one, for n large enough M;, < B;n.
Proof of Theorem 2. Proof of 1)(i). We proceed in four steps.

Step 1: We show that for every ¢ € R, lim,_,q+ 7-(¢) exists almost surely if and only
if limp 00 1 — g + 1 log, f[o 1 [Tr=y W9(b*(t + ¢x)) dt exists almost surely. Moreover, these
limits are equal whenever they exist.

Notice that it suffices to establish this property when r tends to 0 along the sequence
(b~™)p>1- We distinguish two cases.

First case: ¢ —1 > 0. For every n > 1 and a € A", define I as being the closed b-adic
interval of the n'® generation immediately on the left side of I, if I, C (0,1] and () otherwise;
also define I as being the closed b-adic interval of the n'® generation immediately on the
right side of I, if I, C [0,1) and () otherwise.

Fix n > 1 and a € A™. For every t € I,, we have I;—. (t) C I, UI, UIL}. Due to the fact
that ¢ > 1, this implies that

Ty ()07 <3 (u(I7) T + (L)1 + p(I)7),

and then

/[0 ]M(Ib—" )7 p(dt) <37 3 () + p(L) + p(IH ) ula). (8)
)1 a€A™

On the other hand, if a € A", I, C I (t) for every t € I, so

u(IL)? = / ()" p(dt) < / Ty () ()

1o

a
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S ul) < [ e ) i) ©)

Wyt 0.1

Now, we use the following important remark. Eventhough we do not know that y is
atomless, the theory in [13] tells us that, with probability one, the b-adic points are not
atoms of p. It follows that with probability one, for every a € A*,

la|—1 |a|+m—1
pla) = Hm pigpym(la) = lim /1 I weks+¢) JI WEks+¢r)ds. (10)
a k=0 k=|a|

Moreover, by Lemma 2, with probability one, for n large enough, for all a € A™ and m > 1

ot < J oo W + S 20" W s+ dds
IS WOk (ta + ¢) fy, TIZS ™" WOk (s + 6x)) ds —

where t, = inf(1,). But due to Proposition 2(:) and Theorem 1(ii%) we have

n+m—1

/ II Wk +¢r)ds=b"
I k=n

for every interval I of length b~". Consequently

ot < 1 TTimg WO (s + 60) T W (s + 6e) ds

— < e?(n)
b= [Thmo W (0¥ (ta + ¢1))

and by (10)

P (1) < o). (11)
b= [Th=o W(b* (ta + 1))
Now, if I € {I,,I;,I}} is non empty, applying Lemma 2 with (¢,s) = (inf(),inf(l,)) in
(11) written with I yields

e—2cp(n) < — /'I/(I) < e2<p(n)_
b= [Themo W0k (ta + ¢1))

So

_ ()" p(La)
exp (—h(g)p(n)) < b=na=Dp=n [[FZ3 Wa(bk(t, + dr)) =

where h(g) = 1+ 2|¢ — 1]. A last application of Lemma 2 yields

exp (h(q)p(n)),  (12)

n—1 q(nk
e—o(n) < Jr, Mo WA (ta + é1)) dt <

< - e®(m)
b [1x=o Wbk (ta + 6k))
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and we deduce from (12) that with probability one, for n large enough, for all a € A™ and
I a non-empty element of {I,,I;, I},

_ p)"" p(la)
exp (= [1 + h(g)p(n)) < b)) [ [Tk Wbk (ta + 1))

< exp ([1 + h(g)]p(n)). (13)

Finally, the conclusion is a consequence of (8), (9) and (13).

Second case: ¢ —1 < 0. Fixn > 1 and a € A", We saw that I, C I;-(t) for every
t € I,. Consequently

/[0 REOLTCTES STAR (14)

aeAn+1

On the other hand, if a € A", fix a' € A"*2 such that I’ := I,s C I,. We have I;_(nt2 (t) C
I, for allt € I, so

P ) < [ T (0 ),

This yields
> w) ) < [ e 0) ) (15)
a€EA™ [0,1]

By using Lemma 2 we get, with probability one, for all n large enough and a € A",

b 22e—(P(n)+e(n+2)) < /J’(Izlz)’
. = pla)
so by (15)
D ulla)? < Pwermtelnt?) Ty (£)) 77 p(dt) (16)

a€EAn [0,1]

and the proof ends like in the first case by using (14), (16) and (13).
Step 2: for all j and n > 1 and all ¢ € R, define

j—1
Yin(g) = b3 / LT We@ D744 ((t + dnyjn)) dt.
Iejn-1 k=0
(Yi1(a) = fo.qy [Tico WOk ((t + ¢4)) dt). Define Cyy = max(|log wl, |log W[). We use the
notations of Lemma 3 and prove the following property:
(P): for every j large enough, with probability one, for all n > 1 large enough, 0 <i < j—1
and q € R,

T/, Yn' i
exp (= h(j,n,q)) < =7 1(@)

< m <exp (h(j,n,q))
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where h(j,n,q) = 2lglhjn + Cw |q|(2B;5n + 23 + m;)n + ).
It follows from the definition of M; , and the inequality W9 < exp(Cyw|q|) that

exp (= Cwlal (M + 1)) < 219D < ey (O lal(Myn + 1))

7
j—1
Z = / TT W=kt + g _1y548)) dt.
:

011 =1, weE;, k=0

with

n

Moreover, again because of W? < exp(Cw|q|), we have e=wldli < V;,(q) < e“wl4li for
each 0 <l <n-1. So

. . Yn i+ 1(q)
exp (— Cwlq|(2M;nj+1)) < I
( o ) Z H1:1, wé Ej, Y;a(q)

Define Iy (w) = min {1 <! <n; w € Ej;;}. By construction we have

n j—1
Z= Z /1 H H WG DItk 4 b _1ipr)) dt

acA(l1—1)j e =y, wEEj,l k=0

< exp (Cwlal(@Mjnj +7).  (17)

By the 1-periodicity of W, the integral

j—1
/ [T W@+t + _1yjpa)) dt
T

al=l1, weE;, k=0

n

does not depend on a € AU1=1i_ Tt follows that

Jj—1

7 = pli—1)j H H WO DItk 4 p_1)j48)) dt.

Tejuy -1 1=ty we€E; 1 k=0

Now, by using the definition of E;;, and computations similar to those used in the first step
and in the proof of Lemma 2, we get

exp (- 2[qlh; — 2Cwlq|(j” +m;)) < < exp (2qlh; + 2Cwlql(j7 +m;))

Y (a) Zy
with
n j—1
Zy =0 / H H WBEDIFE(E + d_1yj40)) dt.
Iej,ll I=l1+1, w€E; ; k=0
Repeating the same argument until the last / for which w € E;; we get

~ . VA
exp ( - h(])na(I)) <

< == < exp (h(j,n,q) (18)
Hl=1,weEj,, Yji(q) ( )
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where B(j,n,q) = (2|g|h; + 2Cw|q|(7 + m;))(n — M} ). Then Property (P) follows from
Lemma 3, (17) and (18).

Step 3: Fix ¢ € R. We show that the limit in step 1 exists almost surely and is equal
to 1 —q+¢Yw(q)-

By construction, for every j > 1 the random variables Yj;(g), I > 1 are i.i.d. and
integrable. It then follows from step 2 and the law of large numbers that for every j large
enough, with probability one,

h; iT+m; 1

—2|q|77 —2Cwlq|(B; + fj) + EEUOE; Y;1(q))
< liminf 710% Ynv.1(9)

N—oo N

log Y;

< limsup 08 IN1%9) v.1(9)

N —oo N
<

h; Y4m; 1
2Iq|7.’ +2Cwlq|(B; + ——) + EE(log Y;1(q))

and the conclusion follows by letting j tend to co.

Step 4: We show that with probability one, the convergence as r — 0 of 7,.(¢g) holds
for all ¢ € R, and lim,_,o+ 7-(¢) = 1 — ¢ + ¥w(q)-

Tt suffices to notice that almost surely, for n > 1 and ¢,q¢' € R,

1 1
|- 1og Va1 (g) — ~log Voi(d)| < Cwlg -],

and then to use step 3, together with (8), (9), (14) and (16). The property of the limit func-
tion 7, to be convex non-increasing is inherited from the 7,.. The fact that 7, is decreasing
if Dy > 0 and decreasing on (—00,1) and null on [1,00) if Dy = 0 will be explained in
Remark 7 (Section 4.3).

Proof of 1)(i7). It follows from the proof of (i) (step 3) that the function 7, is the limit
of the sequence of convex functions f,, = E(ry-=» ). Moreover, due to the concavity of the
logarithm, for alln > 1and g € R, fn(q) < f(@) = 1-q-+log, [ ,; WI(t) dt, so 7. (q) < f(a).
Then, the differentiability of 7, at 0 and 1 results from the equalities f,(0) = f(0) = 1,
fa(1) = f(1) =0, £3(0) = f/(0) = =1+ [;; ;ylog, W(t)dt and f;,(1) = f'(1) = —Dy for all
n > 1. 7, is not affine on [0, 1] because of the values of 7,(0), 7,(1) and 7,,(1).

Proof of 2)(ii). We have Dy = 1 if and only if the derivative of the convex function
f:qw f[o g Wi(t)dt at 1 is null. Since f(0) = f(1) = 1, this yields W = 1 almost
everywhere. In this case p is the Lebesgue measure and 7,(q) =1 — ¢ for all ¢ € R

To prove Lemma 2 and 3, we need
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Lemma 4 For v €]1/2,1[ and n > 1 define p, = pn(7) the probability that there exists
a € A" for which #{0 <k <n —my; Sy N[B*(I, + ¢r) mod 1] # 0} > n?.
The series }_,>1 pn converge.

Proof of Lemma 2. Fix v > 1/2. By Lemma 4 and the Borel-Cantelli Lemma, for almost
every w € (Q, there exists no(w) > 1 such that for n > ng, for all a € A™

#{0<Ek<n—my; S, NI, +ér) mod 1] #0} <n’.

This implies that for n > ng(w), a € A, and t, s € I,, we have

1> log [W(bF (¢ + ¢x))] — log [W (b* (s + o))
k=0

IN

> | log [W (6" (¢ + ¢))] — log [W (b* (s + ¢u))]|
Snﬂ[b’“(olff—(sp:)_mrSOd 1]=0

+(n" + my)(log (@) — log (w))
< hn+ (07 + my)(log (W) — log (w))

by definition of h,,. So the conclusion follows if we take
@(n) = 2[hy + (nY + my)(log (W) — log (w))]-

Proof of Lemma 3. By definition, for j and n > 1,

((U) = Z ]'Q\Ej,l (w)
=1

where the random variables 1g\g; ,, 1 <1 < n are independent copies of a Bernoulli random
variable with parameter p; (defined in Lemma 4).

Define §8; = 2” =P (,8] tends to 0 at 0o0). The previous remark yields
n n ~
PG )= Y ()ra-p)

By our choice of 3, for all [B;n] <I<n-1,

It follows that
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By using the Stirling formula we get for every j > 1 a constant §; such that for all n large
enough

1 (p; nBi rq —p; n(1-B;)
P(Mjn > [B]) < 05— (Ej) (1 = B;) |

N\B 1, \1-B
Now, an elementary study of functions shows that (%’) (11_’2) < 1 for all B €
10, 1[\{p;}. It follows that for j large enough, since p; < 8; < 1,

> P(Mj, > [ n]) <

n>1
and we have the conclusion by the Borel-Cantelli Lemma.

Proof of Lemma 4. Fix v > 1/2. For every n > 1, denote by N, + 1 the number of
elements of S,,. Notice that N,b~™" < 1. The ¢; being uniformly distributed, for every
0<k<n-—m,andae€ A",

P(S, N[b*(I, + ¢r) mod 1] # 0) = N,b*F ™.

So the probability that b (I, + ¢;) mod 1 meets S, for at least n” values of k in [0, 7 —m,,]
is bounded by (we use the independences between the ¢y)

n—mnp

RO | £

I=n7 0<k1< <ki<n—mn.,, i=1

QAn

n—mn

1 .

= ) N 3 pEhoi ki
I=n7 0<k1< - <ki<n—nm

By bounding every term of the form b iz ki by bXiZon—mn—i and the number of terms in
l .
20§k1<---<k1§n—nm bzi:l ks by nl7 we get

n—mn n—"mn
an < Z leb—nlnlb(n—mn)l—(lz—l)/2 < Z nlb—(lg—l)/Z < nn+1b—(n27—n7)/2

l=n" l=n"

(we used Npb~™» < 1). As v > 1/2, an elementary study shows that >, <, b"a, < oo.
Since p, < b™a,, we have the conclusion. B

Proof of Proposition 3. We proceed as in [22] to obtain the necessary condition of
non-degeneracy for CCM, via a size-biasing approach.
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For every t € [0,1] and n > 1, define on (Q,0(¢o,...,¢n—1)) the probability measure
P; , whose density with respect to P is given by

dPrn, . T
(W) = kleo W (B (¢ + ¢n)).

The sequence ([]r_q W (b*(t + 1)), >, is a 1-mean positive martingale with respect to

(a(¢0, . ¢"_1))n>1' This allows us to consider P, the Kolmogorov extension of (Pt ,)n>1

to (Q,0(¢n, n > 1)). Following [22] (Theorem 4.1.7)), to conclude, it suffices to show that
for all ¢ € [0,1], Py(limsup,,_,, un(In(t)) = 00) = 1. To see this, notice that under our
assumptions, Lemma 2 simply reads:

With probability one, for all n > 1, for all ¢,s € [0, 1] such that |t —s| < b7,

—o(n) < iy WOt + ¢1)) < e
T IS WOk (s + ) —

It follows that
n—1
log pin(In(t)) > —p(n) + > —log (b) + log W (b¥(t + ¢x)).
k=0

The random variables —log (b) + log W (b (¢ + ¢)), k > 0, are i.i.d. with respect to Py,
with P; expectation — Dy log b and positive variance (otherwise W is constant equal to b,
contradicting fol W (t)dt = 1). Consequently, if Dy < 0 then P;(limsup,,_, ttn(In(t)) =
o0) = 1 follows from the strong law of large numbers and the property ¢(n) = o(n), and
if Dy = 0, the same follows from the law of the iterated logarithm and the property

¢(n) = o(v/nloglog n).

Proof of Proposition 4. It follows from the computations done in the proof of Theorem 2
(see also [11], Section 7) that, almost surely, ¢y (1) = lim, 0 = log, [|un/| exists. Moreover,
1w (1) is also the limit of %Xn, where X,, = Elog ||uy]|, and for all m,n > 1

Xpgm <20 4 X + X

It follows that the sequence X, + 2C is sub-additive and 9w (1) = inf,>1(X, + 2C)/n.
Moreover, lim, ;o X, = —oo since sup,>; E(||tn|]) < oo and lim, o ||pn|| = 0. This
yields ¥w (1) < 0.

Proof of Theorem 3. According to the notations of the introduction, denote by f the
function ¢ — 1 — ¢ + log, fol Wa(t) dt.

(7) This is shown in the proof of Theorem 2(i7) or Proposition 10 in [11].
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(7t) Suppose that W is not constant. Let S be the set of those points ¢ € R such that
Tu(q) = f(g). Suppose that there exists py € S and (¢gn)n>1 @ sequence of pairwise distinct
points in S such that ¢, — po as n — oo.

For every ¢ € R, writing 7,(¢) = f(g) is equivalent to ¥w(gq) = log, fo Wa(t)dt, i.e.

Yw,(1) = 0, where W, = W9/ fo Wa(t)dt. Since W also satisfies the assumptions of
Proposition 4, it follows from this propos1t10n that 7,(¢) = 7m(g) is equivalent to the
non—degeneracy of the measure 1, associated with W, like p with W. By Theorem 1(v),
the non-degeneracy of p, implies that for every j € Z*, W/Z,(j)@(bj) = 0, or equiva-
lently ﬁ/\q(j)ﬁ/\q(b]’) = 0. Now suppose that I/I//H)(b) # 0. The same holds for ﬁ/\q(b) in a
neighborhood of pg, so we can assume without loss of generality that Wan (b?) = 0 for all
n > 1. Since the mapping q — T/I//\‘I(bz) has an analytic extension to C (w < W < w),
this yields ﬁ/\q(bz) = 0 for all ¢ € R On the other hand, since W is not constant,
(({t € [0,1] : W(t) > 1}) > 0 and either limq_>oo|f{0’1] W(t) cos(2mb?t) dt| = oo or
limg o0 | i1 WI(2) sin(2mb%t) dt| = oo, a contradiction.

Supposing that W//%(bQ) # 0 leads to a similar contradiction. Consequently, the set S is

discrete. If sup,cjo 1) W (%) > b then f(g) > 0 for ¢ large enough. Since 7,(g) <0 for ¢ > 1,
it follows that the discrete set S is bounded and so finite.

(#9¢) The function W, = W7/ fol W(t) dt is of the same kind of W. In particular, W/7q(bj) =0
for all j € Z*. Consequently, property (v) of Theorem 1 is fulfilled by W, so the associated
measure uy, is non-degenerate. It follows that ||uw, »|| = 1 for alln > 1 and ¢ € R. This
yields the conclusion.

4.3 The multifractal spectrum of u.

We denote 7, by 7 in this section.

If a > 0, define

o = {t €0, 1); lim, o 5= — o)
X% = {t € [0,1]; limsup,._, w <al,

o = {t €[0,1]; liminf, o w > al.

We exclude the case where W is almost everywhere equal to 1. It follows by Theorem 2 that
we have ainf < Qgup, Where ajnr = inf {—7/ (¢); ¢ > 0} and agup = sup{—7_(q); ¢ < 0}
(ting = 0 if Dy = 0).

Theorem 4 (i) With probability one, for every q > 0 such that —7! (q) > aint

—7_(q)

0 < -7, (q)g + 7(q) < dimp X (g nx < -7 (q)qg + 7(q)

and for every ¢ < 0 such that —7' (q) < Qsup
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72 (q)

0<—7L(q)g+7(q) <dimg X_,; () NX "7 < 74 (q)g + 7(q)-

Consequently, at each q where the convex function T is differentiable and —7'(q) € (Qinf, Asup)
dimg X_ gy = —7'(q)q + 7(q) > 0.

(ii) With probability one, X, NX" =0 for all a & [o4nr, Osup)-

Remark 6. 1) The same information as in Theorem 1 in [11] could be obtained. We
decided to deal only with Hausdorff dimension, and to limit our study to the level sets

X —7(q) N Y_T‘(q), which naturally replace the X_..(,) when 7 is not differentiable at g.

2) In the proof of Theorem 4(7), we deal with atomless measures p, in order to compute
some Laplace transform and use the large deviations theory to show that p, is carried by
X ) N yftw. When Dy = 0, we are not able to prove that p; = p is atomless since

we only know that dimg pu = Dy = 0 (Corollary 2). This is why we cannot claim that X is
not empty. If we could prove that p is atomless, this would yield Xy # ) and dimg Xy = 0.

Theorem 4 will be obtained by using a convenient family of auxiliary measures. Our
approach is a slight modification of the one of [11]. Instead of constructing these measures
directly on [0, 1], we obtain them as projections of measures on 9A*.

Let Q* be a subset of Q such that P(2*) = 1 and for all w € Q* the martingale limit
measure fi exists. Fix w € Q*. Then for q € R, let fi, , n > 1, be the sequence of measures
on JA*, defined by

diign gy Lo WO (D) + 60))
dt Jooa izo Wa(b*(t + ¢1)) dt

It possesses a subsequence fig ,,(q) Which converges to a probability measure fi; with the
following property:

Proposition 6 For P-almost every w in Q*, for all q € R, for fi,-almost every t € OA*:
if ¢ > 0 then

. log i (Cu(®) . log fiq(Cn(t))
7! < —o Mg\rni)] <« o P\ o .
7 (9)a +7(¢) < liminf —— ogh = lim sup —— g =T (@)q + 7(q);
if ¢ <0 then
log ji,(Cp(t log jig(Cp(t

n—o0 —nlog b n—s00 —nlog b

Corollary 2 With probability one the Hausdorff dimension of pu is exactly Dy .
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Remark 7. 1) It follows from Proposition 6 that —7' (@) (9)g + 7(q) > 0 for all ¢ € R

sgn

because the logarithmic density of a measure cannot tendg to —oco. This forces —7/ gn(q) (@)g+
7(g) to be positive if —T;gn(q) (q) € (Gtinf, Osup)-

2) Since 7(1) = 0 and 7 is convex non-increasing, it is decreasing on (—oo,1). Moreover, if
Dw > 0,i.e. 7'(1) < 0, 7 becomes negative on (1,00). Consequently, it is also decreasing
on [1,00), otherwise —7; .\ (g)g + 7(q) < 0 for some ¢ > 1, contradicting Proposition 6.
If Dy =0, ie. 7/(1) = 0, since 7 is convex non-increasing, 7(¢) = 0 for all ¢ > 1. This
completes the proof of Theorem 2 1)(3).

The proofs of Proposition 6 and Corollary 2 are postponed.

Proof of Theorem 4. i) As a consequence of Proposition 6 and a Billingsley lemma ([6] pp
136-145), for P-almost every w € Q*, for every g € R such that —T;gn(q) (9)g + 7(q) > 0, the

measure defined on [0, 1] by gy = fig om ! is of Hausdorff dimension at least —7/ on() (DT +

7(g). In particular, it is atomless. Moreover, this measure is the weak limit of the sequence
La,n;(q) = fgyn;(q) © T - S0, for n > 1 and a € A™

lim T :
ni@=oo o TThzg Wabk(t + ¢n)) [0~ Wabk(t + ¢y)) dt

S TIRZo Wk () + 60)) TTED ™ Wbk () + ¢n)) dt

pq(la) =

The fact that [, HZi(nq)fl Wbk (t) + ¢r)) dt does not depend on a € A™ together with the
same use of Lemma 2 as in the proof of Theorem 2 yields for n large enough, a € A™ and
s€el,,

e~ lale(n) b" HZ;S Wbk (s + én)) < pg(L,) < elale(n) b " Z;é Wa(b* (s + ¢r)) )
Jooy TTizo Wa(bk(t + ¢1)) dt ~ - Jooy TThzo Wa(bk(t + ¢1)) dt

Now, proceeding as in the proof of Theorem 2, we obtain for P-almost every w € Q*, for
!

every ¢ € R such that —7, (@)g +7(q) >0, for all B € R,

n—oe N

lim L log, / WP (T (8)) () = 7(8 + q) — 7(q).
[0,1]

Then mimicking the proof of Theorem 1 in [11] or the one of Theorem 2.18 in [20]
(they use a standard large deviations theorem (see [8])) we obtain that p, is carried by

X —r(q) N Y_T"(Q). This yields the lower bound for the dimensions.

The upper bounds for the dimensions are obtained as in [11] (Th 1). An alternative
approach is to use Theorem 2.24, Proposition 2.5, and Lemma 4.4 in [O]. Notice that to
make use of [20], it is nevertheless necessary to replace (it is immediate) the property of the
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measure in [20] to be a doubling measure by the following: via Lemma 2, with probability
one, there exists a constant C' > 0 such that for all r small enough, for all ¢ € [0, 1],

p( Loy (1) Co([~1
mlar() o (- log(r))
(I (1) —

o log(r)]) _ ¢

with limr_)o Tog r

(%) It is a consequence of Lemma 4.4 in [20].

Proof of Proposition 6. Since A* is totally disconnected, for all w € Q*, for all ¢ € R,
for all a € A*

. o J TS Wk () + ) TR0 ™ Wbk (1) + o)) dt
Nq(Ca) - .hm n—1 n; (q) 1
na@=eo [0 TTnz Wbk (t + é)) T ™ Wabk(t + g)) dt

Then, computations similar to those performed in the proof of Theorem 2 yields for P-almost
every w € Q*, for every ¢ € R, for all § € R

1 i o
lim —logb Z M'B'H = lim —log, /<9A uff(Cn(t)) fiq(dt)

n—oo n, n—o0o N,
a€A™

= 7((B+1Dg) - (B+1)r(g).

Here again, the large deviations theory yields the conclusion on the logarithmic density.

Proof of Corollary 2. It is a consequence of Proposition 6 applied at ¢ = 1 and the
existence of 7'(1), together with a Billingsley lemma ([6] pp 136-145).
5 Multifractal function and spectrum of v.

We assume that W is positive. Recall the definition of the function iy when it exists:

Yw(g) = lim 11E(1og/ HWq (0" (t + ¢x)) dt).

n—oo N [OI]k 0

If W is Holder continuous, we consider the measure v obtained in Section 1: v = p if p is
non-degenerate and v is the almost sure weak limit of p, /||pn|| otherwise. Due to Theorem
3.1 and 3.2 in [15], the measure v is almost surely equivalent to a probability measure Plog w
such that the probability measure pio; w defined on R/Z x Q by

Mog w(dt, dw) = pio, w (dt)P(dw)

is ergodic with respect to the skew product

(t,w) > (bt, B(w)).
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It follows that the multifractal analysis of v and 1, y, are almost surely the same. The
results on multifractal analysis of Gibbs measures in [17] would provide the Hausdorff dimen-
sion of the level sets X, only for all a almost surely instead of almost surely for all a. But
we keep from the approach in [17] (Section 5) the following information: with probability
one, for all ¢ € R and n > 1 (with the notations of section 1)

n—1
1 1 e
— log, / TI W@kt + ¢x)) dt = = log, / Lo 00 L 1y 0 L2 wa(1)(8) dt
n [0,1] = n R/Z

so the limit function

1 n—1
g€ R~ lim —log / Wb (t + ¢r)) dt (19)
n—oon b [0’1] ]E)

exists and is strictly convex and analytic; moreover, we know that it is equal to g — 1w (q).

Theorem 5 The multifractal function of v is strictly convexr and analytic, and is almost
surely given by

(q) =1—q(1+9w()) +¢Yw(q) = Jim, “log 1

log /[0’1] VI (L(1) v(dt).

log v(1(t))
log r
(1) dimpg X, = —7,(@)q + 7u(q) for all g € R. (i6) X5 =0 for all o & —7/(R).

Define X = {t € [0,1]; li_r% = a} for a > 0. With probability one
T

Proof. The existence of the limit function 7, (g) is obtained as in Section 4.2 for u. The
multifractal spectrum of v is derived like the one of y in Section 4.3. The new point here is
only the strict convexity and the analyticity of 7, which follows from (19).

Remark 8. If W satisfies the assumptions of Section 4 but does not satisfy the condition
for non-degeneracy, after replacing 7 by 7, the conclusions of Theorem 4 are true almost
surely for any limit v of a subsequence of v,,. This holds for a larger choice of function
W, since W does not necessarily satisfy property (v) of Theorem 1. In particular, given a
dense countable subset S of [0, 1], it is easy to construct W jumping at every point of S and
satisfying (Hs).

6 A multiplicative cascade counterpart.

This section makes a parallel between the measures studied in previous sections and measures
obtained by a multiplicative cascade construction.
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Let (Wo,...,Ws_1) be a nonnegative random vector in R’ such that b~! E;’-;é w; =1
almost surely. Let ((Wo,...,Ws—1)(n))n>1 be a sequence of mutually independent copies
of (Wo,...,Ws—1). Then let u be the almost sure weak limit of the sequence of probability
measures p, on [0,1] given by

d;; = H w (k) ft€TL

for every a = ay . ..a, € A™. This sequence is a martingale which converges almost surely
weakly to a measure g on [0,1].

The parallel with the measure studied in the previous sections is now easy to make by
using Proposition 2: define for n > 1 and a € A™ the sequence (ul2),,>1 by

dum s
H 7’L+k if t € Iaa’l...ai,l

for every o' = aj ...a}, € A™. Then Proposition 2 holds if one specifies that I is one of the
I, and if (5) is replaced by the simpler relation

pn(dt) = T[ Wa, (B)piz_, (dt).
k=1

The reader will adapt the approach used in Section 4 to obtain the following result (in
this construction, all the computations are easier, mainly because the auxiliary measures
have the simple expression

H::l Wg)c (k)
[Trey (= W (K))

Theorem 6 Assume that ZZ;}) E(1{w, >03|log Wi|) < co. Define the analytic decreasing
convex function 7, : ¢ € R — —q + E(log, ZZ;%) 1w, >0yWy). Define I = —7,(R). With

probability one, dimg E* , @ = —7,(9)q + 7u(q) for all ¢ € R and Ef = § for all o ¢ 1,

Nq(Ial..-an) = 5

where ) (1)
. 0g plln
Ef ={t € su ; lim ————"-2 = a}.
o ={teswp G m S o =

Remark 9. The measure considered in this section is a version, with stronger correlations,
of the microcanonical cascade measure m ([18]) obtained as follows: each node a of A*
is equipped with its own copy of (W, ..., Wy_1), (Wo,...,Ws_1)(a), and these copies are
mutually independent; the probability measure m is the almost sure weak limit of the
sequence of probability measures (m,)n>1 given by

d
mn H Wak . ak,l) lf t € Ia1...an
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Let f: g~ log, EC Z;E 1w, >01Wy). Let J be the largest interval such that — f'(¢)g+ f(¢)
is defined and positive for all ¢ € J. With probability one, the multifractal formalism in the
sens of [5] or [20] holds for m on —f'(.J) and 7., = f on J (cf. [1] and [2] for details). So in
general, 7,(¢q) < Ty, (q) on J except for ¢ = 1 where 7, and 7, always coincide. It is exactly
the same phenomenon as for y and m in Section 1.
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