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Abstract: We address the problem of flutter analysis of a coupled fluid-
structure system involving an incompressible Newtonian fluid and a reduced
structure. We use the Linearization Principle approach developed in Part I,
particularly suited for fluid-structure problems involving moving boundaries.
Thus, the stability analysis is reduced to the computation of the leftmost
eigenvalues of a coupled eigenproblem of minimal complexity. The coupling is
realized through specific transpiration interface conditions. The eigenproblem
is discretized using a finite element approximation and its smallest real part
eigenvalues are computed by combining a generalized Cayley transform and
an Implicit Restarted Arnoldi Method. The numerical results are compared
to former approaches and experimental data. The quality of these numerical
results is very satisfactory and promising.
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Stabilité linéaire en interaction fluide-structure
avec transpiration. Partie II: analyse numérique
et applications

Résumé : Dans ce travail on s’intéresse a l’étude du flottement dans un
systéme couplé fluide-structure. Ce systéme comporte un fluide Newtonien in-
compressible et une structure réduite. On utilise I’approche du Principe de Li-
néarisation développée dans la Partie I et adaptée aux problémes d’interaction
fluide-structure avec des frontiéres mobiles. Ainsi, 'analyse de stabilité se ré-
duit au calcul des valeurs propres avec plus petite partie réelle d’un probléme
spectral couplé de complexité minimale. Le couplage est opéré par des condi-
tions de type transpiration sur une interface fixe. Le probléme aux valeurs
propres est discrétisé par une méthode d’éléments finis. Les valeurs propres
de plus petite partie réelle sont approchées en combinant la transformation
de Cayley généralisée et une méthode IRAM (Implicit Restarted Arnoldi Me-
thod). Les résultats numériques obtenus sont finalement comparés a d’autres
approches et résultats expérimentaux.

Mots-clés : Interaction fluide-structure, transpiration, flottement, éléments
finis, probléme aux valeurs propres généralisé, transformation de Cayley, mé-
thode d’Arnoldi.



Linear stability analysis in fluid-structure interaction 3

1 Introduction

A body immersed in a fluid flow undergoes vibrations which can modify its
geometry. Indeed, if a fluid-structure equilibrium is given an initial small
disturbance, the generated oscillations will either decay or diverge, depending
on whether the flow energy transmitted to the structure is less than or surpass
the energy dissipated by the damping of the system. If the fluid is at rest, any
oscillation caused by the disturbance will be damped (for instance, by the fluid
viscosity). When the velocity of the flow is augmented gradually the damping
of the oscillations increases. However, with further increase in the flow velocity,
a point is reached from where the system is no longer subject to damping.
The oscillation just maintain its amplitude at the point where the damping
vanishes. Above this point, any small disturbance generates oscillations of
large amplitude. This is a flutter instability. Moreover, the point where the
damping reduces to zero is referred to flutter boundary.

Flutter instabilities can take place in a great number of civil engineering
processes: heat exchanger tubes in axial flow, flexible pipes with internal flow,
wind effects on long span bridges, aircraft wings and so forth. Such flow-
induced vibrations can damage the structure concerned. For example, it may
happen that the fluid forces feed energy into the vibrating structure progres-
sively increasing the amplitude of the motion until the structure collapses. The
failure of the Tacoma’s Narrow bridge was due to flutter, see [40]. The analy-
sis of flutter instabilities is a major concern in the design of civil engineering
systems involving a fluid-structure coupling. Hence, a great number of exper-
imental 35, 40, 46, 47| and numerical [36, 33, 37] works have been carried out
on this subject.

In this work we treat the flutter problem of a coupled fluid-structure system
involving an incompressible Newtonian fluid and a reduced structure. This is
carried out by a linear stability approach. We use the Linearization Principle
formulation developed in Part I [16], particularly suited for fluid-structure
problems involving moving boundaries. Thus, the analysis of the above flow-
induced vibrations reduces to the computation of the leftmost eigenvalues of
a coupled spectral problem, see |16, Section 3]. This coupled eigenproblem
involves the linearized incompressible Navier-Stokes equations (written in a
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4 Miguel-Angel Ferndndez, Patrick Le Tallec

fixed domain) and those of a reduced linear structure. The coupling is realized
through specific transpiration interface conditions (see [14]).

We must notice that the use of a linear model for flutter analysis was
already addressed (see for instance [33]). However, the originality of our ap-
proach lies in the linearization-transpiration formulation developed in Part I
[16] which provides a coupled eigenproblem of minimal complexity, involving
transpiration interface conditions. In this sense, the present paper constitutes
the numerical counterpart of the mentioned formulation. The eigenproblem
is discretized using a finite element approximation, and its smallest real part
eigenvalues are approximated by combining a generalized Cayley transform and
an Implicit Restarted Arnoldi Method. Finally, several numerical experiments
will point out, on the one hand, the performance of our approximation scheme
and, on the other hand, the robustness of our linearization-transpiration for-
mulation for flutter instabilities detection.

The outline of this paper is as follows. In section 2 we introduce the spectral
problem arising from the linearization-transpiration formulation developed in
Part I [16]. In section 3 this problem is approximated using a stabilized finite
element method. To this end a mixed variational formulation of the differen-
tial problem is introduced. The velocity and pressure are both approximated
using continuous functions with P; interpolation per element. The discrete
formulation leads to a sparse generalized eigenvalues problem. In section 4
we deal with the leftmost eigenvalues computation of this generalized eigen-
problem. We briefly discuss the IRAM method and the generalized Cayley
transform. We summarize the main steps of the Cayley transform Arnoldi al-
gorithm (introduced in [30]) and we provide some implementation techniques
for the matrix-vector operations. Finally, the numerical experiments are re-
ported in section 5. We consider three situations: a structure immersed in a
fluid at rest, a cantilever pipe conveying a fluid flow and a rectangular bridge
deck profile under wind effects. The numerical results are compared to former
approaches and experimental data.

INRIA



Linear stability analysis in fluid-structure interaction 5

2 Linear stability: spectral problem

We consider a steady fluid-structure equilibrium. In this configuration, the
solid is located in a domain ©° C R?® with boundary +. As in many problems
of aeroelasticity at low Mach numbers, it is surrounded by a fluid in R?. We
introduce a control volume 2 C R?® containing the solid. Hence, the fluid
evolution is restricted to the domain Qf = Q— Q. In the sequel we set I' = 99
with I' = I'y, U Dowe, T'in N Dot = 0. Here, I'y, stands for the inlet boundary
and [,y for the outlet boundary, see figure 1.

1—‘in % 1—‘out
Qf

Q

Figure 1: The computational domain €2, defined by the system in its equilib-
rium configuration

We assume the fluid to be newtonian viscous, homogeneous and incom-
pressible. Its behavior is described by its velocity uy and pressure py. At equi-
librium, these fields satisfy the following incompressible Navier-Stokes equa-
tions written in eulerian conservative formulation in the unknown conifuration

QO=0'UQ:

1
div (UO & ug — —O'(U(],p(])> = O, in Qf,
P

divug =0, in QF

uy = ur,,, on I,

in?

U(U()’po)n = 07 on FOUt’

ug =0, on -y,

with ]
8(“0) = 5 [VUO + (vuO)T} ) O'(Uo,p0> = —p01—|—2,u€(11,0),

RR n° 4571



6 Miguel-Angel Ferndndez, Patrick Le Tallec

p > 0 stands for the volume fluid density, p for the kinetic viscosity of the
fluid, n for the unit normal vector on I' pointing inside 2°, and wur, for the
fixed velocity on I'y,. Since, at equilibrium the structure is at rest, the interface
condition (1)5 expresses the continuity of the velocity field at the fluid-structure
interface. In the sequel we will suppose that uy and py are smooth functions.

The elastic solid under large displacements is described by its velocity and
its stress tensor. As in [16], in this paper we will suppose that the displacement
of the structure, around a known configuration €2}, is given by a linear com-
bination of a finite number of vibration modes ¢; : {}) — R3, 1<i<ns,
in such a way that the motion of the structure can be written as Igs + ®s in
5, with s € R" and ® = [p1]|pa] . .. [pns] is a 3 X n® matrix standing for the
reduced modal basis. In this way, the structural behavior is driven by given
mass and stiffness operators, M and K respectively. Thus, the equation de-
scribing the steady equilibrium of the structure subject to fluid effects is given
by

Kso = —/(I)TU(Uo,po)nda, (2)
Y

where sq stands for the generalized coordinates of the structural displacement.
It equilibrates the fluid load at the interface ~.

Remark 2.1 In the particular case where the configuration at the equilibrium
Q is known, problems (1) and (2) are uncoupled (see numerical experiments
below). However, in general, the equilibrium configuration Q) depends on the
structural displacement so, and then problems (1) and (2) are strongly coupled

(see [9]).

In this paper we focus on the numerical solution of the following quadratic
eigenvalue problem: find the pulsation A € C, the perturbation velocity u :
Of — C3, pressure p : Qf — C and displacement parametrization s € C",
with (u, p, s) # 0, such that

INRIA



Linear stability analysis in fluid-structure interaction 7

1
Vuou 4+ Vuug — 2vdive(u) + —Vp = Au, in  QF,
p

divu=0, in O,
u=0, on Iy,
o(u,p)n =0, on D[yy,
u=—Abs — VuyPs, on -+,

AN Ms + (K—i—BO) 5= —/@Ta(u,p)nda,

o

where M and K denote, respectively, the tangential mass and stiffness matrices
of the structure and B is a n® x n® real geometric matrix, given by the following
expression:

ng = / {VU(Uo,po)%‘” + o (uo, po) [I divp; — (V%‘)T] ”} - pida, (4)
v

for 1 <1,5 <n.

Spectral problem (3) arises from the linear stability analysis of the fluid-
structure equilibrium state (ug, po, o), satisfying equations (1) and (2). This
eigenproblem was derived in Part I [16, Section 3.3| (see also [15, Chapter 4])
by combining the “Linearization Principle” approach (see [22]) with the recent
linearization method developed in [14, 15|, particularly suited for problems
involving moving boundaries. In this way, the above steady equilibrium state
will be considered linearly asymptotically stable, if eigenproblem (3) does not
have eigenvalues with negative real part. However, this steady state will be
termed unstable if there exists, at least, one eigenvalue with negative real part.

Remark 2.2 The transpiration boundary condition (3)s and the above “added
stiffness” matriz B® come from the geometric interaction between the fluid and
the structure, refer to [16, 14, 15], and take into account the possible motion
of the interface.

RR n’ 4571



8 Miguel-Angel Ferndndez, Patrick Le Tallec

3 Numerical analysis

After the mathematical analysis reported in Part I [16, Section 4|, we address,
in this section, the finite element discretization of the eigenvalue problem (3).
We first rewrite the “fluid part” of (3) in variational form and then we propose a
stabilized finite element approximation. Finally, we provide the corresponding
matrix formulation, which leads to a sparse generalized eigenvalue problem.

3.1 Variational formulation

In the sequel we consider functions defined in bounded subsets of R3, and
taking values in the complex field C. Thus, all L? and Sobolev spaces appearing
in this section are taken as complex vector spaces of functions with complex
values, see [10]. Let  be an open bounded subset of R?, with locally Lipschitz
continuous boundary I' = I'j, U I'y. We assume that €2° is a non-empty
connected open subset of (2, with locally Lipschitz continuous boundary -,
and such that @ C Q, see figure 1.

Introducing the change of variables z = —\s, eigenproblem (3) takes the
following traditional form (see also Part I [16, Section 4.2.1]): find A € C,
u:Qf— C?% p:Qf — Cand s,z € C", with (u,p,s,2) # 0, such that

p(Vuou + Vuug) — 2pdive(u) + Vp = Apu, in QF
divu=0, in QF
u=0, on IV,
o(u,p)n =0, on Doy, (5)
u=®z — VuyPs, on -,
—z = \s,

(K+B°%) s +/(I>Tcr(u,p)nda =AMz.

o

We consider the following complex Sobolev spaces:

HE (@) ={ve H'(Q)|v=0, on Iy},

in

HY, () = {ve H'(@)v=0, on Typu~},

INRIA
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and a linear continuous lift operator
R:H:(y)' — Hi, (). (6)

By multiplying equation (5); by v € H{ . ()% integrating by parts and
taking into account the boundary conditions, we get that eigenvalue problem
(5) can be written, under variational form, in the following way: find A € C
and (u,p, s, z) # 0in HY(Q")? x L2(Q') x C* x C™ such that
— R(®z — Vuo®s) € Hy, U,Y(Qf)‘?’,
a(u,v) + b(p,v) = Ad(u,v), Vv € HllinU,Y(Qf)‘?,
( U) 7 Vq € LQ(Qf)a (7)
—z = \s,

(K+BY) s+/(I>Tcr(u,p)nda =AMz,

o

with notation

a(u,v) = p(Vugu + Vuug, ) o + 2p(e(u), £(0))o qr,
d(u,v) = p(u, v)o,ar,
b(p,v) = —(p,divo)gqr.

Note that the surface integral in (7)s,
[ ot pnda, ©)
0l

must be taken in the sens of H=2(I' U~4)™, i.e. the i-th component of (8) is
defined as

[ (o) - ouda = (0w () 1)
v
fori=1,...,n° and with

0 on I

¢ on v

v ={

RR n° 4571



10 Miguel-Angel Ferndndez, Patrick Le Tallec

This definition makes sense because, from (7).,
dive(u,p) € L*(Q), )

and then o(u, p)n € H~2(I'U~), see for instance [23]. In a discrete framework
this condition does not generally hold. Therefore, we have to specify rigorously
the discrete counterpart of (8). Basically, the idea consists in treating the
surface integral as a variational residual, see [28]. Indeed, by multiplying
(5); by R(y;), integrating by parts and taking into account the boundary
conditions, we get

/ (o(u,p)n) - pida = a(u, R(¢s)) + b(p, R(:)) — Ad(u, R(g:)). (10)

v

Clearly, the right hand side of (10) is better adapted to a finite element dis-
cretization than the left one. Taking into account (10), we can rewrite (7) in
the following way: find A € C and (u, p, s,2) # 0in HY(Q)3x L2(QF)xC™ xC™
such that

— R(®z — Vuo®s) € Hf._, (Qf)3,

a(u,v) + b(p,v) = Ad(u,v), Vv € H%inUv(Qf)?’,
b(q,u) =0, Vqe L*Q), (11)
—z = \s,

(K+B") s+ F*(u) + F*(p

A(Mz+ Fl(u),
with F(u), Fb(p), F4(u) € C" given, from (10), by the following expressions:
[F*(u)], = a(u, R(¢)), [F'(p)], =0(p, R(p:), [F'(u)], = d(u, R(¢)),

fari=1,...,n°%

3.2 Finite element discretization

In the sequel, we will assume that Qf C R3? is a polygonal domain with which
we associate a regular family of triangulations {7}, },~0 (see [5]), such that

Q=JK Vi,

KETh

INRIA



Linear stability analysis in flurd-structure interaction 11

where h is defined by h = max hy, with h; the diameter of K.
€7p

In order to approximate the continuous spaces H'(Qf) and L?(QF), we
introduce the finite dimensional space V), defined by

Vi = {vh € C'@)| vk € Py(K), VK € Th} ,

where P (K') stands for the space of polynomials on K of degree less or equal
to 1. Thus, we define the following discrete spaces:

Xp=VunH{ (), Qn=Vi, Vio=VanH} (O (12)

In a discrete framework, the operator R in (6) is replaced by a discrete lift
operator
Ry, : Te(Vi)}, — X,

In the same way, we introduce a [P; Lagrange-piecewise interpolation operator
Py on vy

Ph : CO(’)/)?’ — Tr(Vh)‘%,
defined as the restriction on ~ of the classical P; Lagrange-piecewise interpo-
lation operator II;, in Q.

With this notation, we can approximate problem (11), by replacing the
continuous spaces H'(QF)? and L?(2') by the discrete spaces V}, and Qy,, (see
[7]). Hence, we obtain the following approximate problem: find A € C and
(u,p,s,2) #0in V2 x Qp x C" x C™ such that

u — RhPh((I)Z — VU,O(IDS) S V}im
a(u,v) + b(p,v) = Md(u,v), Vve V2,

b(qv U’) = 07 \V/q € Qha (13)
—z = \s,

(K+B%) s+ Fi(u) + Fp(p) = A (M2 + F(u)),
with F2(u), FY(p), F(u) € C™ given by
[F3 (w)]; = alu, RuPu(1),
[F/l;(l?)]l = b(p, RnPr(vi)),
[Fﬁl(u)]i = d(u, Ry Pr(¢i)),

RR n° 4571



12 Miguel-Angel Ferndndez, Patrick Le Tallec

fori=1,...,n°%

As we have already pointed out in Part I [16, paragraph 4.2.3|, and as it will
be confirmed below (in section 4.4), the solution of problem (13), involves a
IP; /P; mixed finite element approximation of linearized Navier-Stokes problems
with right hand side and zero order reaction term,

p(Vuou + Vuug) — 2pdive(u) + Vp+rpu = pf, in Qf
divu =0, in QF
u=0, on I}y, (14)
o(u,p)n =0, on Dy,

U= 1Uy, On 7,

with r € R, f and u,, given data.

The pair of spaces P /Py, chosen to discretize the velocity and pressure
fields, fail to satisfy the LBB compatibility condition (Ladyzhenskaya-Babuska-
Brezzi or “inf-sup” condition), see [23|. It is well known that, if this condition
does not hold, the numerical scheme produces oscillating pressures (see for
instance [12]). The “stabilized finite element methods” overcome this problem.
The goal is to enhance stability (introducing diffusion) without upsetting the
consistency (see [26]).

We could use a combination of spaces satisfying the LBB condition, but the
numerical approximation of convection-diffusion (or Navier-Stokes) equations,
with low-order piecewise polynomials, may also produce severely oscillating
solutions. A number of stabilization techniques have been developed for the
treatment of this problem, see for instance [2, 25, 45]. Similar difficulties may
appear when dealing with dominating reaction terms. Again, some techniques
of stabilization have been developed for this purpose, but for particular cases
where the reaction reduces to a scalar constant [43, 17, 24, 1].

The stabilized schemes are generally obtained, from the classical Galerkin
method (not-stabilized), by adding additional terms involving the product of
the residual of the equation with a new test function which depends on a local
stabilization parameter, 7, > 0. Unfortunately, to our present knowledge,
there is no a stabilized finite element method for the discretization of a general
problem of type (14), see [44]. The discretization scheme that we propose
herein for (14) is directly obtained from that proposed in [45] for the Oseen’s

INRIA



Linear stability analysis in fluid-structure interaction 13

equations and writes: find (u,p) € V2 x @, such that
U — RhPh(uv) € V;io,
CL(U, U) + b(pu U) + b(Q7 U) + Tp(u7 U)O,Q

+ Z (p(Vuou + Vuuo) — 2 div 5(u) + Vp + rpu,
KeT,

15
T (pVoug — 2pdive(v) — Vq)) p (15)
07
=d(f,v) + Z (pf, T (pVoug — 2pdive(v) — Vq)) ,
0,K
KeT,
v<U7Q) S VhB,O X Qha
with 7x the stabilization parameter provided in [45],
hk || wol|2h ke r si 0<z<l1
=—¢(R Ruex = ——— = .2
TK 2,0”“0“25( heK ), hCK 1900 () 1 si 2>1

Several reasons justify the introduction of the above scheme. On the one
hand, we have employed the same triangulation 7}, in the computation of u
and wu (it is not mandatory, but practical). Thus, an accurate computation
of the permanent flow (ug,po) and of (Vuy)},, requires a refined grid in the
vicinity of . As pointed out in [17], this reduces the complications associated
when dealing with dominating reaction terms. Moreover, scheme (15) is a
direct extension of those introduced in [43] and [45] for the Stokes equations
with convection. In this way, we have kept the choice of 7 for this type of
equations as proposed in [45]. On the oder hand, the numerical experiments
reported in section 5 will point out the performance of scheme (15).

Remark 3.1 It is straigtforward to verify that (15) is consistent with the so-
lutions of (14).

By generalizing (15), we consider instead of (13) the following discrete
scheme: find A € C and (u,p,s,z) # 0 in V2 x Q, x C” x C™ such that

RR n° 4571



14 Miguel-Angel Ferndndez, Patrick Le Tallec

u— Ry Py(Pz — Vugds) € V,io,

a(u,v) + b(p,v) + b(q, u)
+ Z (p(Vuou + Vuug) + Vp, 7 (pVouy — V(j))

KeT, 0.K
=)\ [d(u,v) + Z (pu,TK(pV@uo — V(j)) ] . Y(v,q) € Viio X Qn,
KeT, 0.K
— 2z = As,

(K+B°) s+ Ff(u) + F!(p) = A (M2 + Ff(u)),

(16)
with
[F3(u)], = a(u, RuPu(p:)) + Z (p(Vuou + Vuuy), TKpV(RhPh(%))uO) oK
[F2(0)], = b(p, BuPa(:) + > (Vpa Tva(RhPh(SOi))UO> o’
[Fil(u)], = d(u, RyPu(g:)) + Z (Pua TKPV(RhPh(%))Uo) 0K

KeTy,

fori=1,...,n°

Remark 3.2 For each v € V;? we have ux € P}(K) and then dive(u) van-
ishes in K

By setting

as(u,v) = Z (p(Vuou + Vuuy), TKPV@UO)O o
KeTy, ’

bs(p,v) = Z (Vp, TK,OVUU())O’K,

KETh

bl (u,q) = — Z (p(Vuou + Vuuy), TKV(I)OK’

KETh

INRIA
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cspa) == (Vp, TKV@> oK

KETh
ds(u,v) = Z (pu,TKpV@u0> ,
KETh O’K
GS(U, q) = - Z (pU, TKV(.Y> 5
KETh 07K

problem (16) can be written in the following more compact form: find A € C
and (u,p,s,2) # 0in V2 x Q, x C™ x C™ such that
u— Ry, (®z — Vueds) € V2,
a(u,v) + b(p,v) + b(q, u) + as(u, v) + bs(p, v) + by(q,u) + cs(p, )
= )\(d(u,v) +ds(u,v) + es(q,u)), V(v,q) € Vh?’,o X Qn, (17)
— 2z = \s,
(K+B°) s+ F(u) + Fp(p) = A (M z + F(u)).

3.3 Matrix formulation

In this paragraph, problem (17) is reformulated in terms of matrices. This
will allow us to explicitly compute its solutions. Let n' = nf(h) the number
of vertex of the triangulation 7, on the fluid domain. We introduce the finite

element real basis {gbl}ffl and {%}Zil of V2 and Q) respectively. Thus, each
element (u,p) € V2 X @), can be written as

3nf nf
U= Zuj(ij p= ZP;’%’, (18)
P =1

with u;, p; € C. We introduce also the following subsets of I = {1,...,3n'} C
N:

Y ={ieI|ldof iisnoton TU~}, I™ ={ie I|d.of. iison Toyl,
I"» = {i € I|d.o.f. iison Iy}, I" = {i € I|d.of. iison~},

RR n° 4571



16 Miguel-Angel Ferndndez, Patrick Le Tallec

and then we denote
n® =card(I?), n'o =card(I™), n'" =card(I™), n? = card(I?).

By substituting (18) in (17), we get

Z“J a(g;,v +ij (. v +Z“J , &;) —i—Zu]as ¢j,0)
+ij 1/}]7 +ZU‘J (bJ? +ijcs wju
7j=1
=\ ZU] ij, +ZU] ¢]a +Zuj65 ¢J’ )

V(v,q) € Viig X Qu. (19)

f of r r;

We denote by u* € C*, ulewt € C* ", ulin € C* ™ et u¥ € C"' the degrees
of freedom of u corresponding, respectively, to shape functions in [ Qf [ Tout
In and I7. In the sequel we will assume that the shape functions {(bz} _, are
ordered in such a way that the first degrees of freedom correspond to u* | next
to u'"t, next to u''™ and finally to u”.

By taking in (19) v = ¢;, with i € [QfU[FO‘“, and ¢ = 9, withi =1,... ,nf,
we obtain a (n® + nlew + nf) x (4n' + 2n°) matrix expression of type

£ )

AY AT ATe A7 By 0 o] [

A Al ADm A By 0 Of | w
£

BY Blewt Bim BY C 0 0 D

of 7

u
Fout
D¢ Dw DM D] 0 0 0 ILF
=A|D¥ DI DI D} 0 0 0] | w (20)
EY Efew E' B 0 0 0f | P
z
- o -
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Linear stability analysis in fluid-structure interaction 17

In the same way, by substituting (18) in (17), we get

3nf nf 3nf
(K+B%) s+ > uiFi(e) + Y _piFp(wy) =X [ Mz+ > w;Fie) | .
=1 =

=1
which leads to the following matrix expression of size n° x (4n! + 2n°):

of 7]
u

urout

. ylin
[F Flow Flm FY F, 0 K+B%] | o7
p
z

L S -

B
yDont
uLin

=A[FY Flew Fl» F) o0 M 0] | W |. (21)
P
z
L S -

The transpiration interface condition (17); is taken explicitly on each inter-

face vertex, x;, of the triangulation. Therefore, we obtain the following matrix
expression of size (n'» +n?) x (4nf 4 2n°):

_qu _uslf
’LLF"“': uFout
Fi, Fin
000100 o off"" _yJoooo0o0o0of|" (22)
000710 -G G|™“ |~ ooo0oo0o0o0o0]|"“ |
P P
z z
- - - S -
with the following notation:
[GO] Z]: [SOJ]I]C(Z) (an(i))a 7 c ]Fin ] — 1, . ,ns,
[Gl]ij: [vuo‘pj]nc(i) (znv(i)), el j=1,...,n"
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18 Miguel-Angel Ferndndez, Patrick Le Tallec

Here, nc(i) € {1,2,3} is the component of the velocity corresponding to the
velocity degree of freedom i, and nv(i) € {1,...,nf} the label of the vertex
where the velocity degree of freedom i lies, for i = 1,. .., 3n .

In short, taking into account (17); with (20), (21) and (22) we obtain that
the discrete problem (17) is equivalent to the following generalized eigenvalue
problem of size n = 4nf + 2n°: find A € C and 0 # x € C" such that

(A" Alow Alm A7 B, 0 0 ] 7,0
AY Alewt Al AT B, 0 Tout
2 2 2 2 2 U
0 0 I 0 0 0 0 ulin
0 0 0 I o —-@g® @t u?
BY Bfew BMm BY ¢ 0 0 p
0 0 0 0 0 —I 0 z
of Tout Cin ~ 0 S
[Py Fpee Fov Fp R, 0 K4B°J LS 1
A X
DY Dfew DI DY 0 0 0] [,0 ]
DY DIew DIm DI 0 0 0| |yl
0 0 0 0 0 0 0|y
=A|0 0 0 0 0 0 Of|w (23)
EY Elew EMm gy o 0 0] | »
0 0 0 0 0 0 I z
Qf Cout Din y S
[F¢ Flew Fe F7 o0 M oof L 5
X

B

The matrices A and B are real, sparse, non-symmetric and, in most of the
applications, of large size. Following the “Linearization Principle” approach
developed in Part I [16, section 3], in a linear stability analysis the goal is to find
eigenvalues with negative real part in order to detect instabilities. Typically,
almost all eigenvalues of (23) have positive real part and only a small number
cross the imaginary axis. Therefore, to detect a stability change, the interest
lies in computing the few eigenvalues with smallest real part.

In the next section, we will deal with the numerical approximation of a
small number (compared to n) of solutions of the generalized eigenproblem
(23). To fully exploit the sparse character of the matrices, it will be crucial to
use methods which only involve operations of type matrix-vector product (i.e.

INRIA



Linear stability analysis in fluid-structure interaction 19

which do not destroy the sparsity). For instance, subspace iteration methods
or Arnoldi methods [3, 39| are very appropriate.

4 Eigenvalues computation

In this section we will follow the ideas of Garrat [19] and Lehoucq and Scott
[30]. In this sense, the leftmost eigenvalues of (23) will be approximated using
an iterative algorithm combining a generalized Cayley transform and an Im-
plicit Restarted Arnoldi Method (IRAM). This algorithm is fully developed in
[30]. This choice is justified, on the one hand, by the proven performance of the
IRAM method, implemented in the ARPACK library [32], and on the other
hand, by the results of Lehoucq and Scott [30] which point out the efficiency
of their algorithm.

In the following paragraphs we will briefly describe the IRAM method and
the generalized Cayely transform. We will summarize the main steps of the
Cayley transform Arnoldi algorithm [30]| provided with some implementation
techniques used in the numerical experiments reported in section 5.

4.1 Generalized Cayley transform

A complication in problem (23) is the singularity of matrix B. This implies
that (23) has fewer than n eigenvalues [19, 6]. The missing eigenvalues, called
“Infinite” eigenvalues [19, 42|, are defined as the zero eigenvalues of the inverse

problem
1

Bx=wAx, w= Y
Each zero value of w corresponds to an infinite eigenvalue of (23).

Since matrix B of (23) has one block of columns and two blocks of rows
filled with zeros, eigenproblem (23) has three kinds of infinite eigenvalues.
The pure pressures correspond to n! columns of zeros. The two other groups
of infinite eigenvalues, n'» +n?7, come from the explicit discrete treatment of
the boundary conditions on I';, and 7, which are not implicitly incorporated
in the discrete space V3.

Although the infinite eigenvalues are not true eigenvalues of (23), in prac-
tice, they can introduce numerical difficulties [19, 6, 34, 30]. When working in
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20 Miguel-Angel Ferndndez, Patrick Le Tallec

finite arithmetic, the matrix B is often perturbed so that it may become “not-
singular”. Eigenvalues with a very large module (and perhaps with negative
real part) may appear which are, of course, irrelevant for the stability analysis.
Iterative methods for non symmetric problems, such as subspace iteration
and Arnoldi, cannot be applied directly to the generalized eigenproblem (23).
Before we must transform problem (23) in a standard problem of the form

Tx=0x. (24)

The difficulty now is: to chose T. It is well known that iterative methods
quickly provide good approximations to well-separated eigenvalues. In general,
these eigenvalues do not match with those of smallest real part. ThusT must
satisfy some a prior: properties:

e matrix-vector products, T y, should be carried out efficiently;
e there is a known transformation between the solutions of (23) and (24);

e the eigenvalues with smallest real part of (23) are mapped to the eigen-
values of (24) which are easily approximated by the iterative method
performed on (24).

The complication associated to the singularity of the matrix B also restricts
the choice of the transformation T. We must use rational transformations,
namely, it is necessary to invert problem (23). In this framework, standard
choice when computing leftmost eigenvalues of problems like (23) are shift-
invert and generalized Cayley transformation, see [12, 13, 30, 29|.

In the sequel we will assume that (23) has m eigenvalues {\;}/",, which we
suppose ordered with increasing order of their real parts,

Re(A1) < Re(A2) < ... < Re(An).

Let a € C, with av # \; for i = 1,... ;m. By subtracting a Bx from both
sides of (23) we get
(A—aB)x=(A—a)Bx.

By multiplying this identity by (A —aB)~!, we obtain

(A—aB)_lBX:(Aia)X. (25)
Tsi(a) —

6
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The matrix Tgr(a) = (A —a B)~! B, is called shift-invert transformation. The
eigenvectors of (23) and Tg;(«) are identical. Hence, the eigenvalues \ of (23)
and 6 of Tg;(«), are related by the following expression:

1 1

“ty Yo

(26)

By selecting the shift (or pole) o near the imaginary axis, the left-most
eigenvalues of (23) can be mapped onto those of Tg;(a) with largest magni-
tude. However, since A and B are real matrices, and in order to keep the
computation in real arithmetic, we will not consider the use of complex shifts,
but generalized the shift-invert transformation.

Let a1, as € R be such that

o < (g, a1§£)\i, Z:L,m (27)
By subtracting o, B x from both sides of (23) we obtain
(A—OQB)X = ()\ - OéQ)BX.

Let us suppose that x is an eigenvector and A an eigenvalue of (23). By
multiplying by (A —a; B) ™! we get

gA—mBr%AﬂhgpzmxﬂhﬂAﬂhm*Bx:(i:x)x.(%)

~~

Te(an, as) Tsr(an)

0 =c(\)
The matrix
Tc<061, 042) = (A —Qq B)71<A — Q9 B), (29)

is termed generalized Cayley transform, see [19, 20]. The scalars o and «; are,
respectively, referred to as pole and zero of the transformation. Transformation
(29) is a generalization of the standard Cayley transform where oy = —ap, see
[18, 4].

From (28) we can easily derive the following lemma, giving the relationship
between the finite eigenvalues of (23) and those of T¢(ay, as), see [19].
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Lemma 4.1 Let oy, o € R satisfying (27). The pair (A, x) is an eigensolution

of (23) if and only if (0,x) is an eigensolution of Tc(ay, aw), where
A — (6] Oz19 — Q9

0—1

0=c(\) = A=c1(0) = (30)

A — O[l’
Here, c is a bijection of C — {1} in C— {1} .

The main interest of the generalized Cayley transform lies in the properties
of the bijection ¢ and the role of parameters o; and as in this mapping. In
particular, how do they affect the way the eigenvalues of (23) are mapped to
those of Te:(aq, ag). Garrat, in [19], provides a complete study of this mapping
(see also [21]).

The main properties of the generalized Cayley transform can be summa-
rized in the following theorem:

Theorem 4.2 (Garrat, 1991) Let oy, s € R with a1 < ag, and 0 = ¢()\)
with A € C — {ay}. Then

Re(\) < =(an + a2) if and only if |0] > 1,

=
2
=
W%

(a1 + ) if and only if [0] < 1.

N — DN

The above result implies that the eigenvalues of (23) lying on the left of the
straight line Re(\) = (a1 + ) /2 in the complex plan, are mapped to extreme
eigenvalues of T (aq, ay).

More precisely, we have the following corollary (see [19]):

Corollary 4.3 Let A, Ay, ..., Ay, to be the eigenvalues of (23) ordered with
increasing real parts. Take an index 1 < k < m such that Re(A\y) < Re(Agy1)-
Let o, a0 € R satisfying (27) with

1
5(041 + ag) = Re(Ar11),
then
0; =c(N\) ¢ B(0,1), i=1,...,k,
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The above corollary suggests a strategy for choosing parameters o et ao
suitable for accelerating the convergence to 6; = ¢(\;). Indeed, a; and s, may
be chosen in such a way that the first unwanted eigenvalue, 0y, (with &k > 1),
is located on the unit circle B(0,1) and that the distance of the dominant
eigenvalue 0, = c¢(\;) from B(0,1) is maximal. In other words, under the
hypothesis of lemma (4.3), we have to maximize |6;| respect to «; and s
subjected to the constraints

o1 + g
2
In the case where \; is real, the following lemma holds (see [19]):

Lemma 4.4 (Garrat, 1991) Suppose \; € R. Let 1 < k < m such that
Re(Ax) < Re(Agt1) and k > 1 a given real number. If we take

= Re()\k+1), a1 < Qo. (31)

k—+1
ar = Re(Ae+1) = ——— (Re(Art1) = A1),
K+1
Qo = Re(>\k+1) + e _ 1 (Re()\kﬂ) — )\1),
then
R0 > 100 > > 0] > 1= s > (8], i=k+2,..m.

In this case, #; may be made as large as wanted by increasing x. However,
when \; is complex the theory is less satisfactory, we just have the following
result (see [19, 20]):

Lemma 4.5 (Garrat, 1991) Let us suppose that \y = x1 + iy; with x; <
Re(Merr). If

o1 = Re(}\k+1) - \/(Re()\kJrl) - 561)2 + y%7

as = Re(Apy1) + \/(Re(AkJrl) —x1)2 4yt

then the mazimum of |01| subjected to the constraints (31) is attained. In
addition,

1 —
>1, with €= k) =T

VE+T-¢ 1]

and |0;| <1 fori=Fk+1,... ,m.

|01] = [0s] =
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The above lemma implies that the extreme character of ¢, is directly related

to the ratio
Re(/\kH) - Re()\l)

S W
The approximation of §; becomes delicate in situations where:

1. |Re(Aky1) — Re(A1)] is very small;

2. | Im(Ay)| is very large.

In both cases, the sought eigenvalue 6, is very close to the unit circle, which
complicates its computation. Indeed, the main difference compared to the case
where \; is real comes from the fact that lemma (4.5) does not ensures that
0, is a extreme eigenvalue of T. We emphasize that this is a direct result of
using a rational transformation 6 = ¢(\), necessary because B is singular.

4.2 Arnoldi’s method with implicit restart

The Implicit Restarted Arnoldi Method (IRAM), developed in [41], provides a
efficient and numerically stable way for implement a restart, without explicitly
computing a new Arnoldi factorization. This method combines the Arnoldi’s
method [39] with the implicitly shifted QR algorithm [42].

Let us consider a m-step (m < n) Arnoldi factorization of a real n x n
non-symmetric matrix A, i.e.

AV =VH +rey, (32)

in such a way that V € R™™ has m orthonormal columns, » € R"” with
VHy =0, and H € R™™ is a upper Hessemberg matrix with non-negative
low-diagonal.

A QR type algorithm with explicit shift (see [42]) can be applied to (32).
Let § € R a given shift. We factorize H — 1 = QR, with R upper triangular
and @ upper Hessemberg orthogonal. Then, from (32), we get

(A= BNV —V(H - B1) =re},
(A— BV —VQR =re},
(A= BD(VQ) — (VQ)(RQ) = re,Q,
A(VQ) = (VQ)(RQ + B1) = re,Q,

(33)

INRIA



Linear stability analysis in fluid-structure interaction 25

in such a way that setting V. = VQ and H, = RQ + 31 = QT HQ, we obtain
AV, =V H_ +relQ.

The matrix V, has m orthonormal columns (it is the product of V' and an
orthogonal matrix ()) and H, is a upper Hessember matrix (it is a classical
property of the QR factorization, see [42]). In addition, the first m — 2 entries
of el @ are zero. Thus, a new m — 1 Arnoldi factorization can be obtained by
condensing, namely, by equating the first m — 1 columns of each side:

AV =V HY e,

m—1*

(34)

Therefore, shifting by 3 does not disturb the structure of the Arnoldi’s fac-
torization. The main result of this operations is that the first column of V.
has the direction of (A — 51)v;, where v is the first column of V. Indeed, by
multiplying (33)2 by the canonical vector e;, we get

(A—B1v, =V Re; = (e] Re1)Vyey.

We can iterate this process by extending the new (m — 1)-step factorization
(34) to a m-step factorization, applying a shift and condensing. The payoff is
that each iteration applies to v; a linear polynomial in A, and where the root
of this polynomial is the applied shift. These ideas can be generalized to the
application of p implicit shifts. Starting from a k-step Arnoldi factorization

AVk = Vka + rkeg,
we extend this factorization to a (k + p)-step Arnoldi factorization
AViesp = ViepHisp + Thip€isy- (35)

Then, p implicit shifts {3; ?:1 may be applied to the factorization, resulting
in a new factorization

+ oyt gt T
AV, = Vi iy + TheapCrip @,

with V,Q;p = Vip@, H,;:p = QTH;,,Q and Q = Q1Q> . .. Q,, with Q; the up-
per Hessemberg orthonormal matrix resulting from the factorization of Hj,, —
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B;I for 5 =1,... ,p. A new k-step Arnoldi factorization can be obtained by
equating the first £ columns on each side (see [41]):

AV = ViFHE 4+ rfer. (36)

We can iterate applying p steps of the Arnoldi’s algorithm to extend the fac-
torization (36) to a new (k + p)-factorization (35), then applying shifts and
condensing.

As we mentioned above, each implicit application of a shift 3; replaces
the initial vector, vy, by a vector in the direction of (A — 3;I)vy. Thus, after
application of p implicit shifts we get v; < ¥(A)v;, where ¢ is a p-th degree
polynomial with roots {ﬁj}?zl. The choice of the shifts, and hence the con-
struction of the polynomial, is motivated by the fact that if we choose as shifts
the eigenvalues that are “unwanted”, we can effectively filter the starting vector
vy so that it will be rich in the direction of the “wanted” eigenvectors. One
possible shift selection strategy is the so called “exact shift strategy” (see [41]),
where the (k + p) eigenvalues of Hj., are partitioned into a set of k£ wanted
and a set of p unwanted elements. The p unwanted eigenvalues are used as
the shifts in the restarting. This is equivalent to restarting the Arnoldi factor-
ization with a linear combination of the approximate eigenvectors associated
with the wanted eigenvalues. We notice that the use of implicits shifts of zero
(see |34, 30]) is equivalent to performing subspace iteration on V.

4.3 Generalized Cayley transform IRAM algorithm

In this paragraph we summarize the algorithm we use for the approximation of
the leftmost eigenvalues of (23). This algorithm, fully developed by Lehoucq
and Scott in [30], combines shift-invert and generalized Cayley transformations
with an IRAM method. Shift-invert is used to get a first approximation of the
spectrum and is also used to purify the starting vector and the computed
eigenvectors, see [34].

In the sequel k stands for the number of sought-after eigenvalues (k < n)
and k + p (p > 0) for the number of computed Arnoldi vectors (i.e. the
dimension of the Krylov’s subspace). We denote by 6 and x the approximate
eigenvalues and eigenvectors of Ts; and T¢. Hence, A = ¢71(6) stands for the
corresponding approximate eigenvalue of the original problem (23).
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The algorithm 1 outlines the Lehoucq and Scott’s Generalized Cayley trans-
form TRAM algorithm. In this algorithm, symbol ¢ indicates the steps pro-
vided by the ARPACK library (see [30, 32]).

begin
¢ v; € R random unitary vector
purify: v; « Tg;(0)vy
O compute 6y, ... 0,4, from a (k + p)-step Arnoldi factorization of Tg;
)\Zw—ei,i:l,... Jk+p
order )\ZZ with increasing real parts
¢ v; € R™ random unitary vector
V1 < TS](O)Ul
repeat
compute a; and s from A; and Ay (lemmas 4.4 and 4.5)
compute a (k + p)-step Arnoldi factorization of T
update v; by implicit application of p shifts
compute 61, ... , 0k, by extension to a (k + p)-step factorization
A <—Cil(9i), 1=1,...,k+p
order \; with increasing real parts
(a)  convergence test on 6; largest in magnitude
until £ converged eigenvalues
{ compute eigenvectors x; corresponding to the converged eigenvalues
obtain eigenvectors of (A, B) by purifying: z; < Ts;(0)z;
end

S SO

Algorithm 1. Cayley transform IRAM algorithm

4.3.1 Missing eigenvalues

Once the dominant eigenvalues of T (ay, ay) are converged, it is necessary to
be cautious to avoid eigenvalues which are not of smallest real part. This kind
of uncertainty comes from the fact that, unfortunately, the largest eigenvalue
of Te(ay, an) in magnitude does not necessarily coincide with the leftmost
eigenvalues of (23). It is important to notice that there is no theory available
to verify whether the left-most eigenvalues have been computed, see [19, 30, 29].
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In an attempt to overcome this drawback, in [30], Lehoucq et Scott intro-
duce a additional test on the computed eigenvalues, after step (a) in algorithm
1. Once the dominant eigenvalues (largest in magnitude) of T (a1, az) have
acceptable approximations, we order the k£ + p eigenvalues in decreasing order
of their moduli. Then we compute the corresponding eigenvalue approxima-
tions of (23) and order them in decreasing order of their real parts. If there is
an eigenvalue in the package of the p smallest in magnitude which corresponds
to a eigenvalue in the package of the k£ with smallest real part, we increase the
number £ of requested eigenvalues. The numerical experiments carried out in
[30] showed the effectiveness of this strategy.

4.3.2 Spurious eigenvalues

From lemma 4.1 the generalized Cayley transform maps the infinite eigenvalues
of (23) on to +1. These eigenvalues are not relevant for the stability analysis
but, in practice, are likely to be computed. Indeed, from (30) and since oy <
g, if 6 = 1+ § with 6 > 0 small, then

A= (0) = S(an(1 +6) — ),
become large in magnitude with negative real part. Thus, this eigenvalue
could be taken into account in the update of a; and as. Lehoucq and Scott,
in [30], propose that on each iteration all real §; which are close to +1 must
be excluded. They also exclude such spurious eigenvalues when searching for
possible missing eigenvalues.

4.3.3 Implicit shifts

We have noticed that the main difficulty in our eigenproblem comes from the
existence of infinite eigenvalues. We could try to purify v; with the application
of implicit shifts of +1. Unfortunately, the experiments performed in [30] show
that this technique can give bad results. Lehoucq and Spence, in [31], pointed
out that the application of shifts corresponding to very good approximations of
the eigenvalue can introduce instabilities due to the rounding errors. Lehoucq
et Scott in [30] showed that the application of p shifts of 0 give consistently
good results. This is equivalent to perform subspace iteration with T (aq, az)
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on Vi. With this choice the effects of the spurious eigenvalues are strongly
attenuated.

4.3.4 Starting Cayley iterations

The information contained in the starting vector is crucial for the performance
of the Arnoldi’s algorithm. At each Cayley iteration we can improve v; by
taking into account the information provided by the last iteration. More pre-
cisely, we can take v; in the invariant subspace associated to the converged
eigenvalues. Therefore, see [38], after each Cayley iteration we set

l "
Uy Zwi, UV <~ 57—
Jon]

where {w;}._, stands for a Schur base of the invariant subspace associated to
the eigenvalues which have converged in the preceding iteration.

4.4 Matrix-vector product computation

In algorithm 1, each shift-invert purification step or Arnoldi step requires,
respectively, a matrix-vector product y = Tgr(aq)x or y = Te(aq, az)x, de-
pending on the transformation in progress. At this point, it is important to
provide the following identity

To(ar, az) = (A —a; B) (A —ay B)
= (A —Q1 B)_l [(A —Q B) + (a1 — O[Q) B]
= I+(Oél — 052)(A —Q B)il B
= I+(a1 — Ozg) TS](OQ).
Therefore, on each Arnoldi step or purification step, we have to perform the

matrix-vector product y = Tgr(ay)x. In a equivalent way, we have to solve
the following linear system:

(A—a; B)y = Bx. (37)
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In the sequel we will interpret and define a method for the resolution of
this system based on the mathematical analysis developed in Part I [16], which
can be viewed as a generalized added mass procedure. Let us set

— fo
fFout
fFin
f’Y
q
h
g

e R",

e R"

After elimination of z by the fifth line of (37), 2 = —g — ays, (37) reduces

to

A —a, DY
Ag — Q1 Dg
0
0

f f
BY _ o E

of f
_Fa —a1 Fd

r r
A1 out —a D1 out
1—‘out 1—‘out
A2 — Q1 D2
0
0

BFout —ay EFout

Cout Cout
Fa — Q] Fd

Alfin —aq Dll—‘in fFi,,
Agin —aq ng fF‘“
I
0

BFin —ay EFin

Cin Cin
Fa — Q] Fd

0
_GOg

A'ly —Q D'ly B1
Ag — Q1 Dg B2
0 0
I 0
B’Y — Q1 E’Y C
Fl—a,F) F,

Dsllf fﬂf + Dll—‘out fFout + Dll—‘il’l fFin + D’ly f’y
3
DSQ? fo + Dgout fFout + Dgin fFin + D'QV f’Y

EQf fo +El—‘out fl"out +EFin fl“;n +E'Y f’Y
f .
_Ff} fo + Fgout frout + Fgln fl“m T Fg fr+ M(h — a1g)_

0

0
0

o G+ G
0
K+B% +a? M]

(38)

As in Section 4.2 of Part I [16] (problem (33) of Part I is the PDE equivalent of
(38)) we decompose the solution of the preceding problem as (u,p) = (u1,p1)+
(uz,p2). By block Gaussian elimination of the fluid subproblem, (uy,p;) is
solution of the first four lines of (38) used with s = 0:
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f f . . . £

Agl —ay Dgl Al:;out —a Dl:;out All—‘m —aq Dll—‘m me A'IY —aq D'IY B1 U?
Qf Qf r r Tin Tin £Tin 7y 7y Tou
A2 —Q D2 AQOut —Q1 1)20ut A2 —Q1 D2 f A2 —Q1 D2 BQ ulp ¢
0 0 I 0 0 up™

0 0 0 I 0 u

f £ . .
BY —q; E®  Blow _g, Elout Bln —qq Eln B -awEY C P1

3 .
DSll fo + D{out fl—‘om + D{m fFin + DY fV
3 £ .
DSQ? fQ + Dgout fl—‘om + ng fFin + D; fV
= 0
el g
E(Zf fﬂf + EFout fFout + EFin fFin + E” f'V

(39)

Similary, we introduce elementary solutions of the first four lines of (38) (fluid
subproblem) with unit right hand side

A?f Cw Dglf All“m,t —o Dll“out All“in —a D{in fl“i,, A'ly —o Drly B, wIJQf
Agf Cw Dg;f Ag”“t —o DEOUt Agin —a Dgin fl“i,, A'Qy —ay D'Qy B, w} out
0 0 I 0 0 w;"in
0 0 0 I 0 w?
of of J
B® —qy E?  Blowt g Elout Blin —q, El'n B - EY C 4
0
0
- 00 1 » (40)
7(0&1 G + G )6]'

0

with e; the j-th canonical vector of R™.

From the above considerations we propose the following modular resolution
for the linear system (37). For ay given, we start by factorizing the matrix of
(39) or of (40). The solution of the elementary problems (40) and the residual
computations

£
wsz

.
f f . J .
Filon) = | [ —a B B oy B DB B et Bl ||
Y
w;
4% 11,
with 7,7 = 1,...,n® allow us to compute the n® columns of the influence

matrix F(aq), describing the retroaction of the fluid on the structure when the
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fluid is set into motion through the structural displacement s. Thus, we can
factorize the matrix of the condensed problem, obtained after elimination of
(ug, p2) in the last line of (38):

K+B"+F(a;) +aiM.

At this level, the computation of (u, p) is immediate. On the one hand, (uy, p;)
can be obtained by solving (39). Thus, from the residual

of
1?1
out
of Qf r r T; I ~y v ulr-
r = Fa —o Fd Faout - Fdout Fam - de Fa - Fd Fb ulm
ol
U
1

P
_ |:Fgf fszf Jngout fF"“t Jngin fFin +F; f'y:| ,
we obtain the fluid load at the interface. By solving the condensed problem
(K+B+F(aq) + i M) s = —r+M(h — as9), (41)

we get s. Once s is computed, we obtain (ug, ps) from

nS

(2, p2) = > 55(wj, ),

J=1

and then with (uq,p;) we finally compute (u,p) .

Clearly, we could separately build the matrices A and B and then factor-
ize A —a; B. However, this would imply, on the one hand, a larger cost of
factorization, and on the other hand, a loss in the modular character of the
solution. It is well known that the modularity of an algorithm implies reli-
ability and robustness. In the numerical experiments reported in section 5,
the numerical resolution of the linear systems resulting from the fluid sub-
problems is performed using the UMFPACK package (available for download
on www.netlib.org/linalg). This package implements an hybrid algorithm
unifrontal /multifrontal for the direct resolution of sparse linear systems, see
[11]. The resolution of the condensed problem (41), of small size, is real-
ized using a standard LU factorization, as implement in the LAPACK library
(available for download on www.netlib.org/lapack).
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In the next section we will point out the performance of algorithm 1 for the
computation of the leftmost eigenvalues of (23), when performing the matrix
vector multiplication as described above.

5 Numerical experiments

In this section we report the numerical results obtained in three significant
two-dimensional test cases. Of course, three-dimensional experiments can be
addressed with our approach, by providing the corresponding linearized fluid
solver.

These numerical experiments will allow us to point out, on the one hand,
the performance of the proposed discretization scheme (17) and, on the other
hand, the efficiency of the linearization-transpiration approach developed in
Part I [16]. In the following paragraphs we compare our numerical results to
former approaches and to experimental data coming from wind-tunnel exper-
iments.

5.1 Structure placed in a viscous flow at rest

In this paragraph we will consider the stability problem of a rigid tube im-
mersed in a incompressible viscous fluid at rest. The fluid is contained in a
three-dimensional cavity containing the tube. It is assumed that the tube is
elastically mounted (with stiffness £ > 0) in such a way that it can only vibrate
in a transverse plane perpendicular to the tube. Moreover, axial effects are
not considered. Then, the problem is studied in two dimensions restricting it
to any of the sections, {2, of the cavity that are perpendicular to the tube, see
figure 2. In the sequel Q! stands for the domain section occupied by the fluid,
(® for the transversal section of the tube, v for the section of the fluid-structure
interface, and I' = 0f) for the section of the cavity boundary.

We assume that the fluid and the structure are at equilibrium in this con-
figuration. Since the fluid is at rest, we have uyg = 0 and pg = 0. There-
fore, eigenproblem (3) reduces to (see also [16, Section 4.1.1]): find A € C,

uw: QY — C?% p:Qf — C and s € C™, with /fpdx:Oand (u,p,s) # 0,
Q
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r

kY

§~1/W— Qs ol

Qf

Figure 2: The section (2

such that
1
—2vdive(u) + ~Vp = Au, in QF
p
diveu=0, in QF
u=0, on T, (42)

u=—\s, on 7,

Nms + ks = — /o(u,p)n da.
vy

Here, m > 0 is the mass of the tube.

This model problem, coupling the Stokes equations with those of a rigid
body in translation, was already proposed and studied in [8|, for the determi-
nation of the vibration frequencies of a tube rack immersed in a viscous fluid
at rest, see also [9]:

Theorem 5.1 (Conca, Duran & Planchard, 1992) The spectrum of (42)
consists of a countable infinite quantity of complex numbers which converge to
infinity. Moreover, the eigenvalues have the following properties:

1. Re(\) >0, Vi>1;

2. There exists at most four eigenvalues with non-zero imaginary part;
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NESVAS
m

A numerical study of problem (42) was carried out in [7]. The problem was ap-
proximated with a [Py /P; finite element discretization of the Stokes equations.
The numerical experiments obtained then corroborate the results of theorem
5.1.

Theorem 5.1 ensures that the eigenvalues of (42) have positive real part.
Therefore, the steady equilibrium in which the fluid and structure are at rest
is linearly stable, namely, the vibrations of the tube are damped by the fluid
viscosity.

In order to validate the discretization scheme (17) and the algorithm 1, we
have taken again the numerical experiments reported by Conca and Duran in
[7]. Our numerical experiments were performed keeping the same geometry: a
closed cavity Q2 = (—3,3) x (—3,3) with a perforation ° = (—1,1) x (—1,1),
and using PP, /P; finite elements.

To discretize the fluid domain Qf = Q — ", we have considered four tri-
angulations represented in figure 3. As in [7], the density p, the kinematic
viscosity v and the mass of the tube m were fixed to 1. For each triangula-
tion, the left-most eigenvalues of (23) were approximated for several values of
k: 0.01, 0.1, 1, 10 and 100. The number of requested eigenvalues was fixed
to 10 and the dimension of the Krylov subspace to 30. Finally, the tolerance
for the Ritz estimates was 107 (see [30]). On the finer grid, figure 3(d), the
computations took in average two iterations of Cayley and 4 minutes of CPU
time on a HP Visualize 8200 workstation. In addition, the relative residuals
| Ax=ABx||, with || x|| = 1, was between 10~" and 10~

It is important to notice that, in [7], the authors have computed all the
eigenvalues of the discretized problem, that was done with the payoff of using
very coarse meshes. In figures 4 to 8 we report, for each value of k, the real
part of the computed leftmost eigenvalue as a function of the mesh step h. The
dashed line represents the more accurate value provided in [7], it corresponds
to a 128 triangles mesh. We can notice (for small h) a linear convergence of
the approximations and a good agreement of both numerical results.

3. If Im(\) # 0, then
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(a) 96 triangles (b) 320 triangles

(c) 1152 triangles (d) 4608 triangles

Figure 3: Triangulations of the fluid domain Q!
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Figure 4: Approximations of Re(A;) for £ = 0.01
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Figure 5: Approximations of Re(\;) for & = 0.1
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Figure 6: Approximations of Re(\;) for k =1
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Figure 7: Approximations of Re(\;) for £ = 10
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Re(/\l)
2.6 T T T T T T T

present method —e—

25T Conca & Durén — — _ |

Figure 8: Approximations of Re(\;) for £ = 100

In table 1 we have reported the 10 leftmost eigenvalues corresponding to
our finer grid (figure 3(d)). On the other hand, table 2 provides the eigenvalues
obtained in [7] with a 128 triangles mesh.

We can immediately point out the good agreement of these results. In
both cases the number of complex eigenvalues is not higher than 4, which was
predicted by theorem 5.1. In addition, both spectra show a similar behavior
when k varies. In particular, for small values of the parameter k the spectra
are made up only of real numbers, and when k increases complex eigenvalues
appear.

In figures 9 to 13 we present the velocity field and the isobaric lines corre-
sponding to eigenvectors associated with some eigenvalues of table 1. These
figures agree perfectly with those provided in [7]. A noticeable feature, already
observed in [7], lies in the fact that the simple eigenvalues of large magnitude
are insensitive to variations of k. In other words, they are purely fluid eigen-
motions. This phenomenon can be easily noted in figures 10, 12 and 13. Here,
the coupled eigenmotions do not correspond to a displacement on the tube.
We recall that u = As on the interface.
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k=0.01 k=0.1 k=1 k=10 k =100

1.810x107* | 1.811x1073 | 1.818x1072 | 1.894x 107! | 2.061+1.696i

1.810x107* | 1.811x1073 | 1.818x1072 | 1.894x 107! | 2.061—1.696i
2.651 2.651 2.651 2.651 2.061+1.696¢
3.870 3.869 3.859 3.707 2.061—-1.696¢
3.870 3.869 3.859 3.707 2.651
8.152 8.152 8.152 8.152 8.152
8.238 8.238 8.238 8.238 8.238
8.382 8.382 8.381 8.379 8.361
8.382 8.382 8.381 8.379 8.361
9.218 9.218 9.218 9.218 9.218

Table 1: The 10 leftmost eigenvalues with the grid 3(d)

k=0.01 kE=0.1 k=1 k=10 kE =100

1.868x107% | 1.869x1073 | 1.876x1072 | 1.960x 10t | 2.067+1.752i

1.868x107% | 1.869x1073 | 1.876x1072 | 1.960x10~* | 2.067—1.752i
2.625 2.625 2.625 2.625 2.067+1.752¢
3.863 3.862 3.847 3.696 2.067—1.7527
3.863 3.862 3.847 3.696 2.625
7.909 7.909 7.909 7.909 7.909
7.934 7.934 7.934 7.934 7.934
8.167 8.167 8.167 8.164 8.138
8.167 8.167 8.167 8.164 8.138
9.223 9.223 9.223 9.223 9.223

Table 2: The 10 leftmost eigenvalues reported in [7]
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igenvalue \;

Figure 9: E
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(a) Velocity field

2.651

Figure 10: Eigenvalue A3
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N

T
A | )

| /)

(a) Velocity field (b) Isobaric lines

Figure 13: Eigenvalue \; = 8.238

5.2 Cantilever pipe conveying a fluid

In this paragraph we address the problem of the linear stability of a cantilever
pipe conveying a fluid, see figure 14. It is well known, see [35, 37|, that this
fluid-structure system loses stability for high flow velocities by flutter.

Y
A
I ,,~””/‘—wT—\\‘\‘\\ _ _ -
=\ Tt T
PmZU B Qf jPout
R I et
0 b T L

Figure 14: Cantilever pipe conveying a fluid

Paidoussis, in [35], derives a simplified linear model for the motion of the
pipe by adding fluid forces to the pipe structural equations, the pipe being
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treated as a beam, modeled as (see [27])

4
ng+mw—f in (0, L),

w:g_::o, on z=0, (43)
Pw  Pw
@:ﬁzo, on :C:L,

where w stands for the flexural displacement, F for the Young’s modulus, I for
the inertia momentum, m for the mass per unit length, L for the pipe length
and f for the transverse load applied on the pipe per unit length. In [35],
Paidoussis provides the following expression for f:

ow 0w
f= Mw+2MU8—+MU28 >

Here, M represents the mass per unit length of the fluid and U the mean
axial velocity of the internal flow. Hence, substituting the above expression in
(43), we get that the flexural motion of the pipe under the flow effects can be
modeled by the following linear equation:
4 2
oy s + 2MU8— + MY + (M +m)iw =0, in (0,L), (44)
ox?4 ox Ox?
provided with the boundary conditions (43), 3. Paidoussis analyzes the stabil-
ity of the coupled system by computing the harmonic solutions of (44). More
precisely, setting w(x,t) = w(z)e  with A € C, we obtain, from (44), the
following quadratic eigenproblem:
ot ow o O?w
E]8x4 2)\]\/[U8 + MU e
In [35], the solutions of the above eigenproblem are approximated by comput-
ing the eigenvalues of the algebraic system resulting from the projection of
equation (44) on the first eigenmodes of the beam.
In [37], a similar approach was used for the stability analysis of the coupled
system. Again, it is assumed that the pipe walls vibrate with beam modes.
Then, by projecting equation (43); on the first n® beam eigenmodes we obtain

Mi+Cs+Ks=f, (45)

+A(M 4+m)w=0, in (0,L).
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with M and K the n® x n® matrices of mass and stiffness and s, f, € R" the vec-
tors of generalized displacements and fluid loads on the interface, respectively.
The numerical computations reported in [37] are based on the assumption that
these fluid loads at the fluid-structure interface, f,, can be expressed in terms
of added mass, added damping and added stiffness, i.e.

fy=—My5—Coé—Kys, (46)

where M,, C, and K, stand, respectively, for the n° x n® full matrices of added
mass, damping, and stiffness. The above temporal decomposition of the fluid
loads is not really exact. Indeed, even for small oscillations, the non-linear
character of the fluid introduces a dependence of the added mass and damping
matrices with respect to the frequency of the motion. The added matrices
M,, C, and K, are classically obtained using the forced oscillation method,
see |37, 46, 47]. The structure is subjected to a forced sinusoidal oscillation
and the above added matrices are computed by measuring the resulting fluid
interface load over a fixed number of periods. In [37] this is done numerically
from the solution of the incompressible Navier-Stokes equations, where the
interface motion is taken into account via transpiration boundary conditions
(see [37, 14]). Tt is noticed, in [37], that these fluid computations become
very expensive when dealing with high frequency oscillations (130 minutes of
computing time for three oscillation periods).

Once the above added matrices have been computed, equation (45) can be
rewritten as

(M+M,)5+ Cq, s+ (K+K,)s =0. (47)

Thus, the stability analysis can be carried out by computing its harmonic
solutions, s(t) = se* with s € C* and \ € C. Equivalently, we can compute
the roots of the following characteristic polynomial:

det (A2(M +M,) — AC, +(K +K,)) = 0.

In this paragraph we intend to reproduce the main stability predictions ob-
tained by Paidoussis and Renou in [35, 37|, using the linearization-transpiration
approach developed in Part I [16]. For the sake of simplicity, and following [37],
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we will couple the flow into the pipe with the first three modes of a cantilever
beam modeling the pipe walls.

In the sequel we will deal with a cantilever pipe of length L and width
[, conveying an homogeneous incompressible viscous fluid of density p and
kinematic viscosity v, see the figure 14. Let us consider the following parabolic
velocity profile on the inlet boundary I';,:

vt (1 Y
ur,, () = 604 (1=4) . yelo],

where U stands for the mean velocity of the flow. The coupled fluid-structure
system exhibits a steady equilibrium state (ug, po, So) satisfying equations (1)
and (2), i.e.

1
Vugug — 2vdive(ug) + —Vpp, in Of
p

divug =0, in QF,

Up = ury,, On Fin)

U(anpo)n = 0; on Foutu

Uy = 07 on vy UMb,

Ksy= —/ ®" o (ug, po)n da.
YU b

Remark 5.2 For a symmetric velocity profile (respect to the pipe axis) the
fluid load is opposite on the walls. Therefore, the resultant

/ @Ta(uo,po)n da =0,
Yt UYb

and then sy = 0. In this case the fluid domain QU at the equilibrium is known.

The stability analysis of this equilibrium state can be carried out using
the linearization-transpiration framework introduced in Part I [16]. Hence,
the study of the linear stability of (ug,po, so) reduces to the approximation
of the leftmost eigenvalues of problem (3), i.e.: find A € C, u : Qf — C2,
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Figure 15: Mesh of the fluid domain QF at equilibrium

p: Q' — Cand s € C¥, with (u,p, s) # 0, such that
1
Vuou + Vuug — 2vdive(u) + —Vp = Au, in  QF
p

divu=0, in O,
u=0, on I}y,

49
o(u,p)n = =Vo(ug,po)®Psn, on Ty, (49)

u=—-APs — Vugds, on U,
N Ms+ (K+B% s = —/ ®To(u, p)nda.

YU
Remark 5.3 In this specific case, the outlet boundary 'y s mobile. There-
fore, we must tmpose a “transpiration” boundary condition which takes into
account the transport term Vo (ug,po)Psn, coming from the linearization of
the “do nothing” boundary condition in the perturbed problem (see Part I [16]).

Using the discretization scheme (17) the above eigenproblem becomes a
generalized eigenvalue problem of type (23). Its leftmost eigenvalues can be
approximated using algorithm 1. In our numerical computations we have cho-
sen the following data, reported in [37]:

L=1m, m = 160 Kg/m?,
E =1.5x10° Pa, p = 1000 Kg/m?,
[ =0.04 m, M = 40 Kg/m?,

I=1.0053x10"°*m*, v=>5x10""m’/s.

As in many studies of Paidoussis [35], the above mass values correspond to a
mass ratio 5 = M /(M +m) of 0.2. In addition, the mean velocity U (in m/s)
took the following values: 0, 0.614, 1.228, 1.842, 2.456, 3.07 and 3.684.

The fluid domain inside the pipe was discretized using a 4000 triangles
mesh, see figure 15. For each value of U we compute the fluid state at equilib-
rium (ug, po) using a Py /IP; Navier-Stokes solver (see figure 16).
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| ]
| J

Figure 16: Velocity magnitude at the reference equilibrium for U = 3.684 m/s

Remark 5.4 Since the fluid computation are carried out using a Po/Py dis-
cretization of (48), we can define a first explicit approzimation of the added
stiffness matriz B® defined in (4).

In algorithm 1 the number of requested eigenvalues was fixed to 6, the
dimension of the Krylov subspace to 20 and the Ritz estimates tolerance to
1075, For each value of U, the mean computational time was 3 minutes on a
HP Visualize 8200 workstation with 3 Cayley iterations.

In tables 3 to 9 we have reported, for each value of U, the first smallest real
part eigenvalues and the corresponding residuals. This results point out the
sensitivity of the approximations of the imaginary part. This phenomenon was
already announced in paragraph 4.1, see also [30, 19]. Indeed, the eigenvalues
of (23) with large imaginary parts are mapped to eigenvalues of T¢ close to
the unit circle, which are difficult to approximate.

A |Ax—ABx]|
1.371 x 1072 +9.662 x 1071 | 3.560x101°
1.371 x 1072 — 9.662 x 107 | 3.560%x10~1°

7.945 x 1073 + 6.069: 5.063x10~ 1
7.945 x 1073 — 6.069i 5.063x10~ 1
1.966 x 1072 + 17.014 6.284x 1077
1.966 x 1072 — 17.014 6.284x10°7

Table 3: Eigenvalues and residuals for U = 0 m/s
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A |Ax —ABx||

1.907 x 1071 4+ 16.93¢ 1.241x10~8
1.907 x 10~ — 16.93i 1.241x1078
2.060 x 107! + 5.988: 1.164x10710
2.060 x 10~ — 5.988i 1.164x 10710
2.392 x 1071 +9.718 x 1071 | 2.435x10712
2.392 x 1071 —9.718 x 107 | 2.435x10~12

Table 4: Eigenvalues and residuals for U = 0.614 m/s

A |Ax—=ABx||

3.713 x 1071 4+ 16.674 1.377x107°
3.713 x 10~ — 16.67i 1.377x107°
3.854 x 10~ 4 5.698i 4.279%107°
3.854 x 10~ — 5.698i 4.279%107°
5.067 x 1071 +9.871 x 107% | 3.942x107!!
5.067 x 1071 — 9.871 x 107 | 3.942x10~1!

Table 5: Eigenvalues and residuals for U = 1.228 m /s

A |Ax—ABx||
4.829 x 10~1 +5.1917 | 5.889x 1013
4.829 x 1071 — 5.1917 | 5.889x 1013
5.304 x 107 +16.17; | 2.097x1076
5.304 x 10~* — 16.177 | 2.097x 106
8.627 x 1071 + 1.067i | 1.631x10713
8.627 x 101 — 1.067i | 1.631x10~13

Table 6: Eigenvalues and residuals for U = 1.842 m/s
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A |Ax—ABx||

3.220 x 1071 +4.476i | 6.652x10~1
3.220 x 1071 — 4.476i | 6.652x10~
6.577 x 1071 4+ 15.43i | 4.131x10°8
6.577 x 1071 — 15.43i | 4.131x10°8
1.495 + 1.288i 1.643x10~ 14
1.495 — 1.288i 1.643x10~ 14

Table 7: Eigenvalues and residuals for U = 2.456 m/s

A |Ax—=ABx||

—3.477 x 1071 +4.000¢ | 2.709x10~
—3.477 x 1071 — 4.000i | 2.709x10~
7.243 x 1071 +14.39; | 1.731x10710
7.243 x 1071 —14.39; | 1.731x10710
2.675 + 1.295; 2.205x 10~
2.675 — 1.295; 2.205x 10~

Table 8: Eigenvalues and residuals for U = 3.070 m/s

INRIA



Linear stability analysis in fluid-structure interaction 51

A |Ax—ABx||

—1.026 + 4.1813 6.751x101°
—1.026 — 4.1813 6.751x10715
6.633 x 1071 +12.93i | 1.270x107'2
6.633 x 1071 —12.93; | 1.270x 10~
3.930 + 6.927 x 107 | 1.636x10~"
3.930 — 6.927 x 1071 | 1.636x10"*

Table 9: Eigenvalues and residuals for U = 3.684 m/s

The leftmost eigenvalues, namely, the smallest damping provided by our
numerical computations are compared to those obtained by Paidoussis and
Renou [35, 37| in figure 17. We can notice the good agreement of our compu-
tations and those of Renou. These values are a little lower than those of the
Paidoussis model. However, all this curves give comparable stability results.
A flutter instability is predicted in the range of flow velocities U € [2.5,3.5].
Figure 17 shows a typical situation of flutter instability. Indeed, if the velocity
of the flow is augmented gradually the damping of the oscillations increases.
However, with further increase in the flow velocity, a point is reached from
where the damping of the system decreases again, down to negative (unstable)
values.

T T T T T T T
present method —¢—
1F Renou ——

Paidoussis —8—

Figure 17: Real part of the leftmost eigenvalue: damping
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Figure 18: Real part of the displacement in the unstable mode for U = 3.070

0.0002 T T T
Im(w) ——
equilibrium configuration - --
0.00015 - b
0.0001 _
5e-05 ]

xT

Figure 19: Imaginary part of the displacement in the unstable mode for U =
3.070

In figures 18 and 19 we have reported, respectively, the real and imaginary
part of the unstable mode (for U = 3.070). Finally, in figure 20, we have
reported a comparison between the frequencies of the unstable mode for each
value of U. We can immediately point out the good agreement of these results.
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7 T T T T T T T

present method —¢—
6.5 Renou —— A
Paidoussis —&—

Figure 20: Frequency of the unstable mode

5.3 Wind effects on a simplified bridge deck profile

In this paragraph we deal with the aeroelastic flutter instability analysis of
bluff-bodies in a steady wing. More precisely, we address the problem of flutter
instabilities of prismatic cylinders with rectangular section, and chord ¢ to

thickness d ratio equal to 4, i.e. 5 = 4, see figure 21. This simple section has

been chosen because several experimental data are available [46, 47].

1—‘in

CTout

llllllllllllllllllll
@\

Figure 21: Fluid-structure configuration at equilibrium
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As mentioned above, flutter is a self-excited oscillatory instability in which
the fluid aerodynamic forces put energy into the structure and progressively
increase the amplitude of the motion. It corresponds to a negative damping and
occurs at any velocity above the flutter boundary. This clearly distinguishes it
from vortex shedding instabilities, which are associated with a flow instability
and arise when the frequency of the shed vortex in the wake coincides with
the natural frequency of the structure. Moreover, vortex-excited oscillation
never produce divergent amplitudes. For a more detailed description of these
aeroelastic phenomena the reader can refer to [40].

In [46, 47|, Washizu et al. investigate experimentally the aeroelastic insta-
bilities of several prismatic cylinders with rectangular section in a heaving or
in a torsional mode. We will consider here their wind tunnel free oscillation
experiments. In the free oscillation method the velocity of the uniform flow U
is increased step by step and, at each step, the structure is given a small initial
heaving or rotating displacement and let to go. The goal here is to obtain the
mean limit cyclic amplitude of the free oscillation as a function of the flow
velocity.

In figures 22(a) and 22(b) we report, respectively, the free oscillation results
obtained by Washizu et al. in [46, 47|, for a rectangular cylinder of ratio 4 in
a heaving and a rotating mode. In these figures, the ordinate is the amplitude
of the limit cycle and the abscissa the dimensionless velocities ﬁUd and fTUd’
where f, and fy stand, respectively, for the natural frequency of the structure
in the heaving and torsional mode. In both figures the symbol < indicates
the resonance speed, namely, the uniform flow velocity where the frequency of
the shedding vortex in the wake coincides with the natural frequency of the
structure in the corresponding mode.

Figure 22(a) shows two regions of instability of which one is in the vicinity of
the resonance speed. Washizu et al., in [46], pointed out that if the structural
damping becomes large these two regions disappear. Thus, they concluded
that these two unstable regions correspond to vortex-shedding instabilities,
and that no traverse flutter occurs. On the other hand, see [47], figure 22(b)
indicates that vortex-excited oscillation was not observed in the free oscillation
experiments, and torsional flutter can develop from a initial oscillation of small
amplitude. In short, a prismatic bar of ratio 4 can not suffer flutter in a heaving
mode bu this can take place in a torsional motion.
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Figure 22: Experimental amplitude of the limit cycle, reported in [46, 47]
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In this paragraph we aim to reproduce the above experimental results using
the linearization-transpiration method developed in Part I [16] and the numer-
ical analysis introduced in sections 3 and 4 of the present paper. Namely, the
finite element approximation (17) combined with algorithm 1 for the leftmost
eigenvalue computation.

We consider an elastically mounted rigid prismatic cylinder with rectangu-
lar section immersed in a transverse incompressible flow. We assume that the
structure can only vibrate on a transverse plane perpendicular to the prism
and axial effects are not considered. Hence, the problem is studied in two
dimensions. As in [46, 47|, we will confine our study to vertical and torsional
body motions. In the sequel, Q) stands for the two-dimensional domain oc-
cupied by the fluid and €2° for the rectangular section of the prism with ratio
7= 4, and ~ denotes the fluid-structure interface.

Let us consider a uniform flow velocity ur,, = (U,0)" on the inlet boundary
['j,, see figure 21. For low Reynolds regimes, the coupled fluid-structure system
exhibits a steady equilibrium state (ug, po, o) satisfying equations (1) and (2),
ie.

1
Vugug — 2v dive(ug) + —Vpo, in  QF
p

divug =0, in QF,

Uy = Ur on [,

in?

U(u07p0)n - 07 on 1—‘Out7

Ksy= —/@Ta(uo,po)nda.
Y

Here sy = (yo,00)" € R?, with g, the vertical displacement and 6, the rotation
around the center of mass of the structure. In addition, the modal basis ® is

BN OO0

Remark 5.5 Since the uniform flow is symmetric, the resultant of the fluid
loads at the interface

/@Ta(uo,po)n da =0,
”
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and then sy = 0.

The stability analysis of this equilibrium state can be carried out using
the linearization-transpiration framework introduced in Part I [16]. Hence,
the study of the linear stability of (ug, po, so) reduces to the computation of
the leftmost eigenvalues of problem (3), i.e.: find A € C, u : Qf — C?,
p:Qf — C and s € C?, with and (u,p,s) # 0, such that

1
Vuou 4+ Vuug — 2vdive(u) + -=Vp = Au, in QF,
p

divu =0, in QF
u=0, on I}, -
a(u,p)n = 07 on Fout7 ( )

u=—\bs — VuyPs, on -+,
N Ms+ (K+B% s = —/@Ta(u,p)nda.

o

Using the discretization scheme (17) the above eigenproblem becomes a gen-
eralized eigenvalues problem of type (23). Thus, its leftmost eigenvalues will
be approximated using algorithm 1.

During our numerical computations we have fixed the following parameter
values: p=1.293 Kg/m? v =5x10"° m?/s,c=4m,d =1 m,

m 0 k, O
Mz(o ]0), Kz(oy k:g)’ ky:mwz, kg = mwj,

with m = 100 Kg, I, = 100 Kgm? and f, = fy = 10~* Hz. All flow regimes
are low speed, the range of Reynolds number Ud/v was [0,80]. In such a way
that, as in [46, 47|, we cover a range of dimensionless velocities between 0 and
40.

The fluid domain Qf around the deck section was discretized using an un-
structured mesh of 6648 triangles, see figure 23. For each value of U the steady
flow (ug, po) was computed using a P, /P; Navier-Stokes solver (figure 24) and
P, /P; elements for the stability analysis. In algorithm (1) the number of re-
quested eigenvalues was fixed to 10, the dimension of the Krylov subspace to
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Figure 23: Triangulation of the fluid domain at equilibrium

Figure 24: Iso-values of the flow x—velocity at equilibrium for U = 4 m/s

30 and the Ritz estimates tolerance to 107¢. For each value of U, the mean
computational time was 13 minutes on a HP Visualize 8200 workstation with
2 Cayley iterations.

First, we consider problem (50) with the rigid body oscillating in its heav-
ing mode. In figure 25 we have plotted the damping of the system, namely,
the real part of the left-most eigenvalue, as a function of the dimensionless ve-
locity. Since Re(\;) only takes positive values we conclude that the reference
equilibrium is stable, i.e. not flutter occurs in the range of non-dimensional ve-
locities [0, 45], as predicted by Washizu et al. in [46]. As mentioned above, the
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vortex-shedding instability observed in |46] are associated with flow separation
around the body, namely, with a flow instability. This is a unsteady phenom-
ena that can not take place in our low speed framework. Indeed, the fluid flow
is stable without interface motion (see figure 24). Therefore, vortex-shedding
instabilities can not be recovered with our approach.

Re(>\1)
0.0003 T T T T T T T T

0.00025

0.0002 - .

0.00015

0.0001

5e-05

0

-5e-05 [~ n

-0.0001 1 1 1 1 1 1 1 1
0 5 10 15 20 25 30 35 40 45

Figure 25: Real part of the leftmost eigenvalue (heaving mode)

Re(/\l)
0.0004 T T T T T T T T

0.0002 u
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-0.0008

-0.001
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Figure 26: Real part of the leftmost eigenvalue (torsional mode)
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In figure 26 we have reported the stability results for the torsional motion.
These numerical results are in very good agreement with experiments in [47],
see figure 22. When the velocity of the uniform flow U becomes large, the real
part, Re(\;), of the left-most eigenvalue takes negatives values. Thus, figure 26
indicates that torsional flutter can occur in the range of dimensionless velocities
[15, 45].

6 Conclusion

In this work we addressed the flutter problem of a coupled fluid-structure
system involving an incompressible Newtonian fluid and a reduced structure.
This was done by a linear stability approach. We used the linearization-
transpiration formulation developed in Part I [16]. This allows us to reduce the
stability analysis to the computation of the left-most eigenvalues of a coupled
spectral problem. This coupled eigenproblem involves the linearized incom-
pressible Navier-Stokes equations (written in a fixed domain) and those of a
reduced linear structure. The coupling is realized through specific transpira-
tion interface conditions.

We proposed a stabilized finite element method for the discretization of the
fluid-structure eigenproblem. Although the numerical results pointed out the
good behavior of this scheme, no error analysis was carried out in this paper.
It will be a forthcoming topic of our work. The discrete formulation leads
to a sparse generalized eigenvalues problem with “infinite” eigenvalues. The
smallest real part eigenvalues, which are relevant for the stability analysis, were
approximated by means of an iterative algorithm which combines a generalized
Cayley transform and an Implicit Restarted Arnoldi Method.

Finally, we have reported three significant numerical experiments: a struc-
ture immersed in a fluid at rest, a cantilever pipe conveying a fluid flow and a
rectangular bridge deck profile under wind effects. The corresponding numer-
ical results were compared to former approaches and experimental data. The
comparisons have indicated that our numerical results are very satisfactory
and promising.
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