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Abstract: New technologies and the deployment of mobile and nomadic services are
driving the emergence of complex communications networks, that have a highly dynamic
behavior. This naturally engenders new route-discovery problems under changing conditions
over these networks. Unfortunately, the temporal variations in the network topology are hard
to be effectively captured in a classical graph model. In this paper, we use and extend a
recently proposed graph theoretic model — the evolving graphs —, which helps capture the
evolving characteristic of such networks, in order to propose and formally analyze least cost
journeys (the analog of paths in usual graphs) in a class of dynamic networks. Cost measures
investigated here are hop count (shortest journeys), arrival date (foremost journeys), and
time span (fastest journeys).
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Calcul des trajets les plus courts, les plus rapides, et au
plus t6t dans les réseaux dynamiques.

Résumé : Les nouvelles technologies et le déploiement de services nomades et mobiles
ont provoqué ’émergence de réseaux de communication complexes et dynamiques. Cela
engendre naturellement de nouveaux problémes de routage en environnement dynamique
sur ces réseaux. Malheureusement, les variations temporelles ne peuvent pas étre traitées de
maniére efficace par le modéle de graphes classique. Dans cet article, nous utilisons et déve-
loppons un modéle de graphes récemment proposé, les graphes évolutifs, qui permettent de
mieux maitriser les propriétés évolutives de ces réseaux, dans le but de calculer et d’analyser
les trajets les plus performants (I’équivalent des chemins dans les graphes usuels). Les qua-
lités recherchées et leur mesure correspondante sont le nombre de sauts (trajets les plus
courts), la date d’arrivée (trajets au plus tot) et le temps de parcours (trajets les plus
rapides).

Mots-clés : réseaux dynamiques, routage, chemins, trajets, graphes évolutifs, graphes,
réseaux satellitaires LEO, réseaux dynamiques & calendrier fixé, algorithmique des graphes



Extremal Journeys in Evolving Graphs 3

1 Introduction

Infrastructureless mobile communication environments, such as mobile ad-hoc networks and
low earth orbiting (LEQ) satellite systems, present a paradigm shift from backboned net-
works, such as cellular telephony, in that data is transfered from node to node via peer-to-
peer interactions and not over an underlying backbone of routers. Naturally, this engenders
new problems regarding optimal routing of data under various conditions over these dy-
namic networks. In this setting, the generalized case of mobile network routing using short-
est paths or least cost methods are complicated by the arbitrary movement of the mobile
agents thereby leading to variations in link costs and connectivity [3]. Unfortunately, tem-
poral dependencies in networks topologies are hard to be effectively captured in a classical
graph model. This naturally motivated the study on modeling such dynamics, and designing
algorithms that take it into account, for more than four decades [9, 10].

Note, however, that for the case of LEO satellite systems, sensor networks and other
mobile networks with predestined trajectories of the mobile agents, the network dynamics
are somewhat deterministic. LEO satellite networks [6, 16, 4, 17] in particular, communicate
via inter-satellite links (ISL’s) between satellites that are in range of each other. While
ISL’s connecting subsequent satellites in the same orbital plane (intraplanar) do not vary
with time because the satellites move with zero relative angular velocity to each other,
interplanar ISL’s, between satellites in different orbital planes, vary as the satellites move
in and out of range of each other. This results in the dynamic topology of the network.
However, since the trajectories of the satellites are known ahead of time, it is possible to
exploit this determinism in optimizing routing strategies.

Our work deals with communication issues in such networks, henceforth referred to as
fized schedule dynamic networks (FSDN’s), where the topology dynamics at different time
intervals can be predicted (see Figure 1). We can suppose that each node and each edge of
a FSDN comes with a list of time intervals, representing the presence schedule over time,
plus sets of weights for the edges, representing length, traversal cost, traversal time, etc.

Other works related to time dependent networks can be found in [8, 13, 12], where flow
algorithms are studied in static networks with edge traversal times that may depend on the
number of flow units traversing it at a given moment. If traversal times are discrete, then the
approach proposed in [9], namely of expanding the original graph into layers representing
the time steps, may work for computing several path-related problems. The time complexity
for computing solutions is increased, but remains reasonable [8, 13, 12]. In the non-discrete
case, this approach might also be employed, but the time complexity exploses because of
the requirement of many layers (roughly, one per edge) and of the time discretization.

Unfortunately, the time-expanded graph approach does not apply to FSDNs and other
dynamic networks, since the expansion factor would be huge, given that there are many
networks to expand, and they can have non-discrete traversal times. Therefore, since the
classical graph model hardly apply to these networks, recently, evolving graphs [5] have been
proposed as a formal abstraction for dynamic networks, and can be suited easily to the case
of FSDN’s. Concisely, an evolving graph is an indexed sequence of subgraphs of a given
graph, where the subgraph at a given index point corresponds to the network connectivity
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Extremal Journeys in Evolving Graphs 5

Notice that this model allows for arbitrary changes between two subsequent time steps,
with the possible creation and/or deletion of any number of vertices and arcs. More inter-
estingly and perhaps surprisingly, previous work showed that, unlike usual graphs, finding
connected components in evolving graphs is NP-Complete [1]. In this paper we use and ex-
tend evolving graphs in order to propose and formally analyze least cost journeys in FSDNs.
Cost measures investigated here are hop count (shortest journeys), arrival date (foremost
journeys), and time span (fastest journeys).

Literature on applied routing issues in such networks usually assume limited or no mo-
bility [15, 18] where link-connectivity changes only very gradually and is incorporated by
a system of updates to the topology graph with every change [11]. In contrast, we do not
presume low mobility nor outright instability of the system. Our approach captures the
dynamics of the network, which enables us to be efficient over the full scope of dynamicity
: from static to ever-changing networks.

This paper is organized as follows. The formal definitions of evolving graphs and of some
of their main parameters are revised in the next section. Then, algorithms for computing
shortest (minimum hop count) journeys, foremost (earliest arrival date) journeys, and fastest
(minimum time) journeys, are given and analyzed in the subsequent sections. We close the
paper with concluding remarks and ways for further research.

2 A model for dynamic networks

A dynamic network can be seen as a — potentially infinite —, sequence N' = ..., NV;_1, Ny, Nigq, - -
of networks over time. The dynamic networks considered here are FSDNs, i.e., they have
predictable changes in their topologies. We show in this section a graph theoretic model
that takes into account such changes.

2.1 Graph theoretic model

Definition 1 (Evolving Graphs) Let a graph G(V,E) be given, along with an ordered
sequence of its subgraphs, Sg¢ = G1,Ga,...,G1. Then, the system G = (G,Sg) is called an
evolving graph.

Let Eg = UE;, and Vg = UV;. It is clear that M = |Eg| < |E| = m and that
N = |Vg| < |V| = n. Two vertices are said to be adjacent in G if and only if they are
adjacent in some G;. The degree of a vertex in G is defined as its degree in Eg.

Like usual graphs, evolving graphs (EGs) can be weighted, the weights on the edges
representing traversal distance, traversal cost, etc. On the other hand, weights can also
belong to the time domain. In this case, we shall speak of timed evolving graphs (TEGS)
because the weights on the edges will represent their traversal time.

Consider Z = [t1,t7] as a time interval, where G, is the subgraph in place during
[ti,t; + 1[. Then G = (G, S¢) is a simple time-dependent discrete dynamical system, running
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6 Bui Xan, Ferreira and Jarry

during 7. In case of untimed evolving graphs, or more generally when the traversal times
are discrete, we can make the whole system discrete by taking 7 = [1,7].

Throughout this text we shall consider packet networks. Hence, transmitting one piece
of information means transmitting one packet over one arc. The duration of transmitting
one packet over a link in a FSDN is given as a function ( representing the links’ traversal
times. In order to model a FSDN N by an evolving graph, it suffices to be given a time
window W of size 7, and to work with a timed evolving graph G = ((JR.|i € W,FSDN|,,),
and the function (, redefined, from Eg to R} .

2.2 Journeys

We call route in G a path R(u,v) = {e1,€ea,...,¢exr},e € Eg in G. Let o be a time schedule
indicating when each edge of the route R(u,v) is to be traversed. We define a journey
J(u,v,0) = {R(u,v),c} if and only if ¢ is in accordance with R, ¢, G, and Z, allowing for
a traversal from v to v in G. Note, for instance, that journeys cannot go to the past.

A round journey is a journey J(u,u,c) in G. It is the analogous to a usual circuit in
a graph, with the difference that once the round journey ends back in u € Gj, for some
k, nothing implies the existence of another time schedule allowing to use of the same route
again.

In case of untimed evolving graphs, the definition of a journey from u to v can be more
simply restated as a sequence J (u,v) = P;, Pit1,. .., Pitx, such that P; is a (usually defined)
path in G;, with path P; starting in u, path F;;; ending in v, and each path P; ending
where P, starts.

2.3 Distances

These definitions give rise to at least three different quality measures of journeys, two of
which are in the time domain, namely, hop-count or length, arrival date, and journey time.
Let J(u,v,0) be a journey where R(u,v) = {e,ea,...,er},e; € Eg. Then,

e The hop-count or length of J(u,v,0) is defined as |J (u,v,0)|n = |Ri| = k.

e The arrival date of J(u,v,0) is defined as |J(u,v,0)|s = o(ex) + ((ex), i-e., the
scheduled time for the traversal of the last edge in 7, plus its traversal time. It is also
denoted a(J).

e The journey time of J(u,v,0) is defined as the elapsed time between the departure
at u and the arrival at v, i.e. |T(u,v,0); = |T(u,v,0)|e —c(e1). It is also denoted

t(JT).

Likewise, there are at least three different ways of defining the notion of “distance” in an
evolving graph, as follows.

¢ The distancein G between two vertices u and v is defined as d(u, v) = min{|J (u,v,0)|n},
taken over all journeys in G between u and v. We shall say that one such journey is

INRIA



Extremal Journeys in Evolving Graphs 7

the shortest. Further, a node w such that d(u,w) is maximum is called the antipode
of u. In this case, we say that the eccentricity of u equals d(u,w).

o The earliest arrival date in G between two vertices u and v is given by the first journey
arriving at v from u, denoted a(u,v). We shall say that one such journey is the
foremost. If there is no journey in G between u and v, we say that a(u,v) = oo.

e The delay in G between two vertices u and v is defined as delay(u, v) = min{|J (u,v,0):},
taken over all journeys in G between v and v. We shall say that one such journey is
the fastest. If there is no journey in G between u and v, we say that delay(u,v) = co.
Again, a node w such that delay(u,w) is maximum is called the time-antipode of u. In
this case, we say that the time-eccentricity of u equals delay(u,w).

Summarizing, distance(u,v) gives the minimum number of hops required to go from u to
v in G; delay(u,v) gives the minimum time required to go from u to v in G; and the foremost
journey indicates the earliest arrival date at node v from node u. Further, eccentricity(u)
gives the maximum number of hops required to go from w to any other node in G; and
time-eccentricity(u) gives the maximum time required to go from u to any other node in G.

Finally, we can define three sorts of “diameter” measures in evolving graphs. One is the
usual hop diameter, defined as the maximum distance in the system, taken over all pairs
of nodes. It can also be defined as the maximum of all eccentricities in the system. The
second is a sort of a counterpart in the time domain, which we will denote the system-lag
of an evolving graph, and it is defined as the maximum of all time-eccentricities. Finally,
the rapidity of an evolving graph is the maximum of all earliest arrival dates in the system,
taken over all pair of nodes.

2.4 Dynamics

Corresponding to each edge e in Eg (respectively, node v in V) we can define an edge sched-
ule Pg(e) (respectively, node schedule Py (v)) as a set of intervals indicating the subgraphs
in which they are present, and possibly some of its parameters during each interval. Thus,
we may alternately define an evolving graph as G = (Vg, Eg), where each node and edge has
a schedule defined for it.

With the help of these edge and node schedules, we can now introduce ways to measure
how much an evolving graph changes its topology during the time interval Z. First, we define
the activity of a vertez v as 8y (v) = |Py(v)|, and the activity of an edge e as ég(e) = |Py(e)|.
We then define the node activity of an evolving graph as éy = max {6v(v), v € Vg}, and
the edge activity as g = max {ég(e), e € Eg}. The activity of an evolving graph is defined

as § = max(éy,6g). And the dynamics of an evolving graph is defined as (5;1). As a
consequence, since usual graphs have § = 1, they have dynamics zero.

RR n° 4589



8 Bui Xan, Ferreira and Jarry

2.5 Coding

In this paper, we assume that the input G is given as linked adjacency lists, with the sorted
edge schedule attached to each neighbor, given as time intervals indicating the time steps
where that edge is alive. The traversal time of that edge is also attached to the corresponding
neighbor. The head of each list is a vertex with its own sorted node schedule list attached,
also given as time intervals (see Figure 3).

node schedule list

A node A neighbol

An other

neighbor - e

Ll arcschedulelisll Ll arcschedulelist|

traversal ti me| | traversal ti me|

] 2] - [la

Y5y(u)

--%E(uyvdEDII [ ] LLIDII [ ] Elmll [ ]
M

Figure 3: The data structure for coding a fixed-schedule dynamic network modeled by an
evolving graph.

Thus, for each vertex v, and each arc e, the corresponding Py (v) and Pg(e) are defined
as sets of time intervals. This data structure is especially useful when considering networks
with low dynamics, meaning there are few activations/desactivations on nodes and arcs.

The memory space used by the input is proportional to the size of the adjacency linked
lists, plus the size of the arcs and nodes schedule lists. Therefore, the total size of the lists
is O(M + Még + Nbéy) = O(M6) in the worst case.

INRIA



Extremal Journeys in Evolving Graphs 9

3 Computing shortest journeys in EGs

The algorithm we propose in this section computes all the shortest journeys from a single
vertex s to all the other vertices.

Remind that, in order to compute shortest paths, the usual Dijkstra’s algorithm [2]
proceeds by building a set C of closed vertices, for which the shortest paths have already
been computed, then choosing a vertex u not in C whose shortest path estimate, d(u), is
minimum, and adding u to C, i.e., closing u. At this point, all arcs from u to V — C are
opened, i.e., they are examined and the respective shortest path estimate, d, is updated
for all end-points. In order to have quick access to the best shortest path estimate, the
algorithm keeps a min-heap priority queue @ with all vertices in V — C, with key d. Note
that d is initialized to oo for all vertices but for s, which has d = 0.

The main observation in Dijkstra’s method is that prefix paths of shortest paths are
shortest paths themselves. Unfortunately, as Figure 4 shows, prefix journeys of a shortest
journey may not be shortest journeys themselves. However, if the last edge, say (v, w), of
a shortest journey between vertex u and vertex w starts at time ¢, then the prefix journey
(going from u to v) is shorter than all the journeys from w to v ending before t. Therefore,
we will consider certain pairs (u,t) € Vg x Rf and compute the shortest journeys from s to
vertex u arriving before time ¢. In this manner, the prefix property is respected, that is, a
prefix of a shortest journey will be shortest, under the condition that it arrives before some
time step ¢'. Using this property, we will build a tree of shortest journeys between (s,0) and
pairs (u,t), in which each vertex u appears at least once.

[4]
1 8

® ® ® ®
S - r-21 11-31 n-41 1-31 [1-21 1

Figure 4: Evolving graph: prefix of shortest journeys are not shortest.

In order to proceed, we need a function, which given a vertex u and a time step ¢t will
compute the earliest arrival dates and neigbours of u, after time step t. Computing this
function takes O(|I'(u)|log(év)) steps, where I'(u) is the neighborhoud of w in G.

In our algorithm, the tree T will represent shortest journeys from (s,0) to pairs (u,t),
and the array location will tell where one must look for a vertex u in the tree to have the
shortest journey from s to u, since a vertex may appear several times (see Figure 5).

An array earliest tells when a vertex is reached earliest in the tree. Indeed, if there is
a journey between s and some vertex u with hop count h, and if there is a journey taking
more than h hops from s to u, this journey is relevant if its arrival date is smaller than the
former journey’s arrival date.
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10 Bui Xan, Ferreira and Jarry
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Figure 5: Tree of shortest paths.

Algorithm 1 (shortest)

Input: An evolving graph G, a verter s € Vg.

Owuput: The shortest path tree T', and an array location : Vg — T.

Variables: The tree T of pairs (u,t) € Vg xRY,, an integer d, an array earliest : Vg — R .

1. Initialize T = {(s,0)}; earliest(s) < 0, and Yu # s, earliest(u) — o.
2.d+1.

3. location(s) < (s,0).

4. While there is w € Vg such that location(u) is not defined do:

(a) For all pairs (u,t) in the tree at depth d, do:
i. Get all the neighbour pairs (v,t') of (u,t) .
ii. If location(v) is not defined, then location(v) = (v,t'). If earliest(v) > t/,
then earliest(v) = t' and (v,t') is a son of (u,t) in T.
(b) d —d+1.

Once the tree has been properly computed, the retrieval of a shortest journey is straight-
forward: the location of a vertex u gives it corresponding pair (u,t) in the tree. We retrieve
the journey by looking for the father of (u,t) in the tree T.

Proposition 1 The complezity of the algorithm is O(M D), where D is the hop diameter
of G.

Proof: The maximum depth of the tree is the hop diameter D of the evolving graph, so
the tree contains at most V- D pairs of Vg xR (N at each depth). Checking the neighbours
of a vertex u takes time proportional to the degree of u, so checking the neighbours of all

vertices of a certain depth takes at most 2M steps. Therefore, the algorithm has complexity
O(MD). 0

INRIA



Extremal Journeys in Evolving Graphs 11

4 Computing foremost journeys in TEGS

In this section we show how to compute foremost journeys from a source node s to all other
nodes. To do this, we first present some properties of foremost journeys. We remark that
this problem was studied under different settings in [5, 7, 14], and applications in robots
networks were reported in [14].

Unfortunately again, it is obvious that a prefix journey of a foremost journey is not
necessarily a foremost journey. Notwithstanding, the theorem below shows that there exist
foremost journeys with such a property in a timed evolving graph. Further below, Property 1
shows how such journeys help computing earliest journeys in a timed evolving graph.

Theorem 1 (Ubiquitous earliest journey) Letu and v be two vertices in a given timed
evolving graph G. If there is a journey in G linking u to v, then, among all journeys linking u
to v, there exists at least one foremost journey such that all its prefix journeys are themselves
foremost journeys. Such a journey is called ubiquitous foremost journey (UFJ).

Proof: The theorem will be proved by induction on the earliest arrival date from u to v,
a(u,v).
i. If a(u,v) = 0, it means that u = v and the empty journey satisfies the hypothesis of an
UFJ.

ii. Now suppose that there exists an 1nteger p > 0 such that, if a(u v ) is strlctly smaller
than p, then there is an UFJ from u' to v, for any given vertices u and v'.

Then, let two vertices u and v be such that d(u,v) = p. We prove that there is an UFJ
from u to v as follows.

Since a(u,v) is not infinite, there are some journey in G between u and v. Among them,
there is a foremost journey J on a route (e1,es,...,ex). As d(u,v) is strictly positive,
J is not empty and k > 1. Let now w be the vertex which immediately precedes v in 7.
Since ( is strictly positive, the earliest arrival date between v and w is strictly smaller
than p. Hence, there is an UFJ between u and w, denoted K.

J

Figure 6: Ubiquitous foremost journey.
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12 Bui Xan, Ferreira and Jarry

Besides, since |K|, is obviously smaller than |Jy_|n, Where Jj,_.,, stands for the
prefix journey of J restricted from u to w, we deduce that K’ = K U {(w,v) traversed
at time o((w,v))} is a journey in G. Furthermore, K' is a ubiquitous foremost journey
between u and v, because it is a foremost journey itself (same arrival date as J), and
K is an ubiquitous foremost one.

iii. We deduce that for all couple of vertices u and v in G, if u and v are connected, which
is equivalent to d(u,v) < 0o, then there is an UFJ between w and v.

O

We now point out how earliest arrival dates in an UFJ can be easily computed thanks to
the function f(e, ), which gives, for each arc e = (u,v), and each time instant 4, the earliest
moment after ¢ where node u can transmit the message to its neighbor v:

Vee Eg Vi e R, f(e,i)=min{t > | 3 € Pg(e) such that [t,t + {(e)] C I}.

Property 1 (Computing earliest arrival dates in an UFJ) Let s and v be two distinct
vertices in G, and J be an UFJ from s to v, on a route (e1,€2,...,¢ex), and k > 1. Let u be
the vertex which immediately precedes v in J. Then a(s,v) = f(ex,a(s,u)) + ((ex).

Proof: We prove that a(s,v) < f(eg,a(s,u)) + ((ex) as follows.
As J is an UFJ, we have |J),_.]a = a(s,u).
Therefore,

J' = T s—u U {er traversed at time f(er,a(s,u))}

is a journey between s and wv.
Considering the arrival date of the journey J’, we deduce that

a(s,v) < f(ex,a(s,u)) + ¢(ex)-

Since J' cannot leave node u before arriving at it, the property follows.
O

4.1 Computing UFJs

Below, we give an efficient algorithm to compute the single-source UFJs in FSDNs. In
opposition to Dijkstra’s algorithm, we may have to open arcs from arbitrary closed nodes in
case they appear in an upcoming G;.

Algorithm 2

1. Make all d[v] = oo, but for d[s] = 0. Make all father[v] = NIL. Initialize a min-heap
Q, sorted by d, with only s in the root.

2. While Q # 0 do

INRIA



Extremal Journeys in Evolving Graphs 13

(a) Eztract x, the vertex at root(Q), and close it.
(b) Delete root(Q).
(¢) Traverse the adjacency list of x, and for each open neighbor v do:
i. Compute f(z,v,d[z]).
it. RELAX (z,v): If f(z,v,d[z])+((z,v) < d[v] then update d[v] with f(x,v,d[x])+
¢(z,v), update father[v] with (x at f(z,v,d[z])), and insert v in Q if it was
not there already.

(d) Update Q.

Notice that our data structure allows a quick computation of the variable f. Indeed,
with a binary search, this computation can be done in O(logdg). As we have seen before,
the variable f(z,v,d[z]) indicates the earliest that node x can transmit the message to its
neighbor v. If f(x,v, d[z]) is early enough, then the earliest arrival date from the source s to v
becomes the time instant when the transmission over (x,v) finishes, i.e. f(z,v,d[z])+{(z,v).

The foremost journey is found by backtracking the variable father. In case two suc-
cessive time-labels differ by more than the corresponding (, this implies that the foremost
journey yields a forced stay of the information in that vertex for a number of steps, until
the connection is established to its successor.

We can see that, starting from s, the algorithm examines all its neighbors (I'(s)), and
for each one there is one table look-up to find the valid edge schedule times, plus a heap
update. Therefore, for each closed vertex, the algorithm performs O(log 6 + log N) oper-
ations. Hence, the total number of operations is at most O(3_, ¢y, [IT'(v)|(log 65 + log N)])
= O(M(logég + log N)).

The algorithm termination is clear: in each step of the loop 2, one vertex is closed and
we never re-insert a closed vertex into the heap ). Thus the loop is repeated at most NV
times, and the algorithm ends. The validity of the algorithm will be proved through the
following lemmas.

Lemma 1 For all vertices u in Vg, d[u] = a(s,u) when u is closed.
Proof: By induction on the set C' = {closed vertices}.
i. At the beginning, C = {s} and d[s] = 0 = a(s, s). The property holds.
ii. Suppose that at some moment the algorithm has correctly computed C, and a vertex u

is to be closed, i.e., it is at the moment just before closing u.

If s and w are not connected, u can never be inserted in the heap ). Consequently, it
cannot be closed.

Thus, s and v are connected, and there is a journey between s and u. Let J be an UFJ
from s to w. This journey links the vertex s inside of C to the vertex u outside of C.
Let now y be the first vertex in 7 which is not in C, and z be the vertex which precedes
immediately y in J.
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Figure 7: Validity of Algorithm 2: earliest arrival dates.

Since C' has been correctly computed, then d[z] = a(s,z).

After RELAX (z,y), which was performed when z was closed, we had

dly] f(z,y,d[z]) + ((2,9)
f(z,y,a(s,2)) + ((=,y)
a(s,y) ( see Propertyl ).

IN A IA

But d[y] is larger or equal to a(s,y) by definition. Thus, we deduce that d[y] = a(s,y)
at the considered moment.

Besides, it takes a positive time to go from y to u, implying a(s,y) < a(s,u).

Hence,

dly]

a(s,y)
a(s,u)
d[u].

INIA

But y belongs to the heap @ —at least since RELAX (z,y) was executed— and u has
just been at the root of @,

dlu] < d[y].

Whence, d[y] = a(s,y) = a(s,u) = d[u], and C remains correctly computed after u is
closed.

Notice as well that a(s,y) = a(s,u), implying y = u for y and u belonging to J.

This result can be seen as follows. When we close a vertex x, if y is an out-neighbor of
xz, RELAX (z,y) computes correctly d[y] if and only if there is an UFJ between s and

INRIA
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y which uses the arc (x,y) to reach y. If such a journey does not exist, RELAX (z,y)
gives a (provisory) estimated value to d[y], which will subsequently be modified and
corrected before y is closed.

iii. Therefore, when the algorithm ends, all vertices u verify d[u] = a(s,u).

O

In order to prove that Algorithm 2 effectively computes UFJs between s and all other
vertices, we first formally define how to recover UFJs from the variable father used in the
procedure RELAX.

Definition 2 (UFJs induced by father)

7 qfatherj o Zather)

The journey ( , induced by father[v] between s and v, is defined recursively

as follows.
i. If father[v] = NIL, (jvfa,ther7 mfather) is defined as the empty journey.

ii. Let now a vertex u be such that (j{ather’ Jq[:ather) has been defined.
For all v with vertex(father[v]) = u, we first notice it is easy to see that

Itywy = [f(u,v,d[u]), f(u,v,du]) + {(u,v)] belongs to some element in Pg(u,v).

Then we define (‘Zfather’ U_Zather) = (jfather’ oz’jather)u{(u, v) traversed at timef(u,v,d[u])}.

Below, Lemma 2 shows that when Algorithm 2 ends, if a vertex v is connected to s, then
(glather father i yell defined. Furthermore, (7father sfatheryis an ypy from s to v.

Lemma 2 For all vertices v in Vg, when v is closed, (jf atherﬂ mf)’ather) is well defined and
is a UFJ from s to v.

Proof: The result will be proved by induction on the set C of closed vertices.
i. At the beginning C' = {s} and the property holds.
ii. Suppose that at some moment C has been correctly computed, and a vertex v is to be

closed. As it was done in Lemma 1, we consider the instant just before closing v.

Since d[v] was in the root of the heap Q, d[v] is not infinite, implying we have previously
made some relaxing over some arcs with destination v. Let RELAX (u,v) be the last
one. When this operation was executed, father[v] was updated with (u at f(u,v,d[u])).
As it is the last relaxing, father[v] still keeps this value.
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Figure 8: Validity of Algorithm 2: UFJs.

Now notice that RELAX (u,v) can only be executed right after closing u. Therefore,

u € C, and (gfather father) is el defined, and it is an UFJ from s to u. Hence,

(glather  father) is well defined. Furthermore, by Definition 2 Iy is such that

(jjather’ Uf}ather> can be easily proved as being a journey in G between s and v. Lastly,

checking the arrival date, with
flu,v,d[u]) + ((u,v) = d[v] = a(s, v),

we deduce that (7father sfathery s, foremost journey.

jlfather7 agather)

It is an UFJ because ( is an ubiquitous foremost one, and the lemma

follows.

O

A consequence of the above results is the following theorem.

Theorem 2 Algorithm 2 correctly computes UFJs from a source node s to all others nodes
in O(M(logér + log N)) time.

5 Computing fastest journeys in EGs

In order to compute a fastest journey between any two vertices u and v, we could use the
algorithm above to compute, for each time step i, the foremost journey between u and v
in the sub-evolving graphs (G, (G¢, Giy1 ... G7)), and then compute the minimum over all
t < T. This would yield a time complexity of O(M7 (logér + logN)). We show in this
section how to improve this time bound in the case of untimed evolving graphs.

Observe again that a prefix of a fastest journey is not a fastest journey. Unfortunately,
this remains true, even if we use the notion of ubiquitous fastest journey, as we did in the
previous section.

INRIA
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In untimed evolving graphs, journey times represent the number of subgraphs utilized,
and a fastest journey between two vertices will be one that requires the minimum number
of consecutive subgraphs to connect them. Thus, we can say that all nodes belonging to
a same connected component in a given subgraph can reach each other in minimum time
(defined as 0 in this case). Therefore, the algorithms given in this section are based on the
computation of connected components in each and all subgraphs.

Computing connected components in a graph G = (V, E) takes O(|V'|+ |E|) steps [2], so
our algorithms will perform at least MT+3;|E:| operations. However, since delay(u,v) =0
if and only if they are connected in one of the subgraphs, at least for the computation of all
pairs fastest journeys described in Section 5.2 below, such a computation represents a lower
bound on the time complexity.

5.1 Single-source fastest journeys

The following algorithm first create a digraph where the vertices are the equivalent classes
defined by the connected components. A connected component at time step t has an arc
into a connected component at time step ¢ + 1, if they share a common vertex.

Algorithm 3 (shrink)
Input : An evolving graph G.
Ouput : The digraph Goc.-

1. At each time step 1 <t < T compute all the connected components CC of G, which
gives the set Voo (t).

2. If a vertex u is in the connected component CC € Vo (t) and in the connected com-
ponent CC' € Voe(t + 1), then add (CC,CC") to Ecc(t).

8. Geo= (UVee(t), U Ecc(t)).
Time complexity : O(NT+3|E;|).

In order to compute minimum delays in this new represention, we need to connect the
actual vertices of G to their connected components. This is done in the algorithm below.

Algorithm 4 (expand)
Input : Goe and G.
Output : Another representation of G : Gewp = (Vezp, Eexp)-

1. Create Vezp, =V U Vece.
2. Eezp — Ecc.

3. For each vertexw € V, if u is in a connected component CC € Vg, then add (u,CC)
to Eegp.
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Time complexity : O(NT).

Now we can compute the single-source fastest journeys with the help of this digraph.

Lemma 3 A shortest path between any two vertices u,v of V in Gezp is o fastest journey
between v and v in G.

Proof: Let J be a fastest journey between u and v in G. J goes through |J|: + 1
subgraphs G;. Therefore, J goes through |J|; + 1 connected components, and the length
of the corresponding path in Gezp is |J|¢ + 2. As a consequence, the length of paths in
Gegzp is two plus the journey time of the corresponding journey in G. Hence, a shortest path
between any two vertices u,v of V in Gz is a fastest journey between v and v in G. n

Corollary 1 Given an evolving graph G(Vg, Eg), the single-source fastest journeys can be
computed in time O((NT)log(NT)).

Proof: Once the expanded graph G, has been computed, computing single-source fastest
journeys in G corresponds to computing single-source shortest paths in Gez,. The computa-
tion of these paths takes O((| Eewp|) 10g(|Vezp|)) steps, which is in the worst case O((NT)log(NT)).

O

5.2 All-pairs fastest journeys

In this section, we show how to compute all the foremost journeys and all the fastest journeys
between every pair (u,v) of vertices in one run. Although its time complexity is slightly
worse than the previous algorithms, this computation is done only once.

This algorithm computes everything backwards, starting from time step 7', based on the
following observation. At a given time step ¢ < 7 and for a given couple (u,w) of vertices,
a foremost journey between u and w starting from time step ¢ is either a path from u to w
at time step ¢t if 4 and w are in the same connected component in Gy, or it is a path from u
to v at time step t plus a foremost journey from v to w starting from time step t+1. Hence,
a fastest journey between u and w starting from ¢ is either a fastest journey between u and
w starting from ¢ + 1, or a foremost journey from u to w starting from time step t.

Algorithm 5 (all-pairs)

Input : An evolving graph G.

Output : All-pairs foremost journeys and all-pairs fastest journeys.

Variables : An array E[N x N x (T + 1)] of earliest arrival dates, and an array F[N x
N x (T +1)] of minimum delays.

1. For all pairs of vertices (u,v), let E[u,v,T + 1] = 00 and let Flu,v,7 + 1] = co.
2. For t from T down to 1 do:

(a) Compute the connected components of Gy.
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(b) For all connected components CC of Gy do:

i. For all vertez uw € CC, set D(CC,u) = 0.
it. For all vertex v ¢ CC, set D(CC,v) = 1+ minyecoc Efu,v,t+ 1].
iti. For all vertex uw € CC, for all vertex v, let E[u,v,t] = D(CC,v).
(¢) For all pairs of vertices (u,v), let Flu,v,t] = min(E[u,v,t], Flu,v,t + 1]).

Space complexity : O(N?).
Time complexity : O(TN?).

The arrays E and F span from time step 1 to time step 7-+1, but this is only for
convenience of notations. In fact, at each iteration, we need only the data of time step ¢+ 1.
Therefore, we do not need to keep track of the matrices from time step ¢t + 2 to 7 +1, so the
space complexity is only N2.

As a consequence, we have the following result.

Proposition 2 Given an evolving graph G(Vg, Eg), the all-pairs foremost journeys and the
all-pairs fastest journeys can be computed in time O(7 N2).

6 Conclusion and perspectives

Our contribution in this paper rests in the formalizing of a FSDN thanks to evolving graphs,
and in exploiting the model to decrease the complexity of standard algorithms. In this paper,
we focussed more precisely on journeys, the extension of paths over time, which embodies the
traversal of the network from one node to another, associating each link to a time schedule.
The most important results lie in the computation of shortest, foremost, and fastest journeys
depending on what one wants to minimize: the hop-count, the arrival date or the time of a
journey.

We are currently working on other route discovery problems in timed evolving graphs.
Flows and queues over evolving graphs could prove to be another interesting area of study to
analyze buffering issues in dynamic networks. Moreover, the framework of evolving graphs
could be suited to the case of random variations of link costs and connectivity for a formal
analysis of problems in dynamic networks with unpredictable topology changes.
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