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Abstract: Let G = (V, A) be a symmetric digraph, and x : A — N be a symmetric
capacity. Let s1,s9,%1,t9 € V and v1,v2 € N. An integral symmetric 2-commodity
flow in G from (s1,s2) to (t1,t2) of value (vi,v2) is an integral 4-commodity flow
from (s1,t1,89,t2) to (t1,81,t2,s2) of value (vy,v1,v9,v2). The Integral Symmet-
ric 2-Commodity Flow Problem consists in finding a symmetric 2-commodity flow
(f1, f=1, f2,f—2) from (s1,t1) to (s2,t) of value (vy,vy) such that ¥f; < k. Tt
is known that the Integral 2-Commodity Flow Problem is NP-complete for both di-
rected and undirected graphs ([FHW80] and [EIS76]). We prove that the cut criterion
is a necessary and sufficient condition for the existence of a solution to the Integral
Symmetric 2-Commodity Flow Problem, and give a polynomial-time algorithm in
that provides a solution to this problem. The time complexity of our algorithm is
6C f1ow + O(|A|), where Cfioy is the time complexity of your favorite flow algorithm
(usually in O(|V| x |A])).
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Multiflots entiers symétriques & 2 commodités

Résumé : Soit G = (V, A) un graphe orienté symétrique, et x : A — N une capacité
symétrique. Soit si,S9,t1,t2 € V et v1,v9 € N. Un multiflot entier symétrique a
2 commodités dans G de (s1,s2) vers (t1,t2) et de valeur (v1,v2) est un multiflot
entier & 4 commodités de (s1,1t1, s2,t9) vers (t1, s1, 12, s2) et de valeur (v, vy, v9,v3).
Le probléme du multiflot entier symétrique & 2 commodités consiste & trouver un
multiflot entier symétrique & 2 commodités (f1, f-1, f2, f—2) de (s1,t1) vers (sg,t2)
et de valeur (v1,v9) tel que £ f; < k. On sait que le probléme du multiflot entier & 2
commodités est NP-complet dans les graphes orientés ou non ([FHW80] and [EIS76]).
Nous prouvons que le critére de coupe est une condition nécessaire et suffisante pour
ce probléme, et nous donnons un algorithme en temps polynémial pour ce probléme.
La complexité de notre algorithme est 6C 100 + O(]A]), 00t Clfion est la complexité
de algorithme de flot choisi (usuellement en O(|V| x |A])).

Mots-clés :  chemins disjoints, multiflot, commodité, flot, entier, symétrique,
graphe
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1 Introduction

Given a graph G = (V, A), a capacity k : A — N and a request set R € (V xV x
N), the Multi-Commodity Flow Problem consists in finding |R| flows corresponding
to the request set and with respect to the capacity constraints on the graph. The
Multi-Commodity Flow Problem has been widely studied, as it arises naturally from
many classical problems such as routing problems. The Fractional Problem (allowing
fractional flows) can be solved in polynomial time by using linear programming.
However, the Integral Problem (not allowing fractional flows) is also of interest when
we have non-splittable units of traffic, or non-splittable routes to find (e.g. for
synchronous communications). The integral multi-commodity flow problem is NP-
complete in the general case ([FHW80] and [Kar75]), and many variants have been
studied. They divide themselves between NP-complete and tractable problems. One
variant is the Disjoint Paths Problem which consists in finding |R| disjoint paths
corresponding to the request set (with R C (V' x V)). The other main variants
depend on the structure of G or R or or both : whether G is directed or undirected,
whether G or G + R is planar, whether G or G + R is Eulerian, etc... One can find
a good survey in [Vyg94].

Our interest in this problem comes from routing problems in optical networks.
Optical networks are best represented by symmetric digraphs. So the interconnection
graph G = (V, A) is symmetric directed (i.e. (z,y) € A = (y,x) € A), and the
capacity function is symmetric (i.e. Y(x,y) € A, k(z,y) = £(y,x)). This topology
applies also to many other telecommunication networks.

Since G is also Eulerian, the symmetric problem would appear to be a particular
case of the directed Eulerian variant, except usually G + R is assumed to be Eulerian
(and not only G). On this variant, C.Nash-Williams proved in 1965 (one can find a
proof in [Vyg94|) that with |R| = 2 the problem was polynomial, whereas J. Vygen
proved in [Vyg95] that with |R| = 3 (and more) the problem was NP-complete. In
the general directed case, the Disjoint Paths Problem is NP-complete with |R| = 2
([FHWS0]).

In this paper, we will more specifically study the problem with symmetric requests
(so G+ R is indeed Eulerian, but |R| = 4), so one can observe that a symmetric
digraph with symmetric requests has the same knowledge structure as an undirected
graph with undirected requests, and that an undirected solution would perfectly fit
for the symmetric problem. While this is true, the symmetric problem allows also
more solutions and is more tractable : [EIS76] proved that the Integral Undirected
2-Commodity (i.e. |R| = 2) Flow Problem was NP-complete even with a value of
1 for the first commodity, whereas we will prove that the Integral Symmetric (i.e.
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4 Jarry

with a symmetric capacity and symmetric requests) 2-Commodity Flow Problem is
polynomial.

In section 2 we introduce our notations, consider related works and introduce our
problem. In section 3 we giving our algorithm and prove it, thus proving our main
theorem (Theorem 5, stated at the end of section 2).

2 Standard notations and Related Works

2.1 Standard Notations

Let G = (V, A) be a symmetric digraph, that is, for all x,y € V, (x,y) € A =
(y,x) in A. For all x € V| we call I'(x) the set of all the vertices y € V such that
(z,y) € A.

Definition 1 (flow)
Let s,t € V and k € N. A flow f from s tot of value v is a function f : A — N such
that

° Vx ¢ {S’t}72y61‘(z)(f(xay) - f(yax)) =0
° z]yEF(s)(f(say) - f(y75)) =v
b Zmel"(t)(f(mvt) - f(tvx)) =v

4 4 3
Se—————— >0 >0 >0

SR

e——— >0 —>0 1

Figure 1: a flow from s to ¢ of value 4

This definition of a flow allows the existence of loops. Thus we will speak of “flow
without loops” when needed. Unless specified otherwise, the flow we consider are
integral flows (they are not fractional). When we have several functions f1, fo and
k : A — N (for instance, fi and f> may be flows and k a capacity) we will use the
global notations :

INRIA
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e f1 < K means that for all a € A, fi1(a) < k(a).
e fi+fo: A — Nis the function defined by Va € A, (f1+ f2)(a) = fi(a)+ f2(a).

o if fi <k, (k— f1): A — N is the function defined by Va € A, (k — f1)(a) =
k(a) — fi(a). Note that fo < (k — f1) is equivalent to (f1 + f2) < &.

e |fi| : A — N is the function defined by V(z,y) € A, |fil(z,y) = fi(z,y) —
min(fl(m,y),fl(y,x)).

Definition 2 (symmetric)
Let f: A — N. We say that f is symmetric if for all (z,y) € A, f(z,y) = f(y,z).

4 4 3

— g g
I — Y — )

SRR S

e P ——
1 4

Figure 2: a symmetric function on A

We will study problems with a symmetric capacity «.

Definition 3 (f", reverse)
Let f : A — N. The reverse function of f, f* : A — N is the function defined by
V(z,y) € A, f(x,y) = f(y,7)

4 4 3

Se< @<= @@= 9

SN

® < @ =< @ T

Figure 3: a reverse flow from ¢ to s of value 4
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If f is a flow from s to ¢ of value v, then f" is the reverse flow from ¢ to s of value v.

Definition 4 (k-commodity flow)
For alli € {1,..k}, let f; be a flow from s; to t; of value v;. (f1,..fx) is a k-commodity
flow from (s1,..8;) to (t1,..tg) of value (vy,..vg).

3 3 2
Slo—>.—>.—>. 82

4 L

Toe =-=r-ie =T

1

Figure 4: 2-commodity flow from (s1, s2) to (¢1,%2) of value (3,1)

Usually, the capacity constraint is (X;f;) < k for some x: A — N.

2.2 Menger’s theorem

Definition 5 (cut)

Let C be a subset of V- with C' # () and C # V. C is also called a cut on G. Let
A(C) = (C x (V\C)) A. For every function f : A — N, we call f(C) the sum
Y(acaccy f(@,y).

| 4 4 3
I e f—— e —

Figure 5: a cut of value 4

INRIA
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Definition 6 (cut criterion)

Let k : A — N be a capacity on G. Let s1,..5, t1, ..ty € V. Let vy,..vx € N. The cut
criterion for (k, (s1,t1,v1), .. (Sg,tg,vg)) Is : forall cut C C 'V, for all T C {1,..k} we
have : (Vi€ I, s; € C andt; ¢ C) = k(C) > (Ziervi).

Usually we say that the cut criterion is true or false.

Theorem 1 (Menger) The cut criterion is a necessary and sufficient condition for
the existence of a solution to the Integral Flow Problem.

Corollary 1 The cut criterion is a necessary condition for the ezistence of a solution
to the Integral k-Commodity Flow Problem.

Proof

We suppose the existence of a k-commodity flow, and then prove that the cut criterion
is true by adding all the commodities.

The input is :

e a capacity k: A = N ;
e the source and target of the k-commodity flow (s1,..sx), (t1,..tx) € V¥ ;
e the value of the k-commodity flow (vy,..vx) € N* ;

e the k-commodity flow itself (f1,..fx) such that ¥;f; <k ;

acut C CV and aset I C Nsuch that Vi€ I, s; € C and t; ¢ C.

The cut criterion is whatever C' and I, we must have k(C) > X;crv;. In order to
prove it, we will add all the flows (f;);c;. We call

o S={s;,i €I}, T={t;,i €I} and v=crv; ;

o V' ={S, TYU{{z},z e V\(SUTD)}, A" = (V'xV')NP(A) and G' = (V'  A");
e K : A" — Nsuch that for all ' € A’, K(a') = Zycurri(a)

e F: A" — N such that for all ' € A, F(d') = ZpcarXicrfi(a)

o C'={S}tU{{z},z € C\S}

Observe that F < K is a flow from S to T of value v. Observe that K(C')
k(C). According to Theorem 1 the cut criterion is respected in G’ for (K, (S, T,v)).
Therefore, £(C) > v.

O~ |
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2.3 Complexity of some Integral Multi-Commodity Flow Problems

As we said in the introduction, our problem is a particular case of the general
Integral Multi-Commodity Flow Problem. Since the result of Fortune, Hopcroft and
Willie [FHWS80] we know that the Disjoint Paths Problem with is NP-complete with
only two requests (|R| = 2).

More specifically, we know that in Eulerian digraphs (G + R is Eulerian), the
problem is polynomial with 2 commodities (|R| = 2), but NP-complete with three
(|R| = 3). In our problem, |R| = 4.

In undirected graphs, the Disjoint Paths Problem is polynomial with a bounded
number of requests (|R| < k) [RS95], but the 2-Commodity Flow Problem (with
|R| = 2) is NP-complete even if one of the requested flows should be of value 1 (with
R ={(z,y,1),(«",y',v)}) [EIST6].

In symmetric digraphs, we already know that the Disjoint Path Problem is
NP-complete [Cha98] in general, but that it is polynomial with a bounded num-
ber of requests [Jar02]. For the Multi-Commodity Flow problem, one can see that
the 2-Commodity Flow Problem is polynomial with a value of (1,v) (with R =

{(z,9,1), (", ,v)}) :
Theorem 2 The 2-Commodity Flow Problem is polynomial in symmetric digraphs
if the value is (1,v).

Proof

We assume that the cut criterion is true (it can be checked in polynomial time), then
find the flow of value v, and last find the flow of value 1.

The input is :

e 3 symmetric capacity K : A — N ;
e the source and target of the requested 2-commodity flow (s1, s2), (t1,%2) € V2 ;
e the value of the requested 2-commodity flow (1,v) € N2.

We first find a flow without loops fo < k from s3 to to of value v. If the cut criterion
is true, then fy can be found using any polynomial time flow algorithm. Now we
prove that the cut criterion is true for ((k — f2),(s1,t1,1). Let C C V be a cut such
that s; € C and ¢; ¢ C. Two cases are possible :

e if 59 € C and tg ¢ C, then k(C) > (1 +wv). If fo(C) > v + 1, then there is
xz € C and y ¢ C with (z,y) € A such that fa(y,z) > 1 so fao(z,y) =0 :
(k= f2)(C) 21

INRIA
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e otherwise, x(C) > 1. If fo(C) > 1, then there is z € C and y ¢ C with
(z,y) € A such that fo(y,z) > 150 fo(z,y) =0: (k— f2)(C) > 1

The cut criterion is true, so according to Theorem 1, we can find a flow f; < (k— f3)
from s; to t; of value 1. O

2.4 The 2-Commodity Flow Problem in a Symmetric Digraph

In this section, we consider a symmetric capacity x : A — N on G, two pair of
vertices (s1,t1) and (s9,t2), and two positive integers v; and vs.

We will see that the cut criterion is not a sufficient condition for the 2-Commodity
Flow Problem, though it is necessary according to Theorem 1.

Theorem 3 The cut criterion is not a sufficient condition for the existence of a
solution to the Integral 2-Commodity Flow Problem.

Proof
We give a counter-example (see Figure 6) :

e the vertex set is V = {s1, s9,t1,%2} ;
e thearcsetis A = {(817 52)7 (327 31)7 (527 t1)7 (t17 82)v (317 t2)7 (t27 31)7 (t27 tl)v (t17 tQ)} )
e we consider the symmetric digraph G = (V, A) ;

e the capacity on G is ¥ : A — N such that

k(s1,82) = K(s2,81) =1 K(s2,t1) = k(t1,82) =1
K,(Sl,tg) = Ii(tg,Sl) = 3 I{,(tg,tl) = K(tl,tg) = ]..

The cut criterion is true for (., (s1,t1,2),(s2,%2,2)), but there is no 2-commodity
flow from (s1, s2) to (t1,t2) of value (2,2). O

However even if the cut criterion is not necessary, another criterion stands out
when we study the example given before : in this previous example, the cut {si,%2}
was of value 2 though s; and ty are in the same side of this cut. So we introduce
what we call the symmetric cut criterion :

Definition 7 (symmetric cut criterion)

Let k : A — N be a symmetric capacity. Let s1,t1, s2,t2 € V. Let vy and vy be
two positive integers. The symmetric cut criterion for (k, (s1,t1,v1), (S2,t2,v2)) is
the cut criterion for (s, (s1,t1,v1), (t1,81,v1), (S2,t2,v2), (t2, $2,v2)).

RR n° 4622
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Figure 6: there is no 2-commodity flow from (s1,s2) to (¢1,%2) of value (2,2)

We will prove later on that this criterion is sufficient for the 2-Commodity Flow
Problem, though it is not necessary :

Theorem 4 The symmetric cut criterion is not necessary condition to have a solu-
tion to the 2-Commodity Flow Problem.

Proof
We give a counter-example (see Figure 7) :

e the vertex set is V = {z,y} ; the arc set is A = {(z,y), (y,2)} ;
e we consider the symmetric digraph G = (V, A) ;

e the capacity on G is k : A — N with k(z,y) = k(y,z) =1 ;

e we define a flow f <k by f(x,y) =1 and f(y,x) =0.

The symmetric cut criterion is false for (x,(z,y,1),(y,z,1)), but (f,f") is a 2-
commodity flow from (z,y) to (y,x) of value (1,1). O

2.5 Symmetric 2-Commodity Flow

Since the symmetric cut criterion seems a bit strict for the 2-Commodity Flow
Problem, we introduce the problem for which the symmetric cut criterion is a tight
condition.

INRIA
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1
Xeo >eoY
1

Figure 7: there is a 2-commodity flow from (z,y) to (y,x) of value (1,1)

Definition 8 (symmetric 2-commodity flow)

Let (f1, f-1, f2, f—2) be a 4-commodity flow from (s1,t1,s2,t9) to (t1,s1,t2,82) of
value (v1,v1, va,v2). (f1,f-1,f2, f-2) is also called symmetric 2-commodity flow
from (s1,89) to (t1,t2) of value (v1,v9).

According to Theorem 1, the symmetric cut criterion is a necessary condition for the
Symmetric 2-Commodity Flow Problem. In section 3 we will prove that it is also a
sufficient condition :

Theorem 5 (symmetric 2-commodity flow) The symmetric cut criterion is a
necessary and sufficient condition for the existence of a solution to the Integral Sym-
metric 2-Commodity Flow Problem. A solution can be found in 6Cfoy, + O(|A|)
steps.

This theorem implies immediately that the symmetric cut criterion is a sufficient
condition for the 2-Commodity Flow Problem (with a symmetric capacity).

Corollary 2 The symmetric cut criterion is a sufficient condition for the existence
of a solution to the 2-Commodity Flow Problem.

3 Solution to the Symmetric 2-Commodity Flow Prob-
lem

In this section, we consider a symmetric capacity x : A — N on G, two pair of
vertices (s1,t1) and (s2,t9), and two positive integers v; and vy. The goal of this
section is to prove Theorem 5 and to explain our algorithm (Algorithm 5, described
at subsection 3.5). To proceed with our work, we need a preliminary lemma (lemma
1) and a subroutine (Algorithm 1) which is the purpose of the next subsection (sub-
section 3.1). Subsection 3.1 deals only with an integral flow, regardless of symmetry
or any other property. Afterwards, (subsection 3.2) we give the first part of our
algorithm (Algorithm 2 (first step)) which gives a flow for the first commodity which

RR n° 4622
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does not alter the cut criterion of the second commodity. However, this intermediate
flow is not part of the final solution. Then, in subsection 3.3 we compute the flows
for the second commodity (Algorithm 3 (second step)). Eventually (subsection 3.4)
we compute the flows for the first commodity (Algorithm 4 (third step)). Subsection
3.5 is a round up of the different parts of our algorithm.

3.1 A preliminary lemma on half flows

The purpose of this subsection is to prove that given a flow f of even value, we
can split f in two flows ¢ and ¢’ (this means that g+ ¢’ = f) so that 2g < (f+1) and
2¢' < (f +1). In other words, we compute a flow g such that (f —1) <29 < (f+1)
(by 1, we mean the function such that Va € A, 1(a) = 1).

Algorithm 1 (finding ¢ such that (f —1) <2¢g < (f+1))
Input : G=(V,A) ; f: A—N.
Variables : f': A—-N;;zeV.

e Va€ A, f'(a) « f(a)
e while there is (Tstart, Ystart) € A such that f'(Tstart, Ystart) 8 0dd do

— f'(start; Ystart) — f'(Tstart, Ystart) + 1
— X < Ystart
— while x # Tstart do
* if there is y € T'(x) such that f'(x,y) is odd then
@) « fllzy) +1
LTy
* else choose y € T'(x) such that f'(y,z) is odd
[y, x) — fl@y) -1
STy

e Va € A, define g(a) = L)

Output : g: A — N.
Lemma 1 (half flow) Let f be a flow from s to t of even value 2v. There is a flow

g from s to t of value v such that (f —1) < 2g < (f+1). This flow can be computed
by Algorithm 1 in (O(|A|) steps.

INRIA



Integral Symmetric 2-Commodity Flows 13

We divide the proof into two parts : first the algorithms completes and then the
output is correct.

Proposition 1 If f is a flow of even wvalue, then Algorithm 1 completes in O(|Al)
steps.

Proof

If f is a of flow of even value then for each vertex x € V there is an even number
of vertices y € T'(z) such that f'(z,y) or f'(y,z) is odd. This is true in particular
for s and t because the value of f is even. Therefore, when the algorithm reaches a
vertex x after changing an edge adjacent to x, it will find another edge adjacent to x
to change, unless & = Tsqrt. Moreover, at each step the number of edges a € A such
that f'(a) is odd decreases, so the number of steps is bounded by the cardinality of
{a € A, f(a) is odd}. Thus the complexity is in O(|A]). O

Proposition 2 If f is a flow from s to t of even value 2v, the output g of Algorithm
1 is a flow from s to t of value v such that (f —1) <29 < (f+1).

Proof

At the beginning of each loop (from Zsiart t0 Tstart), the flow equations are broken
in Tstqrte- At each step inside the loop, the flow equations are kept for each x encoun-
tered. At the end of each loop, the flow equations are restored for xzq.+. Therefore,
at the end of the algorithm f’ is a flow from s to ¢ of value 2v. Moreover, every
edge is processed at most once, so f and f’ differ by at most 1 on each edge. Thus
(f—1) <29 <(f+1). g
3.2 Finding a flow allowing the second cut criterion

In this subsection, we describe an algorithm that finds a flow f such that the cut
criterion is true for ((k — f), (s2,t2, v2), (t2, $2,v2)).

Algorithm 2 (first step)
Input : G=(V,A) ; k: A—> N ; s1,t1,80,t0 €V ;v1,v9 €N

o compute a flow h < K from sy to ty of value v
Let h™ be the reverse flow from ty to sy of value vy (see definition 3).
e compute a flow g < (k+ h" — h) from s1 to t1 of value vy

e compute a flow ¢’ < (k+ h —h") from s1 to t; of value vy

RR n° 4622
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e using Algorithm 1, compute a flow f from s1 to t1 of value vi such that
2f <(lg+4'1+1)

Output : f: A— N

Lemma 2 (first step) Let k : A — N be a symmetric capacity. Let s1,t1, sg,t9 €

V and v, vy € N such that the symmetric cut criterion is true for (k, (s1,t1,v1), (S2,t2,v2).
Then there is a flow f < k from s1 to t1 of value vy such that the cut criterion is
true for ((k — f), (s2,t2,v2), (t2, 82,v2)). This flow can be computed by Algorithm 2

in 3C 10w + O(|A|) steps.

We divide the proof into two parts : first the algorithm completes, and then the
output is correct.

Proposition 3 If the symmetric cut criterion is true for (k,(s1,t1,v1), (s2,t2,v2)),
then Algorithm 2 completes in 3Cfion + O(|Al) steps.

Proof
If the flows we look for exist, then any integer flow algorithm can find them.

e if the symmetric cut criterion is true, then the flow h does exist.

e in Ford and Fulkerson’s algorithm, the capacity (k+h"—h) is called the residual
capacity once h has been computed. Since the cut criterion is true between
{s1,s2} and {t1,t2}, one can increment the flow between {s1, sa} and {¢1,%2}
by v1 and so find a flow g from s; to t; of value vy with the residual capacity.
That is ¢ < (k + A" — h).

e in the same manner, (k + h — h") is the residual capacity once removed the
flow A", so ¢’ can be found.

e According to lemma 1, f is found by Algorithm 1.

This algorithm computes 3 flows, calls Algorithm 1 one time and computes two
capacity functions, so this algorithm takes 3C0,, + O(|A|) steps. O

Proposition 4 If the symmetric cut criterion is true for (k,(s1,t1,v1), (82,t2,v2)),

then the flow f given by Algorithm 2 is such that the cut criterion for ((k—f), (s2,t2,v9), (t2, S2,v2))
18 true.

INRIA
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Proof
First, observe that (g + ¢’) < 2k, so we have f < k. Before considering (x — f), we
will give two lower bounds to the function (k — |g + ¢|) : A — Z. Those bounds will
enable us to control (k — f) over a cut.

We computed ¢’ in order to have ¢’ < (k+h—h") ; thus we have (k—g') > (h"—h)
and this leads to (k — (¢ +¢')) > (A" — h — g). Now, consider (z,y) € A such that
9(y,z) >0 :

o if [g+¢'|(z,y) = ¢'(z,y) —g(y,z), then (k —|g+¢'|)(z,y) = k(z,y) —¢'(z,y) +
9(y,x) so (k —|g +¢'[)(z,y) > (A" =k +g")(,y).

e otherwise, |g+¢'|(z,y) = 0,s0 (k—|g+4'|)(x,y) = k(x,y). Since g < k+h"—h,
we have K(yax) 2 g(y,x) + h(yam) - h(x’y)a 50 (K’ - |g +gl|)(xay) 2 (hr —h+
9" )z, y)-

Since g(z,y) and g(y, ) can not be non null at the same time, we have (k—|g+4’|)
(" — h — g+ g¢"). By a symmetric argument, we have as well (k — |g + ¢'|)
(h—h"—g"+4¢").

With these bounds, we can now consider a cut C' C V with, for instance, sy € C
and t2 ¢ C. We will prove that (k — f)(C) > v2. We know that (x — ¢ + ¢'|)(C) >
(h=0" =g +g")(C), 50 (k= g+ g')(C) Zv2+ (9" — g')(C).

eift; € Cor sy ¢ C, then ¢'(C) < ¢"(C) and (k — g + ¢'|)(C) > v so0
(k= F)(C) = va).

e otherwise, s € C and t; ¢ C so ¢'(C) = ¢"(C) + vy and (k — |g + ¢'|)(C) >
v9 — v1. In this case we have also |g + ¢'|(C) = |g + ¢'|"(C) + 2v1 and f(C) =
F7(C) +v1, 50 £(C) < Jg+4/|(C) +v1 which implies f(C) < |g +g/|(C) — 1.
Thus (k — f)(C) > vy

IV IV

Therefore, the cut criterion is true for ((k — f),(s2,t2,v2)). By a symmetric
argument, it is also true for ((k — f), (t2, s2,v2)). O

3.3 Finding two of the four flows

Although the cut criterion is true for ((k — f), (s2, t2, v2), (t2, $2,v2)), it may not
be sufficient to guarantee the existence of a flow h from sy to t9 of value vy and a
flow A’ from ¢y to sy of value vy such that (f + h + k') < &, as shown in Figure 8.
That is why f is not part of the final solution.

However, f is useful to compute the final flows fy and f_o for the second com-
modity.
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Figure 8: the cut criterion is true for ((k — f), (s2,%2,1), (t2, 82,1))

Algorithm 3 (second step)
Imput : G=(V,A), k: A—>N;s9t0€V ;9eN; f: A->N
Let f" be the reverse flow from t1 to s1 of value vy.

e compute a flow h < (k — f) from sy to ty of value vo
e compute a flow h' < (k — f") from sy to ty of value vy
e using Algorithm 1, compute a flow fa from sy to ty of value vy such that
(Ih+1]=1) <2fs < (| +1]+1).
Let f7y = (|h+ h'| = f2). We call f_o the reverse flow from ty to sy of value vs.
Output : fo:A—-N;f :A—N

Lemma 3 (second step) Letx : A — N be a symmetric capacity. Let s1,t1,s2,t2 €
V and vi,v9 € N. Let f < k be a flow from s1 to t1 of value v1 such that the cut
criterion is true for ((k — f),(s2,t2,v2), (t2, 82,v2)). Then there are two flows fo
from sy to ty of value vy and f_o from ty to s2 of value vy such that (fo + f—2) < K
and such that the cut criterion is true for (k — fo — f—2),(s1,t1,v1)). These two
flows can be computed by Algorithm 3 in 2C 10, + O(|A]) steps.

We divide the proof into three parts : first the algorithm completes, then (fa+f_2) <
k, and finally the cut criterion is true for ((k — fo — f—2), (s1,t1,v1))-

Proposition 5 If the cut criterion is true for ((k — f), (s2,t2,v2), (t2, $2,v2)), then
Algorithm 8 completes in 2Cf100, + O(|A]) steps.

INRIA



Integral Symmetric 2-Commodity Flows 17

Proof

If the cut criterion is true for ((k — f), (s2,t2, v2), (t2, $2,v2)), then the flows h and
L' do exist. |h+ h'| is a flow from s9 to t9 of value 2 X vg, so according to lemma 1,
the flow fy can be computed by Algorithm 1. This algorithm computes 2 flows, calls
Algorithm 1 and computes 4 functions so it completes in (2Cf, + O(|A|)) steps. O

Proposition 6 The flows fy and f_y given by Algorithm 3 are such that (fo+ f—9) <
K.

Proof

We know that 2fs < (Jh+ 1/| + 1) and 2f", < (Jh + A'| + 1). Since |k + h'| < &, we
have fy < k and f_y < k. Moreover, (fy + f7,) = |h + h| implies that V(z,y) € A,
if fo(x,y) > 0, then f",(y,z) =0, so f_o(z,y) = 0. Thus (fo + f_2) < k. O

Proposition 7 If f < k is a flow from s1 to t1 of value vi, the flows f2 and f_o
given by Algorithm 3 are such that the cut criterion for ((k — fo — f—2), (s1-t1,v1))
18 true.

Proof
Consider a cut C C V such that s; € C and t; ¢ C. First we will prove that
(b +K(C) + b+ KI(V\C)) < (25(C) — 20). This implies ((f> + f-2)(C) + (2 +
f-2)(V\C)) < (2k(C) — 2v1). Then we will prove that (f2 + f-2)(C) < (k(C) —v1).

We split |h + R'| into two functions : g (the part related to h) and ¢’ (the
part related to A') so ¢ = min(h, |h + h'|) and ¢’ = min(h’, |k + h'|). Observe that if
g(x,y) > 0 then ¢'(y,z) = 0. This implies that (¢9+¢") < (k— f). Since h and A" are
flows that go in opposite directions, we have (h(C)—h(V\C)) = (K"(V\C)—L"(C)).
This implies (g+¢")(C) = (g+¢"")(V\C). So we have (g+¢)(C)+(g+¢")(V\C) <
2(k — f)(C), thus [h 4+ 1'[(C) + |h + K|(V\C) < (26(C) — 2v1).

Since (f2 + f"y) = |h + 1'|, we have as well (fo + f"5)(C) + (f2 + f"5)(V\C) <
(26(C) = 2v1), 50 (fa + f=2)(C) + (f2 + f—2)(V\C) < (2k(C) — 2v1).

Like h and 1/, the flows fy and f_5 go in opposite directions, so (f2 + f—2)(C) =
(f2 + f=2)(V\C). Therefore (f2 + f-2)(C) < (k(C) — v1). O

3.4 Finding the last two flows

Once fy and f_o have been properly computed, the algorithm to find f; and f_1
is quite straightforward.

Algorithm 4 (third step)
Imput : G=(V,A),k: A->N;s,t1 €V ;v €N, f5: A-N; f9: A—-N
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e compute a flow f1 < (k — fo — f—9) from s1 to t1 of value vy

Let fo1=(k— fi— fa — f-2)
Output : f1: A—-N;f :A—-N

Lemma 4 (third step) If (fq, f—2) is a two-commodity flow from (s9,t2) to (t2,2)
of value (va,va) such that (fo + f-2) < K, and if the cut criterion is true for ((k —
fa — f=2),(s1,t1,v1)), then Algorithm 4 completes in Cfion + O(|A|) steps, and its
output are two flows f1 from s1 to t1 of value v1 and f—1 from t1 to s1 of value vy
such that (f1 + f-1 + fa + f=2) < k.

Proof

If the cut criterion is true for ((k — fo — f—2),(s1,t1,v1)), then the flow f; does
exist. So Algorithm 4 takes Clio + O(|A|) steps. Now observe that the function
(k—fi—fo—f-2): A — Nis a flow from ¢; to s; of value v; (see definition 1),
though it may have some loops (which could be easily removed in Cf;4y, more steps).
O

3.5 Connecting dots

Algorithm 5 (integral symmetric 2-commodity flow)
Imput : G=(V,A) ; k: A—N;s1,t1,89,t2 €V ;v1,v9 € N.

e using Algorithm 2 (first step), compute a flow f from s1 to t1 of value vy
such that the cut criterion is true for ((k — f), (s2,t2,v2), (t2, $2,v2))

e using Algorithm 8 (second step) and f, compute two flows fo from sy to to
of value vy and f_9 from ty to so of value vy such that (fo+ f_2) < k and such
that the cut criterion is true for ((k — fo — f—2), (s1,t1,v1)).

e using Algorithm 4 (third step), compute two flows fi from s1 to t1 of value
v1 and f_1 from t; to s1 of value vy such that (fi + f-1+ fo+ f-2) < k.

Output : f1: A—-N;f 1:A—-N;f:A->N;f,:A—-N

Theorem 5 (symmetric 2-commodity flow). The symmetric cut criterion is
a necessary and sufficient condition for the ezistence of a solution to the Integral
Symmetric 2-Commodity Flow Problem. A solution can be found by Algorithm 5 in
6C 10w + O(|A]) steps.

Proof

According to corollary 1, the symmetric cut criterion is a necessary condition for the
existence of a solution to our problem. The input is :

INRIA
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e a symmetric digraph G = (V, A) ;

e 3 symmetric capacity K : A — N ;

e the source and the target (s1,s2), (t1,t2) € V2 ;
e the value (v1,v2) € N2,

If the symmetric cut criterion is true for (k, (s1,t1,v1), (82,2, v2)) then according to
lemma 2, Algorithm 2 takes 3C/fj0,, + O(| A|) steps ; according to lemma 3, Algorithm
3 takes 2Cfj + O(|A|) steps and according to lemma 4, Algorithm 4 takes Cjpy +
O(|A]) steps ; so Algorithm 5 completes in 6C f10, + O(|A|) steps.

Moreover according to lemmas 2, 3 and 4 the 4-commodity flow (f1, f—1, f2, f—2)
computed by Algorithm 5 is a symmetric 2-commodity flow from (s1,s2) to (t1,t2)
of value (v1,v2) such that (f1+ f—1+ fo+ f—2) < K, so it is a solution to the problem.
O

4 Open problems

We have proven that the Integral Symmetric 2-Commodity Flow Problem was
polynomial. Now we would like to know more on the complexity of the Integral
Symmetric Multi-Commodity Flow Problem (likely NP-complete), and on Integral
Symmetric k-commodity Flow Problems, with & > 2.

If the requests are not symmetric, the complexity of Integral ¥ Commodity Flow
Problems in symmetric digraphs (with a symmetric capacity) is also open for £ > 1.
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