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Dérivée de forme pour des problémes non-cylindriques

Abstract: Le but de ce rapport est de donner I’expression de la derivée de forme de fonc-
tionnelles associées & des problmes d’évolution non-cylindrique. Le point clé de ce travail
réside dans la définition des perturbations d’'un domaine non-cylindrique [appelé aussi tube]
en utilisant des champs de vecteurs transverses. Sous des hypothéses de régularités, un tube
peut étre généré par un champ de vecteur convenable connaissant son domaine initial. Cette
relation tube-champ de vecteur nous permet de définir une dérivée par rapport aux champs
de vitesse et d’en déduire 'expression de la dérivée par rapport & la forme. On analyse la
dérivation de fonctionnelle de tube associées & des problémes dynamiques non cylindriques.
On considére le cas particulier de 1’évolution d’une fonctionnelle de domaine et ’applica-
tion aux méthode d’ordre 2 de type Newton; conclut ce rapport, en donnant la condition
nécessaire s d’optimalité du second ordre( faisaqnt intervenir le hessien de forme) pour un
tel probléme de minimisation.

Key-words: Fonctionnelles de forme non-cylindrique, dérivation par rapport aux champs
de vitesse, champ transverse, dérivation par rapport & la forme
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4 Raja Dziri € Jean Paul Zolésio

1 Introduction

Dynamical shape control problems for systems modelized with dynamical non-cylindrical
Partial Differential Equations (PDE) are encountered in fluid-structure issues, free boundary
problems, etc...

The cost functional involved in such problems is expressed in terms of integrals over the non-
cylindrical evolution domain and/or its lateral boundary. Following [| this non-cylindrical
evolution domain will be called a tube and is of the following form :

Q= | {t}x2); At t=0, Qo =Q.

o<t<r

The initial geometry Q is called the base of the tube. Non smooth tubes are described in [11]
with help of the time convection of the base by non lipschitzian vector field V. If the lateral
boundary ¥ of the tube @ is smooth enough to guarantee the existence of the outward
normal field 7 to X, there exists smooth non-autonomous vector fields V' such that

T,(V)Q=9Q, c RN Vte[0,7) (1)

where T'(V) is the flow associated to V. More precisely, the intrinsic outward normal field
7 € RNV*! defined on the lateral boundary X of @, can be written as (cf.[9])

1
7(t) = ——=(—v, (), i
(6) = (-0 (0):in)
where 77g, € R" is the “horizontal” outward normal field to ;. Then any sufficiently smooth
non-autonomous vector field V' such that

V(t).fq, =v,(t) on X (2)

builds the tube @ (or equivalently : satisfies (1)).
Conversely, to any non-autonomous vector field V', one can associate, in the time interval
[0,7], a tube Q(V') (also denoted Qv) by setting Q, = T3(V)(Q).

Obviously (2) is then satisfied on the lateral boundary (V') of Q(V).
The functionals considered may depend not only on the tube containing the evolution takes
place but also on a field that builds this tube which verifies some extra physical condition (cf.
[6]).In that specific situation, the functional is no more a tube functional as it depends on the
tube but also on a specific vector field V. For that reason we consider now as independant
variable in the problem, not the tube itself but the vector field V' whose flow mapping builts
the tube starting from a given base 2. We designate by Qv the tube built by an admissible
vector field V' and we consider functionals j(V) in the form

JV)=3(V,Qv).
When J depends exclusively on Qy we get :
JIV+W)=j(V), VWst. <W, ngv)>=0 onZy,

INRIA



Non-cylindrical T ube Derivative 5

this means that j depends only on the shape of the tube (it is, thus, called a tube functional).
The dependence of J on a field V' comes, generally, from boundary conditions associated to
the state equation.

For a bounded tube @, there exists a bounded open set D (called a hold-all) such that Q
and its perturbations remain in (0,7) x D. That cylindrical tube will be invariant under all
the transformations we shall consider so that the vector field V as well as the preturbations
fields W will satisfy the condition :

<W(t),iip >=0 on (0,7) x D 3)

where 7p is the outward normal field to D, cf. for example [8] or [9].

The aim is to characterize the derivative with respect to the field of the functional j'(V, W).
In a first step we obatain a general expression in terms of the transverse field Z. We study
the problem whose Z is solution and we explicit the gradient with use of the transposed
equation solution A..

We give sufficient conditions under which j is Gateaux differentiable at a field V. For an
optimization problem, we prove that if the state depends on the field only by the boundary
conditions, the field gradient G(V) is supported by Xy . But if it depends only on the shape
of the tube, G(V') has the following form

G(V)(#) = 1,0 (9(V)()ng,(v))

where T';(V) = 9(Q2:(V)) and Vr,(v) is the adjoint of the trace operator on Ty(V), g(V)(t) €
[DF=1(T4(V))]'. For these results one has to assume €); to be C*, Vt € [0, 7].

RR n° 4676



6 Raja Dziri € Jean Paul Zolésio

2 Basic tools

2.1 Transformations-Velocity method

First, let us recall some basic results dealing with velocity flows. Let 7 > 0, D a convex,
smooth and bounded open set in RY. Consider a vector field

V:[0,7] x D — RN, (t,2) — V(t)(z) € V(t,2) such that

V(t).np =0 on dD,Vt € [0, 7]. (4)
Moreover, we assume
Vz € D,V (., z) € C([0,7]; RN)
V)
Jc > O,Vx,y € Dv “ V(vx) - V(vy) ||C([0,T];RN)S C|$ - y'

where V(.,2) is the function ¢t — V(¢,z). For any X € D, associate the solution zy(., X)
of the ordinary differential equation

L) =Vita0).t € (0,7)
z(0) =X
For any ¢ € [0, 7], we have a transformation

T,(V):D — D; X r— Tu(V)(X) < 2v(t, X).

The mapping (¢, X) —— T3(V)(X) is denoted T (V') or T if no confusion is possible.
Under assumption (V'), the map T has the following properties :

( ) vXeD, T(,X)eC[0,7);RY) and 3¢ >0,
! VX, Y €D, ||T(7X) - T(WY)Cl([O,T];RN)” <c |X - Yl

 (T») Vte[0,7], X — Ty(X): D — D is bijective

., x) € C([0,7]; RY) and 3¢ > 0,
(,x) - T_l(-vy)c([o,f];RN) | <clz—yl

Introduce the Banach space, k € N

VE(D) = {v € C*(D,R")) | v.np = 0 on D}
and the following notations :
def

o(P) % sup EW ZE@N () 48 S~ o) for b2 1.
|a|:k

INRIA



Non-cylindrical T ube Derivative 7

The regularity result stated below for the flow associated to a given vector field V' is deve-
loped in [3].

Proposition 1
For all V € C([0, 7], V¥(D)), k € N, such that

ck(V(t)) < ¢ ( for a constant ¢ > 0 independent of t), (5)
it is associated a unique map
T(V) € ([0, 7],C*(D, RY)) n C([o, 7], wk+h>(D, RY)).
Moreover the mapping t — V/(¢) o T} is in L*°(0,7; WktLo(D, RYN)).

The transformation T;(V') is one-to-one and maps D into D. For each t € [0,7], one can
consider the transformation 7,”' and notice that it is the flow, at s = t, of the vector field
V; defined by Vi(s) = =V (t — s) (cf. [8], [3]).Using this argument we can prove that 7! €
C([0,7],C*(D,RY)) and with the implicit function theorem one can prove the following
regularity result.

Proposition 2 .
The mapping [0,7] — C*(D, RN),t — T, ! is continuously differentiable.

Proof. Let t € (0,7). The map T; € C*(D, R"). Consider the mapping
®:[0,7] x C*1(D,RY) — c*~1(D,RM)

defined by
®(t,9)=T(V)(t,S) - Id

It is clear that ®(t,7:(V)~!) = 0. Moreover ® is continuously differentiable. The partial
derivatives are :

O®(t,S) =V, Ty (V) o S); 9s®(t,5) = (DT)o0SE

It is clear that ds®(t,S) is in aut (C*~'(D, R")). We deduce from the implicit function
theorem that 7= € C'([0,7];C*~'(D, R")). Then the mapping t — DT, ' = (DT,)™" o
T, ' is also in C*([0,7];C*~*(D, R")). Therefore the announced regularity is proved.

2.2 Tube perturbation

From now on we assume k > 1. A perturbation of a tube @y in a direction W can be
obtained by considering transverse transformations (which are transformations acting on
domains built at the same time).

RR n° 4676
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Let Q cC D of class C* be given, for any sufficiently small positive parameter s, we consi-
der the moving domain Qv .w) as the perturbation of the tube v in the direction of the
field W. It is composed of the sets

OV + sW) = Tu(V + sW)(Q), V¢ € [0, 7].

A transverse transformation is a function which maps Q;(V') onto Q(V + sW) for any
t € [0,7] (and D onto D). A quite natural one is

TE=Ty(V 4+ sW) o T, (V) L.

If the regularity assumptions (77) — (T3) are satisfied by the mapping (s, z) — Tt(z) for
any t € [0, 7], this transformation can be considered as the flow of the vector field [ see for
instance [1]]

24s,) = (337) o TH ) = DTV + W) o Tu(V + W) L. ©)

Lemme 1
Let I be a neighborhood of zero; V and W being in C([0,7]; V*(D)) satisfying condition
(5). The mapping

IO I C([Ov 7.]; Ck_l(ﬁa RN))

s — T(V + sW)
is continuously differentiable and 9,(T3(V + sW)) satisfies for any ¢ € [0, 7],

LTV + sW)] = /t D(V + sW) (s Tu(V + W)L [T, (V + sW)] dua
0
+ [ W TV + W) dp. (7)
0

Proof.
TV 4+ sW) = T(V + s, W)
- /Ot(v F WY, To(V + sW)) = (V + soW) (11, Tu(V + 5,W)) dp.
t
TV + 5W) = TV + 5, ) gyl < I — 5o / W (1)l g 5 i

t
+ max, DV (t) + 5o DW (t)]| i1 (5 /O 1T (V + sW) = Tu(V + soW)l| grmr (5 it

INRIA



Non-cylindrical T ube Derivative 9

Applying the Gronwall inequality, it comes
ITe(V + sW) = To(V + soW)||gi-1(py < 7|8 = Sol[[Weio,r1,c0-1(my) |
t
+7ls = Sol IWe((0,7130-1) /0 exp (t — p) dp
Thus for any t € [0, 7] :
TV + sW) = To(V + s6W)llor-1 5y < 78 = Sol [[Wllejo,7,00-1(5y) €

This proves that the considered map is in W1 (Iy; C([0,7]; C*~1(D; RY))) and also gives
the following uniform boundedness (with respect to s) :

IV + W) TV + W) = (V 4 5aW) (1, TV + 359 o

|s — s,

< W lenospy + TexpT mase [IDV(2) + 36 DWDllenos y IV ()l ecs

)

Then according to the Lesbegue theorem, the derivative exists everywhere in I and satisfies
(7). It has the following expression :

Os[Te(V + sW)| = /075 exp{/; D(V + sW)(p, T,(V + sW)) du}W (€, Te(V + sW)) d€.

= /t DTV + sW).[DTe(V + sW)|" W (&, Te(V + sW)) de.

It is clear that this expression is continuous in Ij.

O
Let St(s) = 05[Ti(V + sW)]. Then Z!(s,z) = S'(s) o T;(V + sW)~L. In the next section, it

will be shown that the field derivatives of non-cylindrical functionals are expressed in terms

of the transverse vector field Z(¢t,z) = Z*(0,z). Therefore, one has to know more about

this vector field. In particular, it will be shown that Z can be characterized as the unique
solution of

&Z+[Z,V] = W in(0,7)x D (8)

Z0,.) = 0inD 9)

where [ , ]| denotes the Lie Brackets. For that purpose let us consider the vector field S,
S(t,.) & 840,.) = Z(t) o TH(V).

Lemme 2 -
The function S is the unique vector field, in C1([0,7]; C*~1(D, RY)), satisfying

SO = [ W T.0Ndu+ [ DVT,07)S() du (10)

RR n° 4676
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Proof. Let F be the mapping defined by
F:[0,7] x C*(D,R"N) - c*1(D,R")

(t, @) = DV(t, Tu(V))e + W(t, To(V)).

For any t € [0,7] and any ¢ € C*~(D) , F(t) is affine and F(.,¢) is continuous. So the
existence and uniqueness of (10) are given by the Cauchy-Lipschitz theorem. Moreover the
solution has the following expression

S(t)z/o exp{/ DV (u, To(V)) du} W (s, To(V)) ds, ¥t € [0,7].

= /Ot DT(V).[DT (V)] ' W (s,Ts(V)) ds

Lemme 3 .
If v € C([0,7],C*~Y(D, RY)) is such that

o+ DYV € (0,7, C* (B, RY)
and satisfies (8)-(9), then ¢ o T(V) belongs to C'([0,7],C*~'(D,RY)) and satisfies (10).
Conversely, if ¢ € C1([0,7], C*~1(D, RY)) is solution of (10), then poT(V)~! € C*([0,7],C*~1(D, RN))
such that
AipoT(V)™Y + DlpoT(V)™'].V isin C([0,7],C*~ (D, RN))
and satisfies (8)-(9).

Proof. If ¢ belongs to C1([0,7], C*~1(D, RY)), then it is the same for the mapping t —
¥(t) o Ty and we have :

O (W(t, Ty)) = [DV(t)] o Ty (¢, Ty) + W(t) o Ts.
Thus ¢ oT'(V') satisfies (10). Conversely, since ¢ € C*([0,7], C*~*(D, R")) is solution of (10)
and T~ isin C*([0, 7], C*~1(D, RY)), it comes that @oT (V)= isin C1([0,7],C*~1(D, RY))

and we have :

at(SO(taTtil)) = [Op] 0 Ttil + [Dg] o Ttilat(Ttil)
={[DV]oTy.p+ WoT;} o T, — (Dg) o T, ' D(T; ).V (t)
=DV.(poT; " )+ W — D(poT; ).V (1)

which concludes the proof. 0

INRIA



Non-cylindrical T ube Derivative 11

Theorem 1
The field Z is the unique vector field in

c([0,],C*Y(D,R"N)), such that &Z + DZ.V € C([0,7],C*1(D,RY)), solution of
problem (8)-(9).

Proof. Consider the solution S of (10), compose by T'(V)~! and make use of the lemma
3. 0

Remark 1
Taking into account the characterization of Z, we deduce that it has the following expression :

Z(t) = {/0 DTy(V).[DTs(V)]7'W (s, To(V)) ds} o To(V) . (11)

By the way a useful property of Z is that if V and W are of free divergence then Z too.
Indeed

Proposition 3
Let V and W in C([0,7], V¥(D)), k > 1, such that (5) holds. Assume

divV =diviW =0 in D.
Then the field Z is of divergence free :
divZ=0 inD.

Proof. Let f € D(D). The transformations T3(V + sW) and T;(V) ! maps D onto D.

Then,
/fOT;’dacz/fdx.
D D

Indeed since V and W are of free divergence, we have

/fda::/ fdxz/ foTt(V—}—sW)dw:/fO’]?da:.
D T (V+sW)(T:(V)~1(D)) (V)~Y(D) D

From this we deduce that y
— (/ fOT'Stda:) =0
dS D

The mapping s — T} is in C*(Ip; C*~1(D, RY)), thus
/ Vf.Zdz=0,Yf € D(D).
D

or equivalently divZ =0 in D'(D). 0

RR n° 4676
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2.3 Explicit expression of Z(t).ng,v)

In the sequel, we consider a set 2 of class C* (k is kept greater than 1). As we will see in
the applications, the expression of the Eulerian derivative depends on Z. Hence, it seems to
be necessary to introduce two adjoint states. One associated to the state equation and the
other to the field Z. For a functional defined on a tube Qv (with the initial domain 2), this
unusual situation might be avoided by considering the function z defined by

z(t) = (Z(t).ny) o Ty(V) on (0,7) xT' (T' = 9090).

Lemme 4
The mapping t — T3(V) is in C*([0, 7]; C*(D, RY)). Therefore

“(DT,)"'n

m isin C’l([O,T];C’k_l(P))

t—ngoT; =

n and n: are the outward normal fields respectively to Q and Q,(V), on I" and T. Its
derivative is given by :

8t(nt [¢) Tt) =< DV.nt,nt > OTt Nn¢ © Tt - >k.DVY (o) Tt N¢ © Tt.

Proposition 4
The function z € C*([0, 7]; C*~1(T)) is the unique solution of

0,z(t) — a(t) o Ty(V)z(t) = f(#) o Ty(V) on (0,7) xT (12)
z(0)=0 on T (13)

where a(t) =< DV.ng,ne >, B(t) = W(t).n,.

Proof. The mapping ¢t — Z(t,T;) = S(t) is differentiable. Thus

O [Z(t,Ty).ng o Ty) = O(Z o Ty) . ny o Ty + Z(t, T).0¢(ny o Ty)

=< (W(@#t)+DV(t).Z(t)) o Ty, nt 0Ty > + < DV.ng,ng > 0Ty (Z(t).ny) o Ty
— < (DV.Z)oTy,nyoT; >

= (W(t).nt) o Ty+ < DV.ng,ny > oTy (Z(t).ne) o Tt

Eventually the desired result is obtained.

INRIA
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Remark 2
Expression of z in terms of the data :
From (12) we deduce that

Oz exp(/0 a(s) o Tsds)] = [a(t) o T z + 0;z] exp(/0 a(s) o Ty ds)

=B({t)oT; exp(/O a(s)oTsds).

Hence z can be expressed as follows

/ B(s) o Tu(V) exp(— / a(r) o T.(V') dr) ds. (14)
- / t[W(s).ns] o Ty(V) exp(— / DV, ny > oT (V) dr) ds.
0 s

2.4 Adjoint problem associated to Z

As shown in the proof of Lemma 3 the solution of (8)-(9) is obtained via a change of
variable. Then if H(D) is a Banach space of functions defined on D, stable by multiplication
by functions in C*~1(D), the same process generates the solution of the adjoint problem
associated to Z.

Theorem 2

Let F € L?((0,7); H(D)). There exists a unique A € C([0,7]; H(D)) such that ;A+DA.V €
L?((0,7); H(D)) solution of

_9A—DAV - *DVA— (divV)A = F (15)
A(r) = o. (16)

Proof. Consider § € C'([0,7]; H(D)) the unique solution of the backward problem

—8150 - [*(DV) OTt + (leV) OTt ] 0 = F OTt
0(r) = 0.

Applying exp/0 [(*DV(s))oTs + (divV(s)) o Ts 1] ds , we get
_a, [exp{ /0 [H(DV(s) o Ty + (divV(s)) o T, T] ds}o(t)

exp{/o [*(DV(8)) o Ts + (divV(s)) o T I] ds} F o Tj.

RR n° 4676



14 Raja Dziri € Jean Paul Zolésio

By integration we deduce an explicit expression of 6 :

o) = [ exvi= [['DV(©) oTc + W@ivV(©) o TeT] g} F(s)o T, ds.

- /; *(DTy) ™ *(DT)F(s) o Tay(s)(8) " ds

Then taking for A = § o T;"!, it is easy to see that A is the unique solution of (15)-(16)
which, for a suitable right-hand term, will represent the adjoint problem associated to Z
associated to a given cost functional.

O

2.5 A right-hand term supported by %(V)

Let f € L*(3(V)) and assume that the mapping ¢t — 77, (f(¢)n¢) belongs to L*((0,7), H(D)).
We proved in Theorem 2 the existence of a unique A € C([0, 7], H(D)) such that

—O0A—=DAV — *DVA—divV A = 47, (f(t)ne) an
A(r) = o.
We shall prove that the solution A is, in fact, supported by the lateral boundary (V) since

the right-hand term in this problem is itself supported by (V) and there is no diffusion
term.

Lemme 5
Let f € L?(0,7; L3(T;)). There exists a unique solution in
C([0,7); L*(T;)) such that 9;A + Vr,A\.V € L?(0,7; L*(T;)) of the following problem

OGA(t) + V, AV +AdivV = f(t) on U ({t} xTy)
{ A(T) = 0on I';

Proof. Notice that
[0:A(t) + Vr,AV]ip, o Ty = 0:(A o Ti) p
and consider p € C([0,7]; L*(T')) the unique solution of
O+ (divV)oT; p= f(t)oT; on (0,7) xT
u(t)=0 on T.

which can be expressed as :

ut) = - /t exp{/ts(divV) o T, dr} f(s) o T, ds

—/ detDT,.(det DT;)~! f(s) o T, ds
¢

INRIA



Non-cylindrical T ube Derivative 15

Then ), defined by A(t) = u(t) o T, %, is solution of the considered problem. Uniqueness is
obvious.

O

Theorem 3
Let f € L2(0,7; L2(T;)). The solution A of (17) is supported by £(V'). Precisely

At) = =7, (A(t)ne), t € (0, 7). (18)
where ) is defined in Lemma 5.

For further properties of p(.) see [2] or [5].
Proof. Set X(t) = —f, (A(t)ne) (€ H (D, RY)). We should identify the distribution

~8,X — DX.V — *DV.X — (divV) X.
For that let ¢ € D((0,7) x D), thus
< =0, X = DX.V = *DV.X — (divV') X, ¢ >pr((0,-)x D), D((0,)x D)
0 T 0 Iy
The first term E; = — / A (Opp).ng dTidt is treated as follows : Using the transforma-
o Jr,
tion Tt(V)
B = —/ /)\oTt [(9ug) 0 Ti] .ny 0 Ty o(t) dTdt, w(t) = det(DT) || *DT; || o
0o Jr
= —/ / <O(poTy)—(Dp.V)oT;, nyoTy > NoT; w(t) dl'dt
0o Jr
= / / <poTy,ngoTy > d(AoTy) w(t)+ <poTy, O(w(t)nsoTy) > AoT,dldt

0 r

+/ < (Dp.V)oTi, nyoT; > XoT;w(t)dldt.
o Jr
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But w(t)ns o Ty = v(t) *DT, *n ; where v(t) = det DT} so

B = / /at NoTy) < @oTs, meoTh > w(t)dldt

/ /<<poTt,5t y(t)*DT; )n) > Ao T, dldt,
+/ A< Dp.V, ng > dldt,

0o Jr,
=/OT/F[8t)\+VrtA.V]oTt <w(t)ynioTy,poT, > dldt
+/OT/F)\oTt <@oTy, 8(*DT; " )n > ~(t)dldt
+/OT/F)\0Tt<Lp0Tt,5t(7(t)) *DT 7' > dI‘dt+/0T g A< Dp.V,ng > dl:dt
z/OT . [O:\ + Vi, AV cp.ntdI‘tdt+/OT/F < De.V,ny > Adlydt
+/T/F)\0Tt <poTy,ngoTy > w(t) (divV) o Ty dTdt
—/T/F)\oTt <poTy, "(DV)oT;nioT; > w(t)dl'dt
= /T . (OA + VI, AV) p.ny dl“tdt+/0T . A<DV, ny > dlwdt
+/0T g Ap.ny dideI‘tdt—/OT g A< DV.p, n, > dl:dt.

Finally we obtain
<=0 X - DX.V - "DV.X —divV X, ops p >
T, 0
which is equivalent, in a distribution sense, to
-0, X — DX.V = *DV.X — divV X = ¢ (f(t)n)

Moreover it is clear that X(7) = 0.
From the uniqueness theorem 2, we deduce that A(t) = —~¢, (A(t)n:).

INRIA



Non-cylindrical T ube Derivative 17

3 Derivability with respect to the field

As mentioned before, we are interested in the structure of the Eulerian derivative of
non-cylindrical functionals of the following type

J(V) =/ F(t,z,u(V)(t,x)) dzdt
Q(V)

where Q(V) = Upcrer ({t} x Te(V)(Q))

T is a non-negative scalar.

Q a domain in R".

F:I(=[0,7]) x Dx RN' - R (L.

The function u is solution of a well-posed non-cylindrical PDE, of order 2m, m € N*, in

Q(V) :

Ou+ A(u) =f in Q(V) (19)
Bj(u)=g; onX(V), 0<j<m-1 (20)
uw(0) = uy in (21)

A is a differential operator of order 2m.
B, is a boundary differential operator of order m; (0 < m; < 2m —1).

In the sequel, the following notations will be used.

Notations 1
Assume the existence of the derivative, at s = 0, of the mapping s — u*(.,.) = w(V +
sW)(., Ts(Z(s)(.)) in L2(I, H>™(2,(V')) for the weak or the strong topology. It is denoted

w(V; W).
Under the same assumption, let
wW (VW) =a(V; W) — d,u.Z.

Lemme 6
Assume that, for any direction W € C([0, 7], D(D, RY)), the derivative
w(V; W) exists in L2(I, H?>™(Q;(V))) and that

u'(V;W) depends linearly on W.
Then the functional j(.) is Gateaux differentiable at V' and there exists a time-dependent
distribution G(V) € L*(0,7;D'(D, RY)) with spt|G(V)(t)] C Q:(V) such that

J'(V; W) :/ < G(V)(t),W(t) >pi(p,rN),D(D,RV) dt.
0

RR n° 4676



18 Raja Dziri € Jean Paul Zolésio

Proof. In the perturbed tube Q(V + sW), the cost functional has the following expression :
iV 4+sw) = / / Ft, 2, u(V + sW)(t, ) dudt
0 JO(V+sW)
=/ / F(t,z,u(V + sW)(t,z)) dzedt
0 S(29)(2 (V)

- / / F(t, To(2")(2), u* (£, 7)) dadt
0 Ja,v)
Hypothesis ¢ii) ensures the existence of
. d,

J(V;W) = 20V +sW)jemo.

Precisely we have
JViW) = / / 8. F(t,,u(t, 2)).Z(t,2) + O, F(t, z,u(t, z)) ult, z)
0 Q4(V)

+ F(t,z,u(t,z))divZ(t, z) dzdt

which is equivalent to

J(ViW) = /0 " <8, F(t, 3 ult, ) it 7) — Duult, ) Z(t 7) > dt

" ~/0 /Qt(v) diV[F(t’ z, u(t, $))Z(t)] dxdt

which we rewrite, under smoothness assumptions, as follows
(VW) = / / 0, F(t,, ult, z)) ' (t, z) dudt (22)
0 JQu(V)

+ / / F(t, o, u(t, 1)) Z(t)-n, dUydt.
0 JTw(V)

According to assumption ii) and the linear dependence of Z on W, we obtain the linear
dependence of j'(V; W) on W.

O

Considering A the solution of problem (15)-(16) we can express the boundary integral on
Z(t).n; explicitly in terms of W (t).n;. It is the object of the following lemma.

Lemme 7
Let F be a sufficiently smooth function defined on (V). Then

/ ’ / F(t) Z(t)n(t) dTydt =
0 JTu(V)

INRIA



Non-cylindrical T ube Derivative 19

/oT /n(V) {/t F(s) o To(V) o Tu(V) dS} W (t).n(t) dTsdt

Proof.
/ F(t)Z.n, dT:dt = / < —-A—DAYV — *DV.AZ > dt
T, 0
rt(v)
/ / Fs) o Ty o To(V) "L W (8).n(8) ()7 (t)] o Tu(V')~" ds dT'ydt
Iy Jt
O

Remark 3

In fact, we can use the explicite expression of Z given by (11) to obtain the expression of
the integral in terms of W and by-pass the adjoint problem associated to Z.

In the sequel, it will be shown that the eulerian derivative coincides with the shape derivative
when the functional depends only on the shape of the tube. First let us define a tube function
(resp. tube functional ).

Lemme 8

I u(V+W)=ulV) (resp. J(V+W)=3jV)), for any sufficiently smooth V and W s.t.
W (t).ng,(vy = 0 on X(V), then u (resp. j) depends only on the shape of the considered
tube. It is called a tube function (resp. tube functional).

Proposition 5
The hypotheses of Lemma 6 are assumed to be satisfied.

1. If u depends only on the trace, on the lateral boundary X(V'), of the field V', then the
gradient G(V') is supported on X(V') and there exists R(V) € L1(0,7;D'(T'+(V)) s.t.

G(V)(#) =,y (R(V)(2))
where . V) is the adjoint of the trace operator on T';.
2. If u is a tube function ( so it is denoted u(Qyv)), then

J(V;W)=0 forany W s.t. W(t).ng, vy =0 in Ty(V) fora.e. te[0,1).

3. Assume Q of class C*, k > 1 and the linear mapping W +— j(V; W) continuous in
C([0,7];C*(D, RY)). Under the assumptions of Lemma 6 and if u is a tube function,
there exists a time-dependent distribution g, g(t) € [D*~1(T+(V))]’, such that

(VW) = / <y &V (E)14), W(E) > paca by pro(py dt
0
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Proof.

1. Let W be a field such that W () € D(D, RY) and sptW (t)nQ;(V) = B for any ¢ € [0, 7).
Thus T:(V+sW)Q = T, (V)Q (= Q(V)). Therefore Q(V +sW) = Q(V'). On the other-
hand, u(V + sW)(t)r,(vy = w(V)(t)|r,(v) a-e. in [0,7]. The well-posedness of the PDE
satisfied by u implies its uniqueness. So, in this case, we have u(V + sW) = u(V) a.e.
in Q(V). This proves that j'(V; W) = 0. So sptG(V)(t) C Q:(V) a.e. in [0, 7].

By similar arguments and considering vector fields W such that W (t) € D(Q:(V), RY)
for any ¢ € [0,7), we prove that sptG(V)(t) C (V)¢ for any ¢ € [0, 7). Hence, we can
conclude that sptG(V)(.) C (V).

2. Expressing the functional j at the “point” V' + sW, we obtain

JV+sW)=J(V +sW,Q(V +sW))=J (V + sW, U [{t} x ’T:QKV)])

o<t

where 7! = Ty(V + sW) o Ty(V) L.
The condition W (t).ng, vy = 0 for any t € [0,7) implies that T,(V + sW)Q =
T:(V)Q (= (V). It comes that Q(V + sW) = Q(V). Moreover u(V + sW) = u(V),
then j(V + sW) = j(V). Therefore j'(V; W) = 0.

3. The continuity of the mapping W +— j(V; W) in C([0, 7]; C*(D, RY)) and the fact
that the gradient G(V')(t) = ¢, (1) (R(V)(t)), give that R(V) € LY(0, 7; DFL(T(V))).
Moreover

jI(V; W) = /OT < R(V)(t), W(t) >D—k+1 ph-1 dt

= /T < R(V)(®),C(t) > di + /T < R(V)(@), W (t)ne(V))ne(V) > dt
0 0

= -/T < R(V)(@), (W(t).n:(V)) ne(V) > dt
0
where C' is an admissible vector field such that
Cit)y=W(t)— (W(t)n(V)) ne(V) on T'y(V).

We know that j/(V;C) = 0. So under the specified hypotheses

R(V)(t) = 1, (9(V)()n:(V))-

where ., is the normal trace.
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Remark 4
1. More generally if u depends only on the trace, on the lateral boundary X(V'), of the
field V and R(V) € LY(0,7; D *+1(T4(V)) then

J(ViW) =
/T < RV)(t), (W (#)ae (V) ne(V) > dt + / < R(V)(®),C(t) > dt
0 0

where the first integral of the right-hand term is the shape derivative and the second
one is purely dynamic and is due to the variation of the tangential component of W.

2. Assume the existence of a vector function R with R(t) € LP(Ty(V),RY), p > 1,
such that G(V)(t) = VFi(v)R(t)- Then, under the assumptions of Lemma 6 and if the
density g satisfies g(t) = R(t).n; € LP(I'y(V')), we have an integral representation for
the derivative

J'(ViW) = /0 ' /F 3, SNOWEne Tt

4 Newton-Shape Method

We apply the previous tube analysis to a usual shape functional J(Q). For a given field
V', the domain Q,(V) is defined for any ¢ then we get the classical expension (25) that we
treat following the previous tube functional approach. The “initial” domain ) being given
as well as the time to, from (25) the functional J(Q4,(V)) turns to be a functional j(V') of
the speed vector field V', j(V) = J(Q4(V)) being defined by the right hand side of (25).
Then we apply our previous tube derivative calculus with the use of the transverse field Z
associated to the perturbation field W. Concerning the shape analysis we adopt now the
classical terminologie introduced in [8], [12] concerning the notions of shape derivative(resp.
boundary shape derivative) of distributions defined on a moving domain (resp. on a moving
boundary or surface). For example the boundary shape derivative of the normal vector field,
denoted by np.(V) is given by ni.(V) = —=Vr(< V(0),n >) see [5].

Assume the family of domains to be smooth enough, say Q of class C* with the integer
k > 1. We know that for any

Ve & Y Cc(0,7], VE(D))

the associated flowand its inverse , T(V) and T'(V)~!, are elements of C1([0,7],C*(D, RY)).
Consider a shape functional J(.) defined on a such family of domains .4 containing the
domains

{Q(Y) = T(Y); Vs € [0,7],VY € VE(D)}.

Suppose J shape differentiable on any B € A. We denote by d.J (B;Y) the shape derivative
of J on any B € A in the direction Y. If B is in C*(D, RY), there exists a Distribution
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G(B) of finite order, G(B) € D*~'(D,R")’ such that
d<](_B7 Y) =< G(B), Y >Dk_1(D,R")',Dk_1(D,R") .

When k£ =1 that gradient is a (vector) measure supported by the boundary.

4.1 expension

We assume that the gradient is smooth enough in time, ( s — G(Q,(V) ) € L'(0,7,D'(D,R")),
then we obtain the following expension :

JV) = J(Q (V) = J(Q) + /0 < G(2:(V)), V(s) > ds (23)

We say that the shape functional J is twice shape differentiable (see [10]) if
— The mapping Q@ — G(R) is shape differentiable, that is :
VYV, the mapping

R — DY(D,RNY
s — G(Qs(V))

is derivable. The shape derivative, which is the derivative at s = 0 is denoted G'(Q2; V).
We assume that the mapping Z — G'(Q(V), Z) is continuous and then ( see [7], [§]
) depends only on V(s) then we get G'(Q:(V), Z) = G'(Qs(V), Z(s)).
Moreover we assume that the mapping Z — G'(Q:(V), Z) is linear and continuous and
since 90 (V') is smooth, from the generic argument developped in [10] we derive that
G'(Q,.) will depend on the autonomeous field V' only through its normal componant
on the boundary, that is G'(Q:(V)).Z = G'(Qs(V)).(2(s)) where z(s) =< Z(s),ns >.
We define the associated Shape Hessian ( which can be seen as a continuous linear
operator) G'(Q,(V)) € L(D(T, RN), D(D, RN)").

— We suppose the mapping s — G’ (Qs(V')), to be continuous.
The derivative of j on V in the direction W is

J(ViW) = /Oto <GV Z,V >+ < GOV, W > ds

From [9] the structure theorem ( [9] [8], [4] ) for gradient, there existe a scalar distribution,
called shape density gradient, g(B) in D*~*(dB)’ such that
dJ(B;Y) =< g(B);vo5(Y)-n >pr-1(ry pr-1(1) (24)
We introduce the class of Shape differentiable functionals as follows :

Definition 1
The shape functional J is in ‘H!(A) if it is shape differentiable at any B € A and if the
density gradient g(B) of J at B € A verifies : g(B) € H?(dB).
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Assume J in H2(A) and consider the following expension :

T(Qu (V) = J(Q) + /0 Y GO.(V). V(s) > ds (25)

We are interested in computing the first order optimality condition for the minimization
problem
mvin J (94 (V)), to being fixed.

We suppose that, VV, the mapping s — G’ (25(V)), to be continuous.( That is equiva-
lent to say that the mapping @ — G'(Q2) is continuous fom A equipped with the Courant
Metric of domains (see [4]) in D(D, RY).

4.2 Second derivative with density gradient formulation

The derivative of j on V in the direction W is
to
JViW) = / <GQV))-Z(s), V> + < GEOQV), W > ds
0

If we rewrite j in terms of the density gradient g(T's(V)) associated to G(25(V)), using
the fact that

G(Qs(V)) =1, (9(Ts (V) n(Ts(V))) (26)
So that

(V) = J(Q)+/OO/F 1y ATV < V() (V) > T

thus the derivative of j at a point V, in the direction W, has a more explicit expression.

Proposition 6
Assume
1. the data sufficiently smooth

2. the shape derivative ¢'(T's(V);Y) exists for any admissible autonomous direction ¥
and any s € [0, tp].
Then I';(V),

JVW) = / ° / L, (IEORZ6) <VEREE) > +

g(Ta(V)) <W(s),n(Ts(V)) >+ divr, (vy(g(Ts(V)) V(s)) < Z(s), ns > +
<Vr,(9(Ts(V)) ), Ve, (vy(8) ><Z(s), ns >

+9(Ts(V)) < DV(s).ms, ns > < Z(8), ns > )dlsds
and it depends on W (s) through Z(s).
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Proof. By direct calculation, following derivativés rules and notations ([8], [5]),, x being
the mean curvature of the manifold, we get :

FVW) = / ° / (JTV):Z(s) < V(s)nTu(V)) > +
0 T's(V)

g(T(V)) < W(s),n(Ts(V)) > +g(Ts(V)) <V (s),n' (Ts(v); Z(s)) > +
kg(Ts(V)) <V(s),n(Ts(V)) > < Z(s),n(Ts(V)) >

+ <DV(s)ns,ns > < Z(s), ny > ) dlsds

Now as n/(['s(v); Z(s)) = —Vr, () (< Z(s),ns >), using tangential by part integration we
obtain (27). O

We assume the following linearity : ¢'(T's(V); Z(s)) = §'(T's(V)). < Z(s)), ns >, which
is true from the structure derivative theorem ([7], [8]), as soon as ¢'(I's(V'); Z(s)) is linear
and continuous with respect to Z, together with the regularity of the boundary. The first
term can be rewritten as :

/to/ (g'(Ts(V);Z(s)) <V(s),n(Ts(V)) > dl.ds
0 T(V)

=/O/ (§'(T(V)*. < V(s),n(Ts(V)) > < Z(s),n(Ts(V)) > dT.ds
0 T's(V)

F(s) =g Ts(V))". < V(s),n(Ts(V)) > +9(Ts(V))divV (s)+ < Vr,1)g(Ts(V)), V(s) >

j/(V;W):/OO/r ) FOZE)(5) + 9T (V)W (5)n(s)  drds

Finally we derive the result concerning the necessary Optimality condition for j(V) =
J( (V) :

Proposition 7
The necessary optimality condition associated to considered minimization problem is :

a.e.s in (0,tp) {/to F(r)oT,(V)oTs(V) ™ dr} 4+ g(Ts(V)) =0 )a-e. in Tx(V)

The proof is based on Lemma 7. We can also use the adjoint problem solution A\ and
derive explicit expression for the gradient of the functional j in order to derive a second
order descent method for the shape functional J. From 23 we get

0 Iy 0 T4 (V)
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So that :

to
Jwy = [ [ (A +9T.V) ) <Ws)n(s) > drds
0 Jr.(v)
Where X solves the backward problem :

8t)\(t) + th)\,V + AdivV = F(t) on U ({t} X Ft), )\(t(]) =0 on Fto

4.3 Example

Finally, let us consider the following functional and the associated minimization over V :

J(V) = ——/ / %%y v(4), ny > drdt
F(V) Gnt

The eulerian derivative of j in the direction W is given by :

9
VW) ——/ / 22 U (),ne > + div (Ve (V)PV) ] < Zomy >
T, (V) 3"7&
+( P2 Wi, > )drde
81745 ’

So the necessary optimality condition would be the following :

| RGP <V(s)ne> + div (Vi (PV(9) T TV) o T (V) ds + (5277 =0
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