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Abstract
This paper presents the application of the PIF algorithm to a Network
Enabled Server environment. Hierarchical scheduling is applied to im-
prove the scalability of the overall architecture and fault tolerance prob-
lems are addressed using timers. The simulation shows that gains can
be obtained using such a platform over single scheduler approaches.

Keywords: Distributed computing, hierarchical scheduling, Network
Enabled Servers.

Résumé
Cet article présente ’algorithme du PIF dans un cadre de serveurs de cal-
cul distribués. L’extensibilité de la plate-forme ainsi que des mécanismes
de tolérance aux pannes sont mis en ceuvre via un ordonnancement hié-
rarchique. Le gain de performances est mis en évidence par un outil de
simulation.

Mots-clés: Calcul distribué, Ordonnancement hiérachique, Serveurs de
calcul
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1 Introduction

Huge problems can now be computed over the Internet with the help Grid
Computing Environments [13]. Several approaches co-exist like object-oriented
languages, message passing environments, infrastructure toolkits, Web-based,
and global computing environments, ... The Remote Procedure Call (RPC) [16]
paradigm seems also to be a good candidate to build Problem Solving En-
vironments (PSE) for different applications on the Grid. Indeed, it allows
to hide complicated resource allocation and job distribution strategies to
the user. Moreover, parallelism can be hidden using parallel servers. Sev-
eral environments following this approach exist, like NetSolve [3], Ninf [17],
DIET [5], NEOS [18] or RCS [2|. They are commonly called Network En-
abled Server (NES) environments [16]. The overall architecture of a classical
Network Enabled Server System is given in Figure 1. NES environments
usually have five different components. Clients (C in Figure 1) that submit
problems they have to solve to Servers (S), a Database (D) that contains
(static and dynamic) information about software and hardware resources,
a Scheduler (Sched) that chooses an appropriate server depending on the
problem sent and the information contained in the database, and finally
Monitors (M) that acquire information at run-time about the status of the
computational resources.

Figure 1: General architecture of a Network Enabled Server.

Most of the environments previously cited have a centralized scheduler
which can become a bottleneck when many clients try to access several
servers with a large number of requests. Moreover as networks are highly
hierarchical, the location of the scheduler has a great impact on the per-
formance of the overall architecture. Thus we have designed DIET [5], a
NES environment that focuses on offering such a service at a very large scale
using a hierarchical set of schedulers. This environment is described in Sec-
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tion 2. The scheduling algorithm has to take into account the hierarchy of
the platform and the possibility of simultaneous requests coming from dif-
ferent clients and filling the different stages of the tree. Finally, fault can
occur at the server or at the scheduler level.

Few work exist about scheduling in NES environments. In [22], the au-
thors present an algorithm that uses dead-lines on requests to load balance
the work among the servers. However, the scalability of the overall archi-
tecture is not studied. The authors of [1] present H-SWEB, a hierarchical
approach for the scheduling of HTTP requests across clusters of servers.
Hierarchical scheduling can also be applied to shared memory machines like
in [10] or distributed memory machines [24] for the scheduling of independent
jobs. Finally, in [20], the authors present a 2 level scheduler for metacom-
puting systems.

Resource reservation is also a problem in such environments when differ-
ent servers are share by different clients. Several requests can simultaneously
be sent in the hierarchy and servers can be chosen by different schedulers at
the same time. Our paper thus presents the extension of an existing algo-
rithm (PIF [4, 9, 8, 21]) used for resource reservation in a NES environment
using a hierarchy of schedulers. This algorithm can also take into account
faults at different levels using timers.

The rest of the paper is organized as follows. The first section present the
DIET environment and its hierarchical architecture. Section 3 describes the
PIF algorithm and the extensions we added for fault tolerance. Finally and
before some concluding remarks, we present a validation of the algorithm
and the hierachical approach using simulations.

2 DIET Overview

DIET [5] is built upon Computational Resource Daemons and Server Dae-
mons. The scheduler is scattered across a hierarchy of Agents. Figure 2
shows the hierarchical organization of DIET. A Client is an application
that uses DIET to solve problems in a RPC mode. Different kinds of clients
should be able to connect to DIET from a web page, a PSE such as Matlab
or Scilab, or from a program written in C or Fortran.

The hierarchy of scheduling agents is made of some Master Agent
(MA), several Agents (A), and Local Agents (LA).

A Master Agent is the entry point of our environment and thus receives
computation requests from clients attached to it. These requests refer to
some DIET problems that can be solved by registered servers. This problems
can be listed on a reference web page. A client can be connected to an MA by
a specific name server or a web page which stores the various MA locations.

Then the MA collects computation abilities from the servers and chooses
the best one according to some scheduling heuristics (dead-line scheduling,
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shortest completion time first, minimization of the requests throughput, ... ).
A reference to the server chosen is sent back to the client.

A Master Agent relies on a hierarchy of agents to gather information and
scheduling decisions. An Agent aims at transmitting requests and infor-
mation between MAs and LAs. A Local Agent (LA) aims at transmitting
requests and information between Agents and several servers. The informa-
tion stored on an Agent is the list of requests and the number of servers
that can solve a given problem and information about the data distributed
in this subtree. Depending on the underlying network topology, a hierarchy
of Agents may be deployed between an MA and the LAs. The scheduling
and the gathering of information is distributed in the tree.

Computations are done by servers in front of which we have Server
Daemons (SeD). A SeD encapsulates a computational server. For instance
it can be located on the entry point of a parallel computer. The information
stored on an SeD is a list of the data available on its server (with their
distribution and the way to access them), the list of problems that can
be solved on it, and all information concerning its load (memory available,
number of resources available, ...). A SeD declares the problems it can solve
to its parent LA. A SeD can give performance prediction for a given problem
using the performance evaluation module (FAST [19]).

Finally, computation in interactive mode are executed by a federation of
Computational Resource Daemons located on the different processors
of a parallel server. A batch approach can also be used and the computation
requests are sent to the batch system directly by the Server Daemon.

Figure 2: Hierarchical organization of DIET.

DIET includes a module called FAST (Fast Agent’s System Timer) [19]
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to provide different information needed by the agents. FAST is a software
package allowing client applications to get an accurate forecast of routines
needs in terms of completion time, memory space and communication costs,
as well as of current system availability (memory, machine load), and com-
munication speeds. For sequential routines, we developed a tool [12] that
benchmarks routines in time and space and then fits the resulting data by
polynomial regression. Concerning parallel versions, analytical expressions
were extracted from code studies to give a theoretical model [6]. The fore-
cast of the communication time between different elements of the hierarchy
is allowed by the use of NWS (Network Weather Service) [25]. NWS sensors
are placed on every node of the hierarchy to collect resource availabilities,
which are then used by FAST.

DIET is also designed to take into account the data location during
scheduling. Data are kept as long as possible on (or near to) the computa-
tional servers on which they have been computed to minimize transfer times.
This kind of optimization is mandatory to obtain performance on a wide-area
network.

Finally, NES environments like Ninf and NetSolve are implemented us-
ing a classic socket communication layer. Nevertheless several problems to
this approach have been pointed out such as the lack of portability or the
limitation of opened sockets. Distributed object environments, such as Java,
DCOM or Corba [14] have proven to be a good base for building applica-
tions that manage access to distributed services. They provide transparent
communications in heterogeneous networks, but they also offer a framework
for the large scale deployment of distributed applications. Moreover, Corba
systems provide a remote method invocation facility with a high level of
transparency. This transparency should not dramatically affect the perfor-
mance, communication layers being well optimized in most Corba imple-
mentations [11]. Thus, Corba has been chosen as a communication layer in
DIET.

In the next section, we design the hierarchical and distributed sched-
uler used in DIET. The scheduler is implemented using the Propagation of
Information with Feedback scheme (the PIF scheme, for short). Chang [§]
and Segall [21] independently defined the concept of PIF (also called wave
propagation). The solutions to these basic problem can then be used as the
basis for the solution to a wide class of problems in distributed computing,
e.g., distributed infimum function computations (leader election), termina-
tion detection, and synchronization (see [23] for these algorithms). The PIF
scheme was also studied in the area of self-stabilization, e.g., [4, 9]. Although
this paper did not tackle the problem the paradigm of self-stabilization, this
desirable property would be considered in future works.

In the first subsection, we quickly recall how the PIF scheme works on
a tree network and we describe how we use the PIF scheme to deal with
requests submitted to the scheduler. Fault tolerance mechanisms are also
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discussed.

3 The Distributed Scheduling Algorithm

3.1 Description of the PIF Algorithm in Tree Networks

Let us quickly review the well-known PIF scheme on tree structured net-
works. The PIF scheme works in two phases. The first phase is called the
broadcast phase. Starting from an initial configuration where no message
has yet been broadcast (Figure 3 (4)), the root of the tree network initiates
the broadcast phase by broadcasting a message m to its descendants. Then,
the descendants of the root (except the leaf processors) participate in this
phase by forwarding the broadcast message to their descendants (Figure 3
(74)). Basically, during the broadcast phase, m is propagated in the whole
tree. Once the leaves are reached by the broadcast phase (i.e., m), since
the leaves have no descendant, they notify the termination of the broadcast
phase by sending a feedback message to their parent. This initiates the feed-
back phase (Figure 3 (i7i)). When the parent receives the feedback messages
from all its descendants, it sends a feedback message to its own parent, and
so on. So, eventually, the root receives a feedback message from all its de-
scendants. This marks the end of the feedback phase (Figure 3 (iv)). In
other words, all nodes acknowledged the receipt of m to the root.

We now describe how the PIF scheme is used to proceed a request from
a client to a DIET server.

3.2 Application of the Algorithm to DIET

Each client is assigned with a unique MA. The client sends the request to
the corresponding MA which initiates a broadcast phase by propagating the
request toward each available agent in its subtrees. So, each LA connected
in the hierarchy eventually receives the client’s request and the broadcast
phase ends on the servers. (Figure 4 (1.)).

On each server, the FAST module included into the SeD computes the
resources required to serve the request and the expected computation time.
If a server is able to fulfill the request, FAST makes the reservation for the
required resources. In any case, every server initiates the feedback phase by
returning the forecast of the execution time to its parent LA (Figure 4 (2.)).

According to the feedback phase synchronization, the LA waits for the
FAST response from each of its descendant and chooses the identity of the
most “appropriate” server (or list of servers for scheduling purposes), i.e., the
fastest or the cheapest one(s). Next, following the feedback phase descrip-
tion, it sends the result to his parent node and releases the servers which were
not selected (using the PIF scheme in the corresponding subtree). Stage by
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Figure 3: The PIF scheme.

stage, and following the same scheme, the MA eventually receives the se-
lected server ID(s) (Figure 4 (3. and 4.))

Finally, the MA sends the server ID(s) to the client which in turn contacts
the server(s) to initialize the computation. Then, data are sent. The server(s)
is now able to solve the requested problem. When the computation is done,
the results are sent back to the client. All resources used to fulfill the request
are released. (Figure 4 (4.))

Two problems can occur with the algorithm previously presented. If
every agent waits until all its son nodes have answered, and if some part of
the hierarchy has crashed, we can have a infinite wait. Moreover with one
mechanism of reservation of resource, DIET must be able to process cross
requests, i.e. requests sent by different clients for the same resource. In the
next section, we explain how to deal with both problems.

3.3 Fault Tolerance Mechanisms

Processing of a Server Failure

In order to take into account servers failure, we added a time-out at the
LA level. The resulting algorithm for the server front-end (LA) is given in
Algorithm 1.
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|

Figure 4: PIF algorithm execution to proceed a request from a client to a
DIET server. (The gray circle corresponding to locked resource)

The value of the timer « represents the time during which DIET waits for
the first server’s answer. If no server responds, the LA replies to its father
that no server is available for the current request. If at least one server
answers, a second timer equal to ( is started. The purpose of this timer
is to fix a compromise between the response time of the scheduler and the
aggregation of the answers of different servers. Without this timer, one does
not obtain the most effective server but the one which answered the most
quickly to FAST. o and 3 depend on the number of servers. We can further
optimize the response time by decreasing the timer § when the number of
server responses increases.

Remark that the Ireceive call is an asynchronous function. If a server
is not ready to answer one chooses the following according to a ring.

Processing of an Agent Failure

The failure of any agent in the hierarchy could also lead to an infinite wait
and the lost of a branch of the scheduler tree. To avoid such wait, we set an
other timer o which depends of the depth of the tree (see Algorithm 2).

In this case, the Ireceive function can be seen like as synchronous.
However, it can still be interrupted by the time-out o.
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Algorithm 1 LA algorithm using a time-out
timer = 0
time out = «
current server=0
response=0
while ((timer<time out) OR (response! =nb_server)) do
if Memory response[current_server| = TRUE then
if (Ireceive(FAST INFORMATION,Scurrent server)) ==OK then
timer = 0 B
time out = (8
response++
Memory response[current_server| = TRUE
end if
end if
current _server+-
if current server == nb_server+1 then
current server = 0
end if
end while

Algorithm 2 Agent algorithm using a time-out

timer = 0
time out = o
for all leaf of the current agent do
while (Ireceive(SCHEDULER_INFORMATION,Agentje,f) == OK)
OR (timer<time out) do
nothing
end while
end for

Note that no Agent knows the numbers of server (in contrast to an LA).
So, it seems difficult to design an algorithm using two time-out (as for the
LA algorithm) because no way allows to compute the second time-out.

Concurrent Requests Processing

From the client point of view, the resource (server) allocated by the MA has
to be reserved. Indeed, if two clients send two requests and the chosen server
is the same (because this server is available during the FAST step), a conflict
can occur. When the second client asks the server for the resolution of its
request, the server can be already working on the first client’s request.

To avoid this problem, we introduce a time-stamp mechanism in the FAST
calls than make the resource reservation sequential. The drawback of this
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solution is the following. The capacities of the server can be underestimated
when resources are released. We lose in precision for the forecast but gain of
system stability for the client.

3.4 Experiments
Simulation

SIMGRID2 [15] is a simulation toolkit based on SIMGRID [7]. SIMGRID pro-
vides an excellent framework for setting up a simulation where decisions
are taken by a single scheduling process. However, in metacomputing sys-
tems like DIET, the scheduler is distributed on each agent without a global
scheduling mechanism. Moreover, the number of schedulers is not fixed in
advance. New agents can be added at runtime and different scheduling pol-
itics can be used. In a hierarchical structure, the location of the schedulers
and the cooperation between them have a great impact on the performance
of the overall architecture. SIMGRID2 allows to link an execution thread to
scheduler. Thus, each scheduler is not static and can take a decision accord-
ing to the current task or the state of the system. It is not required to know
in advance where each task must be sent. In DIET, the scheduler politic
depends upon the measured performance of the servers.

To simulate DIET in SIMGRID2, we made a model of each DIET process
as a SIMGRID2 process. In order to understand the complete execution,
Figure 5 gives an overview of communications required by each component.

client process MA/Agent/LA process
—

[ Receive request Receiveinfo server
Send request 28 Select best server

MA/Agent

Send information
LA |Of the selected server

] Agent MA

Server process :
Receive request

Call FAST

Send server info—!

Receive selected server |-

Send task

| p| Receivetask
>

Compute task

Receiveresult |- Send result

Figure 5: Process execution on a simple DIET environment.
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Impact of the Hierarchy

The first simulation shows the impact of the hierarchy of agents. For the sake
of simplicity, we used an homogeneous network similar to Fast Ethernet and
each server depends on the same CPU. Three kinds of DIET architectures
have been defined to manage 64 servers. Table 1 describes the amount of
different DIET components. The duration of each task is 100 seconds with no
other load. Indeed, SIMGRID2 computes the running time using the CPU
speed of the host (10 Mflops/s) and the amount of processing (in Mflop)
needed to process the task on a server (1000 Mflop). In this simulation no
reservation system is taken into account.

Hierarchical Level | MA | Agent | LA | Server
Level 1 1 2 4 16
Level 2 1 6 8 8

Level 3 1 14 16 |4

Table 1: Amount of elements used to manage 64 servers. The column
“Server” is the amount of servers depending on one LA.

Figure 6 shows the impact of the hierarchical model. Two factors ex-
plain this result. We do not have to prove that the broadcast on a tree is
better than a straightforward round robin algorithm to find the best server
available. The second factor depends on the ratio between the time to send
a request and the time to launch the computing task. Due to simultaneous
requests send, a server gives the same response to a set of requests. Thus
several tasks choose the same server. When the depth of the hierarchy in-
creases, the response time increases in the same manner and the forecast
error of resource availability decreases. The computing step begins after the
end of the resource search step. Thus the forecasting system can take into
account the result of computing more quickly. Moreover, this simulation
shows the interest of reservation system previously described in Section 3.

Impact of the Reservation Mechanism System

The reservation of resource implies a cost. Servers are indeed locked and
forecast is underestimated during a short time. However, when we take into
account the reservation system, the scheduling can be more efficient as the
agents are aware that several servers have been reserved and thus they can
be potentially used by clients. The second experiment allows to evaluate
the mechanism reservation impact over execution time from 10 to 70 tasks.
We simulate DIET architecture with and without a reservation mechanism
system. In this simulation, each task requires 10000 Mflops (1000 seconds
in a stand-alone mode on a server). Figure 7 shows how it is important to
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Figure 6: Evaluation of three hierarchical levels.

include a reservation mechanism. This approach overloads less the whole set
of servers.

5500

Without‘ reservation syst‘em —_—
With reservation system ---x---
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Figure 7: Evaluation of scheduler with reservation system and without in
hierarchical platform (level 1).

4 Conclusion and Future Work

In this paper, we have presented the application of the PIF algorithm to a
Network Enabled Server environment to obtain an efficient resource reser-
vation on the different servers available. Hierarchical scheduling is applied
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to improve the scalability of the overall architecture when a large number
of requests are sent to the NES environment. Fault tolerance problems are
addressed using timers. The simulation shows that gains can be obtained
using a hierarchical platform and that the PIF algorithm is efficient despite
the number of messages sent to the system. The accuracy of the performance
evaluation is also improved thanks to the reservation of servers.

Our future work consists in adding scheduling heuristics on each server to
be able to manage tasks with data dependences. Moreover, as our environ-
ment allows to leave the data in place after the computation of one request,
we need to add specific redistribution schemes between the servers. About
fault tolerance, even if the presented approach avoids infinite waits, we need
also to be able to restart agents or servers when a failure occurs. We also
would like to include the desirable property of self-stabilization in order to
tolerate transient faults.

Finally, we are currently porting several applications on the DIET envi-
ronment that may raise specific problems due to their computation and data
distribution needs.
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