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Abstract: This article introduces probabilistic cluster branching processes, a probabilistic unfolding
semantics for untimed Petri nets with no structural or safety assumptions. The unfolding is constructed
by local choices on each cluster (conflict closed subnet), while the authorization for cluster actions is
governed by a stochastic trace, the policy. The probabilistic model for this semantics yields probability
measures for concurrent runs. We introduce and characterize stopping times for this model, and prove a
strong Markov property. Particularly adequate probability measures for the choice of step in a cluster,
as well as for the policy, are obtained by constructing Markov Fields from suitable marking-dependent
Gibbs potentials.
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Dépliages probabilistes & Clusters des Réseaux de Pétri

Résumé : Cet article introduit les processus probabilistes de branchement par cluster, une sémantique
probabiliste de dépliage pour réseaux de Petri non temporisés, sans réstriction de structure ou bornitude.
Le dépliage se construit a partir des choix locaux sur chaque cluster (sous-réseau fermé sous conflit), tandis
que 'autorisation d’action de cluster est pilotée par une trace stochastique, la politique. Nous introduisons
et caractérisons les temps d’arrét pour ces modéles Le modéle probabiliste pour cette sémantique donnedes
mesures de probabilité pour les exécutions paralléles. Nous introduisons et caractérisons les temps d’arrét
pour ce modéle et prouvons une proprieté de Markov forte. Des mesures de probabilité particuliérement
adaptées au choix de step dans un cluster, ainsi qu’au choix de la politique, s’obtiennent par la construction
de champs de Markov & partir de potentiels de Gibbs adaptés, qui dépendent du marquage.

Mots-clé : Probabilité, Parallélisme, Dépliages, sémantique de clusters, systémes repartis.
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4 Stefan Haar

1 Introduction

Figure 1: Left: Distributed diagnosis architecture; right: possible scenario with alarm pattern ([7])

This article deals with stochastic processes of a particular kind: concurrent Markov Processes in
partially ordered logical time. Such processes arise in distributed networks, for example in telecommu-
nications. Elements in such networks are connected by a graph of interaction, such as the schematic
one on the left hand side of Figure 1. Any faults occurring locally in the network will trigger alarms
as well as other faults elsewhere in the system. Suppose the local sensors send their alarm messages
(dashed arrows) to a central supervisor (shaded oval). The supervisor will then observe one stream of
alarm events coming in from every sensor s;, with no global temporal ordering: only alarms from the
same sensor will be totally ordered with respect to the local “logical clock” of that sensor, compare the
right hand side of Figure 1. While local time advances on every node, there is only weak synchronization
between the nodes. As a consequence, no global time is available, and no global state of the system is
observable. Events in different locations are ordered only if there exists a known causal chain between
them; these causal links are indicated by arrows on the right hand side of Figure 1. The partial order of
alarms observed - given by the squares labeled “A” in Figure 1 - is linked to a scenario of faults, depicted
as circles with label “F”. Faults and alarms propagate through the system, i.e. a local fault/alarm triggers
other faults or alarms locally or in other parts of the system. Now, only the alarms are observable; the
actual causations can not be observed, however, the system model known to the diagnoser (say, in the
form of a Petri net) stores knowledge about causal dependencies. For the diagnosis approach in [6, 7],
the task is to find the most likely scenario of faults behind the observed pattern of alarms:

e Given an alarm pattern, deduce from the system model the possible scenarios, i. e. the partial
order patterns of faults that (a) respect the known causalities in the system, and (b) explain the
observations, i.e. whose actual occurrence would have triggered the pattern of alarms received.

e Among those possible scenarios, find the one that occurs with highest probability, and thus gives
the most likely explanation of the observations.

Fundamental for this approach is to have a measure for that likelihood, given by an a priori probability
measure on the different possible partially ordered runs. The construction and study of such measures is
the task of this article. Temporal stochastic processes treated in the literature generally relate a global time
to a global state. This is the case also for models designed to reflect concurrency and non-determinism,
such as (Generalized) Stochastic Petri Nets (e.g. [1]), Stochastic Transition Systems (de Alfaro [4]) and
probabilistic automata (Rabin [31]; Segala [32, 33]). Also, Markov decision processes, see [11], obtained
from the asynchronous parallel composition of (discrete time) Markov chains, yield a process with global
state and time. But for parallel processes, the traditional global-state Markovian setting turns out
inadequate: consider the Petri net of Figure 2, cited from [3]; compare the discussion there. A global-
state Markovian approach assigns, to transitions A, B, C, D, probability p4,ps,Pc,Pp, respectively,

INRIA



Probabilistic Unfoldings 5

Figure 2: Causal and stochastic independence

where p; denotes the probability that ¢ will be the next transition to be fired. Then we have to require
that pa +pB + Pc + Pp < 1; assume without loss of generality that p4a + pp +pPc +pPp = 1, and that
all p’s are positive. But this yields a probability for sequences rather than for concurrent runs: consider
the run with 4 and C, i.e. the equivalence class or trace formed by the two interleavings AC and CA.
Since both choices are made independently of one another (in the terminology below, the two clusters
are independent), one would hope that the order of A and C does not matter; but in fact,

P {“first A and then C"} = M, whereas [P {“first C and then A"} = Pa'pPo
Pc +Pp PA +PB
The quotient of these two probabilities is unbounded and can take any positive value; this model thus
neither respects, nor makes use of, the independence of the two components. Taking independent choices,
we obtain for the probability of A and C firing, in any order:

P4+ Pc —pA-pc-< 1 N 1 )
PA+PB Pc+Pp PA+pPB Pc+pPp/’

The task is now to generalize this to the case with interdependent choices; but this is not as simple as it
appears. In fact, when looking for a “truly local model”, we have to beware of non-local effects inevitable
in Petri nets: on the right hand side of Figure 2, a new place ¢ connects the two parts. Whether or
not A and C will be actually dependent, will depend on the marking of ¢: if ¢ is empty, the discussion
above remains valid forA and C. Otherwise, there is an influence of A on the possibilities (and hence
probabilities) for C, and vice versa: given the occurrence of A, the probability of C increases; given the
occurrence of C, the probability of A is 1! (We note in passing that this is a probabilistic illustration of
the interplay between concurrency and conflict that is called confusion in [34].)

This article develops a Markovian partial order Petri nets semantics. Section 2 first reviews basic
definitions and discusses the established branching process semantics; the difficulties in probabilizing
these processes lead to the idea to use a cluster-based semantics instead. That semantics collects possible
actions of disjoint conflict-closed subnets, the clusters. The distributed nature of the unfolding algorithm
will be seen to require that the order of inspection (policy) of the clusters be explicitly scheduled. An
auxiliary construction, the cluster net, will allow to study policies. All policies for directing the unfolding
process can be obtained as a "firing sequence” of that virtual net; moreover, it admits probability measures
on the policies consistent with those used for the local choices.

In Section 3, the probabilistic model is developed, including fundamental random variables over the
space of runs and the characterization of stopping times; we show how probabilities on the space of runs
can be constructed from general distributions on local choices and policies, and prove a strong Markov
property.

While these ingredients can be used with any choice of probability measure on firable transition
multi-sets of clusters, we are interested in such cluster measures that respect as much as possible the
parallelism of the distributed system; that is, causal independence should be reflected by stochastic
independence. Markov fields are the adequate class of measures for this, Section 4 presents their Gibbs
potential construction, and shows how these potentials can be tailored to maximal parallelism in the
policy. Section 5 gives some concluding remarks, followed by a glossary of notations, and the list of
references.

RR n " 4755



6 Stefan Haar

2 Petri Net Semantics

2.1 Basic Definitions

Sets and Functions. [Nj denotes the set of non-negative integers, and IN that of the positive integers;
Z is the set of all integers. For sets X and X', a mapping ¢ : X - X', and A C X and 2’ € X', write

$(A) £ {¢(@) |z € A} and ¢~'(2') & {z € X | d(z) =2'};

for A" C X', let ¢ (A') £ U, cp ¢ (2). Denote the set of multi-sets M : X — INg over set X as

Mult(X). For M € Mult(X), write z € M iff M(z) > 0; the set supp(M) 2 {z | x € M} is the support
of M. For A C X and a partial order < on X, denote the sets of .A’s minima and maxima by

ming(A) £ {ze€A|Vi'eA: 2’ <z=12' =2z}
maxc(A) 2 {r€A|Vi'€A: 2K =2 =1}

Relations. If X C X x X is a binary relation over X, write zKz' iff (z,2') € K. Let K[z] £ {y | zKy}
and K~ £ {(y,z) | 2Ky}; by extension, if A C X, write K[A] £ J, . 4 K[z]. Denote as K* the reflexive
transitive closure of K, and as K+ the irreflexive part Kt £ K*\{(z,2) | 2 € X} of K*.

Petri Nets. A Petri net (with arc weights) is a tuple of the form N' = (P, T, W, M), where:

(I) P = Py is a set of places and T = Ty a set of transitions such that PNT =0, and PU T is
finite; as usual, the figures here show places as circles and transitions as rectangles.

(ID) W : (PxT)U(T xP)) = INy is the arc weight function. The set F' of arcs of Nis F £ supp(W);
for anode 2 € (PUT), set *z 2 F~1[z], 2* £ F[z], and *z* £ *zU{z}Uz*. These notations carry over
to sets of nodes: if ¥ C PUT,*X £ J,cr *z and X* £ |J, ., z*. Taking weights into account, we write
@z and z© for the multi-sets of input/output weights for z; that is, for the |*z|- and |z*|-dimensional
vectors Oz £ (W(y,7))yesz and © £ W(z,y))yeze-

(III) A marking of N is a multi-set M of places; if M (p) = k, we say there are k tokens on place p;
tokens are shown as black dots in the figures. My € Mult(P) is the initial marking of N'. If W’s only
values are 0 and 1, call N ordinary; we will note ordinary nets as A" = (P, T, F, Mp).

Dynamics. In a Petri net, transitions may fire one by one, or in multi-sets; any transition multi-set
o:T — Ny is called a step. Denote as A the empty step, i.e. A(t) =0 for all ¢ € T. The set of steps of

N is denoted Step(N). A step o € Mult(T) is enabled in marking M, denoted M —Z, iff M has enough
tokens on all p € P to satisfy the sum of demands from o, regarded as a vector in Z7:

VpeP: M(p) > (p°,0), (1)

where (-, ) is the inner product of Z7. Denote the set of steps enabled in a marking M as Enab(M)
{o | M -Z3}. Of course, A\ € Enab(M) for any marking M. Step o transforms marking M into marking
M’ | denoted M -2 M', iff (i) M -Z5, and (i) for all p € P:

M'(p) = [M(p)—(p®,0)] + (®p,0). (2

~—

Again, we trivially have M 25 M for any marking M. A marking M is reachable from My, denoted
My =5 M, iff: (i) M = My, or (ii) there exists a firing sequence My — My 25 ... 2% M1 = M.

Remark 1. W(z,y) indicates the number of tokens that pass through the arc (x,y) ot every firing; if y
is a transition, W(z,y) gives the number of tokens that need to be present on x to allow a firing of y, and
that will be removed from x by that firing. By contrast, if y is a place and thus x a transition, there is no
requirement on y for a firing of z; if x fires, it only depends on its input places (if any) for doing so, and
puts the indicated number of new tokens onto y, which cannot refuse them. This asymmetry, reflecting
the direction of time in the Petri net dynamics, leads us to consider arcs in T X P as passive, as opposed
to the active ones in P X T; if t F p but —(p F t), we say that p is passive w.r.t. t.

INRIA



Probabilistic Unfoldings 7

Nets and Occurrence nets. We need some further preparations before defining occurrence nets, the
semantic domain for unfoldings. A tuple of sets N = (B, E,D) is called a net iff BN E = ), and
D C[(Bx E)U(E x B)]. From a Petri net, one obtains a net by forgetting the marking and arc weights;
but nets are more general since the node set is not required to be finite. N’ = (B', E’,D’) is a subnet of
N iff (i) B' C B, (ii) E' C E, and (iii) D' = DN [(B' x E') U (E' x B")]; for A C (B U E), the subnet
of N spanned by A is denoted N[A]. Write °z £ D~'[z] and 2° £ D[z]; set <= Dt and <= D*. The
conflict relations ic and # are given by:

1. immediate conflict: For e;,e3 € E, let e1 ic ey iff e; # e and °e; N °ez # 0.

2. general conflict: For z,y € (B U E), we write x # y iff there exist e, ex € E such that
(i) e1 ic es, (1) e1 < x, and (%) ex < .

Definition 1. A net N = (B, E, D) is called a pre-occurrence net iff it satisfies:
1. no backward branching: |°b| < 1 for all b € B;
2. Acyclicity: With “<” obtained from D as above, ~(z < z) for all x € (BU E);
3. Absence of auto-conflict: —(z#x) for all x € (BU E);
4. N is condition-initialized, i.e. ¢co £ ming(B U E) C B.

The elements of B are called conditions, those of E events. An occurrence net or ON is a pre-occurrence
net that is (i) well-founded: no infinitely <-decreasing sequence ezxists, and (i) condition-bordered:
maxg (B UE) C B. A causal net or CN is a pre-occurrence net such that |b°| <1 for all b € B.

The condition-bordered requirement is non-standard but means no loss of generality; any net meeting all
other conditions can be extended into a condition-bordered one, without changing its other properties.

Causality and Concurrency. The following relations complement # in analyzing occurrence nets.
e The causal dependence or line relation is li 2 {(z,y) € (BUE) x (BUE) |z <yVy<z}.
e With identity id £ {(x,z): = € BU E}, define concurrency as co 2 (B U E)? — (li U # U id).
o Compatibility or non-conflict is the relation cp £ (co U k).

One obtains easily that (i) < is a partial order; (ii) [, co, ic and # are symmetric and irreflexive; (iii)
a pre-occurrence net N is a CN iff # = 0.

Cuts. A co—clique X C B of conditions is called a co-set. The maximal (w.r.t. set inclusion) co—cliques
are called cuts; denote the set of cuts as Cuts(N). Cuts consisting only of conditions are called condition-
cuts; denote the set of N’s condition-cuts as Cutsp(N). It contains ¢o = ming (F U B) = ming(B).

Prefixes, configurations, and runs. For a node z, denote as z' £ {y | ¥y < } U cg the strict past
and as z¥ £ {y | y < z} the past of z; similarly, the strict future and future of z are ' 2 {y |z < 1y}
and z™ £ {y | z < y}. Let °z° £ °z U {z} U z° be the neighbourhood of node z. For X’ a set of nodes of
N, °X° £ J,cx 2% call hull(X) £ X U (X NE)° the condition-bordered or open hull of X.

A prefic of N = (B, E,D) is any set condition-bordered set R C (B U E) that contains ¢g and is
causally closed: If x € R, then 2! C R. The sub-occurrence net N[R] spanned by prefix R will also be
called a prefix. The set of prefixes of N is denoted Pref. A configuration is a conflict-free prefix C, i.e.
such that # N (C x C) = 0. Denote the set of configurations of N as Con(N). Every configuration is a
clique of the compatibility relation cp; the maximal cliques of ¢p are the maximal configurations, called
runs of N. We denote the set of runs of N as Q(N).

RR n " 4755
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Initial Cut

N

Prefixes
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@O0 OO

Figure 3: Substructures in an occurrence nets

Example. In Figure 3, one has A ic B, C ic D, E ic F and G ic H. Two runs, w; and ws, are shown
in shaded areas; the configuration obtained as their intersection is indicated by the third arrow. Note
that all runs are finite here; in general, this will not be the case. Prefixes R; and Rs are incomparable,
showing that the set of prefixes is not linearly ordered in general.

General properties. Every configuration is a causal net. One has Q C Con, and the runs are exactly
the maximal configurations ([24]). For any configuration C and node z, hull(C N z') and hull(C — zV)
are configurations; so is the intersection of a configuration with a prefix, in particular the intersection of
two configurations. Intersections and unions of prefixes yield again prefixes; in fact, (Pref,C,U,N) is a
complete lattice. Unions of configurations, however, do not yield configurations in general.

2.2 Unfolding Semantics

For modeling concurrent behaviour, unfolding semantics (cf. [16, 23, 24, 25, 30, 37]) uses occurrence Petri
nets, under different rules; we begin with branching processes.

Branching Processes. In the literature, the most widely used unfolding semantics is that of branching
processes following [30]; see also [16, 17, 18, 28]. Examples for branching process are shown in the two
parts of Figure 4 and as (I) in Figure 9. Roughly speaking, every current or future token in the net is
represented by a circle in the branching process net, and different outgoing arcs represent the different
possibilities to consume that token. The definition we will give treats only the case of ordinary safe Petri
nets; it carries over to more general cases, as does the cluster semantics, but for discussing the motivation
for what follows, safe nets will be sufficient.

Definition 2. ([8, 16, 18, 30]). Let N = (P, T,F, My) be an ordinary safe Petri net, and let N =
(B, E,D) be an occurrence net with initial cut co; further, let ¢ : (BUE) — (PUT) be a mapping such
that $(B) C P and ¢(E) CT. Then Il = (N, ¢) is a branching process of N iff :

1. for all e € E, ¢ induces bijections from °e to *t and from e° to t*, where t £ ¢(e);
2. for all p € P, co represents the number of tokens on p in My: |¢~1(p) Nco| = Mo(p); and

3. Irreducibility: Vey,es € E, °e; = °es and ¢(e1) = ¢(ea) together imply that e = es.

INRIA



Probabilistic Unfoldings 9

Figure 5: A net (left) for which pre-selection falsifies the behaviour (center, right; see [6])

Thus every condition b € B in N represents a token on the place p = ¢(b), and different arcs leaving
a condition represent the different possibilities to consume that token. Different events can be firing
instances of different transitions, or different instances of the same transition, see (I) in Figure 9.

Why change the semantics ? In [6], as well as in [36], probabilistic branching processes for 1-safe
untimed Petri nets were introduced based on routing measures. We will sketch that approach here to
explain its difficulties, which motivated the approach of the present article.

Routing measures assign, for a place p, probabilities to all transitions ¢ € p®; v, (¢) is the probability
that a token in p is routed toward t; firing transition ¢ is possible iff all p € *¢ rout sufficiently many
tokens toward ¢. The probability should then be given by the product of that of the individual choices.
Routing is natural and simple if all probabilistic decisions are made in Free Choice conflicts; this is used
in [36] where all other conflicts are non-randomized, and also, in the context of performance analysis,
in [20, 21]. In general nets, adjustments have to be made: consider the left hand side of Figure 4. It

RR n " 4755
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Figure 6: The problem of coordinated routing

shows a small Petri net A/ and a prefix of its branching process. Now, branching of arcs in the unfolding
may correspond to actual choices; this is the case for the arcs leaving b, or for the choice between A
and C seen from a. However, there is no “choice” of place a between the different A-labeled events:
they represent the consummation of the same token of a, and are distinguished only by the number of
times b chooses B before selecting A. Hence the probabilistic choice of a is diffused over an infinite set of
events; we refer to this phenomenon as arc-scattering, and say that the unfolding is not choice-conformal.
The pre-selection method indicated on the right hand side of Figure 4 helps in this case: by introducing
dummy places that are not probabilized, one preserves the probabilistic choices of a without introducing
new behaviours. Note that there is no need for a probabilization of the dummy place since all choices
are already determined by the router of b.

Pre-selection helps avoid arc-scattering in some cases, but it creates new difficulties in others. Consider
in Figure 5: the three dummy places give raise to a new possible system run, which terminates in a blocked
marking indicated in black; the original system is live. We see that pre-selection falsifies behaviour, and
is not a reliable method.

In another aspect of routing probabilities, Petri net rules require to restrict the probability onto the
coherent realizations, i.e. such that the choices of different routers agree. To see the point, consider
Fig. 6. Suppose a chooses B, b chooses D, and ¢ selects C' with positive probability. Then the net is
blocked, despite its many firing possibilities. Obviously, the probability mass lost due to such “runs” must
be compensated by renormalization. This is solved in [6] by identifying substructures — layers — of the
unfolding, on which the corrected probability is determined; these layers then serve as building blocks in
extending the probability to the full space of system runs. In particular, every layer £ is complete with
respect to dynamic renormalization for conflicts: for all conditions b € £, b° N L # () implies b° C L, and
for all events e € L, °¢® C L. On each layer, one then calculates, from routing probabilities, the total
probability of the occurrence of an event e, taking into account all other events that e requires or blocks
for its own occurrence. The problem with layer-renormalizations is that they only work if the unfolding
is covered by finite layers. Figure 7 shows a net where this is not satisfied; in fact, the only layers of the
net are ¢y = {a,b,c,m} and the complete infinite unfolding. Such nets have to be excluded from the
approach in [6]; until now, there seems to be no easy criterion to characterize the class of nets with finite
layers.

Changing the View: Cluster Semantics. The above difficulties are intrinsic to the branching
process semantics. However, there is not one but a multitude of possible unfolding semantics; the choice of
a semantics is the choice of a view on PN behaviour. Branching processes are driven, informally speaking,
by “token trajectories" and permit concurrency of events that do not compete for any individual token;
they reflect the individual token view. The collective token view leads to branching execution semantics
(Vogler [37], Esparza, Rémer and Vogler [17], Haar [23]). It regards places as variables whose values
are given by the number of tokens; transitions then read from and write on these variables in mutually

INRIA



Probabilistic Unfoldings 11

Figure 7: A net with infinite layers: dynamic renormalization of probabilities fails

exclusive access. As a result, auto-concurrency is excluded, i.e. no transition can fire more than once at
a time, even if the marking would allow several concurrent firings; also, transitions accessing the same
place may not fire jointly. This semantics does not reflect well enough the firing behaviour to be a basis
for a probabilistic model, hence we will not be using that semantics, either.

Clusters. Our approach is based on the fact that A is naturally partitioned into node sets that are
“minimally closed under conflicts”. These sets are the clusters of N according to the following definition
(see [12]): A non-empty node set vy C (PUT) is a cluster iff v = y(z) of z € (PUT) is the smallest set
containing z that satisfies:

VteT:tey=>*%tCy and VpeP: pevy=p* Cr, (3)

and y contains no non-empty proper subset that satisfies 3. Clusters are pairwise disjoint and cover N}
for node z, denote as y(z) the unique cluster containing z. Figure 8 shows a net with four clusters.

In cluster semantics, first discussed in [25] and shown in (II) of Figure 9, we unfold N in such a way
that the events of the unfolding represent instances of cluster steps. Hence, joint firing of concurrent
transition instances will be reflected by a single event.

Cluster steps. For a cluster v € Clus(N), let P, £ PNy and T, £ TNy. A y-step is a multi-set o over
T,; let Step(y) be the set of y-steps, and Step gy, (N) 2 U e crus(a) Step(7). Hence steps in Step gy, (V)

are in Step(\'), but not vice versa. Call output places of y the places in out(y) £ {p € (P\P,) | *pNy # B},
and input places those in P,,. In general, out(7y) is a proper subset of v*: in Figure 8, b € v* but b ¢ out (7).

Definition 3. (Cluster processes) Let N' = (P,T,W, M) be a Petri net, N = (B,E,D,cq) an
occurrence net, and let 7 : B — P, p: B — INg and p : E — Stepy,,(N) be mappings. Event e is
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Y
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-

Figure 8: A net decomposed into its clusters

assigned by p a step of a uniquely defined cluster; denote this cluster as y(e). Then IL 2 (N, 7, p, p) is a
(branching) cluster process of N iff the following hold:

1. 7 induces a bijection from co to P, and p(b) = My(w(b)) for all b € co;
2. Irreducibility: for all e;,es € E, °e; = °ex and p(e1) = p(e2) together imply e = e2.
3. Let o 2 p(e), and |o| £ supp(c) the set of transitions in o; then w(°e) = w(e°) = Pyey Ulo|®.

4. For all e € E and each p € *|o|*, denote as by, and b,y the unique conditions in °e N7~1(p) and
e N7~1(p), respectively. Then

peout(r(e) = plbour) = p(bin) + (°b,0) 4)
W) > (7(1)°,0)
PEPy = {u(bout) = (ulb) - (x(5)°,0)) + (4B, o). )

If U= (N,mp,p) and ! = (N',7',p', 1) are two processes of N such that N' is a subnet of N, and
', p', 1 are the restrictions of w,p, i to N', respectively, we call II' a prefix of II, written II' C TI.

The mappings 7 and p correspond to the structural unfolding, taking conditions to places and events
to cluster steps; since conditions represent states of places, we also need the mapping p to assign token
numbers to conditions. For Part 3, note that, in general, out(y(e)) € |o|®. Part 4 of Definition 3 reflects
the firability condition (1) and the firing equation (2). Note further that if II' C II, then the occurrence
net N’ corresponding to IT' is a prefix of the occurrence net N corresponding to II.

Processes reflect Reachability of Markings. Some consequences of Definition 3.
Corollary 1. With the notations of Definition 3, the following hold:
1. If all cuts of occurrence net N are finite, every condition-cut c is in bijection via © with P.

2. Associate to each condition-cut ¢ of the cluster unfolding a marking M, of N by setting

Vbec: M. (b)) 2 pu(d); (6)

INRIA
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Figure 9: Engelfriet branching Process (I) and Cluster Process (II)

note that M. is well-defined because of Part 1. Then M is reachable; moreover, for two cuts cq,ca
and an event e, one has

ca=(c1\°e)Ue’ = M, m M,,. (7)

3. 7 is injective on co-sets: for all by, bs € B such that by co bz, one has w(by) # w(bs).

If the left hand side of (7) is satisfied, write ¢; ~ cy; write ¢ ~» ¢’ iff there are cuts ¢ = ¢y,... ,¢, = ¢’
and events ej,. .., e,_1 such that ¢; ~> c;q fori € {1,...,n—1}.

Proof: For Part 1, fix c; it suffices to show P C 7(c). By definition, this holds for ¢ = ¢g. Since all
cuts are finite, ¢y ~ ¢ (see [8]), and the claim follows by induction using Definition 3. To prove Part
2, let be(p) be the unique condition in ¢ such that 7(b.) = p, and set M (c)(p) 2 u(be(p)); we obtain
(7), using 4 of Definition 3. — Part 3 is an immediate consequence of Part 1. O

We note that, since every finite configuration C points to a unique cut c¢ consisting of the <-maximal
conditions of C, we also have a unique marking Mc £ M., associated to C; on the other hand, the same
M may be obtained in this way from different configurations.

Tiles. A process net N is covered by sub-occurrence nets that represent elementary choices of individual
clusters. Let v be some cluster and e an event corresponding to step o € Step(vy); then °e contains a
complete copy under 7' of P,. All events e’ that share at least one pre-condition from 7~*(P,) with
e and that belong to the same cluster, i.e. v = 7y(e') = 7(e), will share with e all the pre-conditions
corresponding to places of P,. On the other hand, the corresponding steps of N have, in general, different
output places or values, so the corresponding events will differ in their presets by conditions that need
not correspond to places in P,. This motivates the following definition (see Figure 10):

Definition 4. For an event e, denote as act(e) = °en 71 (Py(e)) the set of e’s active input conditions.
The tile of e and its completion are defined as, respectively,

P(e) £ act(e)U{e' € E | act(e') # DA act(e') = act(e)} ; .(e) 2 °(w(e) N E)°.

A subnet 1 (1.) of N is called a tile (complete tile) iff there exists an event e € E such that ¥ = 1(e)
(s = 1u(e)); the set of (complete) tiles of N is denoted ¥ (¥,.) .

A tile consists of (i) a co-set that represents a marking M, on P,, (ii) of the collection of events that
represent steps of v enabled in M, ; a complete tile collects also (iii) the passive input conditions of the
events in (ii), and (iv) the output conditions of those events. In Figure 10, tile 1)(A1) consists of the shaded
area denoted 1)1, with conditions al, b1, cl and conflicting events B1 and C1; A1’s passive pre-condition
d0, as well as its post-conditions a0, b0, c1,d1, all belong to 1. (A1)\¢(A1). - Similarly, B1 and C1 have
their passive pre-conditions and all post-conditions in 1, (A1)\9(A1); further, ¥ (A1) = ¥(B1) = ¢(C1).
— All events of a tile are pairwise in conflict:
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Figure 10: Cluster process (A’s omitted) for the net of Fig. 5. Shaded areas show clusters (left) and tiles
(right).

Figure 11: The effect of cluster scheduling on the unfolding

Corollary 2. Let e,e' € E. If (i) e # €' and (ii) ¥(e) = (e'), then e ic e’ and hence e # €.

Proof: Suppose there exist a tile 1) and events e,e’ € ¢ N E such that e N e’ = ) and e # ¢'.
Definition 4 then implies °e # @) and °e’ # (); from this, the claim follows immediately. O

Note that a tile is, in general, not a cluster of N: In Figure 10, condition d0 does not belong to any of
the tiles 11, 1 or 47 that contain its post-events, since d0 reflects an output place of ;. Further, (d0)°
is infinite; this is, however, not a problem for the probabilization since d0’s outgoing arcs are passive.

2.3 Policy Directed Unfoldings

Why Clusters have to be scheduled. Clusters are pairwise disjoint by construction; this is not
the case for tiles in general, as Figure 11 shows. There, cluster 7, in the original net on the left has two
different local markings in which it can fire transitions: the initial one shown in the figure, and the one

INRIA
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Figure 12: Full unfolding for Figure 11

after a firing of B and with a token on b. These two situations are reflected, in the center part, by two
different tiles, 1)5(,) and ;) showing 2’s possibilities according to the result of v1’s action. Note that
the two tiles have a common active condition ¢y, but differ in the active condition for b, by or b;.

On the right hand side of Figure 11, we oblige 7> to make its choice first, leaving as only possible
actions inactivity (A) or D. Even if the only influence on 7, is in the fact that two different instances of
the empty b are available, this gives rise to two different tiles 1/11([1) and 1/1’1(b) with common part @bi(a’b).
Taking both cases into account (see Figure 12), one observes that, whether w will pass through ¢, or
v,[;’l(a /b)> is decided not by a choice within a cluster but rather by the order in which the two clusters v,
and v, take their turns: if v, is considered first, we will have the situation in the center part of Figure
11; if 75 is explored first, and then 7;, the process is as shown on the right hand side of Figure 11.

Note further that choosing the A-event on the right leads to the initial situation on the left, and vice
versa; so under both orderings, the (essentially) same runs remain possible, provided the “right” choices
are made.

Design-directed Unfolding. For different clusters that access the same place p, we have to take
scheduling for that access into account. Assume first that clusters are inspected in the order given by
some infinite sequence d € Clus“, d = v1,%2,73,...; we will refine the scheduling below. Following
the control theoretic terminology (e.g. [5]), we will speak of designs for such sequences. The unfolding
procedure works, informally, as follows. Represent the initial marking My by a set of conditions, such
that 7 associates bijectively a place p £ 7(b) to each condition b, and u(b) = My(p) the initial number
of tokens. Then, proceed inductively as follows: In the n-th action, the cluster determine the set of
~n-steps enabled in the current local marking on +,,. For each of these steps o, append a new event e (i.e.
p(e) = o), with appropriate post-conditions. Note that one ~yytile is appended per branch of the process.
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Tiles for v can be appended only to co-sets A, that are
[P1] maximal w.r.t. < in the given prefix, and [P2] such that 7(A,) = P,.

The coset 7(.A,) will become the set act(¢) of active conditions for the tile ¢ to be constructed. For
the set pass(1) 2 1. \(E U act()) of 1’s passive conditions, we have to find a co-set A, such that

[P (4,)=out(y),  and [P2) (A, C colact(w)].

By construction, we have, for every place p € out(y), at least one condition b € 7w({p}) that satisfies
b € colact(v))]. Since, as we observed in Corollary 1, 7 is injective on co-sets, b with these properties is
unique, for each place p € out(y). Finally, Lemma 1 ensures that every cut containing .A, is in bijection
via m with P. Hence A, U A, is a co-set, and so is A,. This justifies the following algorithm:

Algorithm d-UNFOLD . Let N = (P,T,F, M) a Petri Net, with P = {p; | i € T}, d a design for
N, and co = {b; | i € I} a copy of P.

Initialize : Letmo(b;) 2 pi and po(b;) = My(p;) for i € T; Ny 2 (By,0,0), and py the “mapping”
po : 0 — Step cpys(N).

Round n : Let n € N, and let N,, = (B, E,,, Dy,), T, pn, and p, be given. Denote as Bord, the
set of <-mazimal nodes of N; then Bord, C B,. Let v = 7, on design d. Denote the set of co-sets
A, C Bord,, such that m(A,) = P, as Uyn; a new ~y-tile will be appended to every set in A,. For every
A € 2, denote as A the unique coset such that (i) A, = AU A is a co-set and (i) 7(A) = out(v).
Further, let M4 be the marking on P, associated to A, i.e. Ma(m(b)) = p(b) - L 4(b). Let

Enab(A) £ {0 € Step(y) | Ma 23} and E4 2 {e, | 0 € Enab(A)}.

Set Epp1 2 E, U (Uaen, Ba)- Let pnia extend pn to Enyq, ie. pay1p, = pn, and pnyi(es) 25 for
all 0 € Enab(A). For o € Enab(A), let A, be the coset of conditions from A affected by o:

A, 2 {be A|3tesupp(o): m(b) € *t*}.

Then A C A, ; in general, AL A,. Let Ba, a copy of Ay, such that 0 # ¢’ = B, N Ba,y = 0; set

By 2 U Ba, and Bny 2B, U U B,
g€ Enab(A) Aed,

and let k4., be a bijection from A to By . Extend the flow relation D, as follows: set

Dy 2 U [((As x {es}) U ({ex} X Bao)] VA€, and Dny1 2D, U U Da.
o€ Enab(A) Ae,

Let mpy1 : Bpy1 — P and ppy1 @ Bpy1r — Ng be the following extensions of m, and py:

R (D) : b €B,
mnt1(b) = { - (Ii;‘lg(b)) : b€ Bu,
) pin (B) : beB,
1 (P) { [,,n (b - (ﬂn(b')G,p(e))] +{(Oma(8),p(e)) : K, (b) =b' € By

Set Bq £ U,, Br, Ea 4 U,, En, Da 4 U,, Dn, with the unions taken over n € IN. Let 7q : B4 — P,
pa : Ba — Ng, and pa : Ba — Stepey,(N) be the colimits, i.e. the unique mappings such that
Ta|B, = Tn, Bd|B, = Hn, and pajp, = pn for alln. Then Ug = (Na, 7a, pa, 4a) is the d-unfolding
of N.

Every maximal configuration after the nth round contains exactly one event per cluster of N' added
during the n-th round, since even the choice of inactivity in a cluster results in an event, labeled .
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We note that for fized d, tiles in I14 are pairwise disjoint. More importantly, Uq is well-defined, i.e. for
fixed d, the d-unfolding of A\ is unique up to isomorphism. On the other hand, changing d will yield a
completely different Uy. As an extreme example, consider stuttering: suppose d repeats the same cluster
v in each round, and that only the empty step of -« is firable in My. Then d-UNFOLD yields an infinite
branch of copies of the same tile, corresponding to v under My, and all events labeled A, and no other
branch will be developed. One important aspect in probabilistic policies is that extreme designs as the
above will have probability 0 in any reasonable setting.

From Designs to Policies. Clusters interact with one another by places; hence, call two clusters v,
and 2 independent, written ~; Z, iff they share no places:

NIy € [Py Uout(m)]N [Py, Uout(ys)] = 0

otherwise they are dependent, written 3 Dy,. Note that, by the definition of clusters, 71 # <2 implies
that any node shared by 1 and 5 is a passive place for at least one of the two clusters y; and 2. Now,
the order of two independent clusters that have adjacent appearances in d may be interchanged without
changing Uy. To formalize this, consider (Mazurkiewicz) traces of designs: denote the set of infinite
(arbitrary) words over alphabet 2 as 2> (A“); and, for d,d’ € Clus®, write d = d’ iff there exist a finite
design d,, € Clus™, a design d™ € Clus“, and independent clusters v and ' such that

d=d,yy'd" and d'=d,y'yd".

Write d~zd’ iff (i) d = d’, or (ii) there exist dy,...,d; € Clus” suchthatd=d; =...=d, =d".
Then, ~7 is an equivalence relation; denote the ~z-class (trace) of d as [d].

Theorem 1. If d~zd’, Uq and U} agree, up to an isomorphism of labeled graphs.

Proof: It suffices to consider d = d’. Let n be the unique index such that d, # d;,, d, = dj,;,
and d], = d,41. The processes II,,_; and II},_; obtained under the common prefix d of d and d’ have
isomorphic occurrence nets N,,_; and N, _;, and the isomorphism can be chosen to commute with the
labeling functions. The extensions added for clusters v £ d,, and v £ d, are strictly disjoint since
~I~', hence the nets obtained under dy and dv' are connected by an isomorphism of labeled graphs.
Since dy = d}, for k > n + 2, the claim follows by induction. O

So, it is possible to “parallelize” the construction of the unfolding using independence of distant clusters.
From the proof of Theorem 1, we conclude that for any Z-clique X C Clus, all clusters of X may be
considered simultaneously in the unfolding procedure.

The Cluster Net and Policy Directed Unfoldings. Theorem 1 tells us that the unfolding Ugesign
depends on the design d only via [d]. To exploit this fact, note first that, until now, we have considered
d as given; this implies the existence, at least in theory, of a global scheduler for A. This assumption is
often made in the literature on control for Petri nets (see for example [27, 35]); it is also present in the
scheduler-luck games (Dolev, Israeli and Moran [15]). To study policies and their associated unfoldings,
we need a generic instrument for generating policies over a given net. To make the scheduling keep a
maximum of parallelization, we will be using an abstract Petri Net. This cluster net Ny, is not itself
included in the structure of A/, which remains unchanged. Rather, N ¢ provides an external formal
model producing all parallelized policies possible on A/. For this, we define:

Definition 5. Let N be a Petri net with cluster set Clus, Pcps a copy of P, Mciys ) 1p, and

Fows £ {(v,p),(p,7) |7Y€EClus AN pEy A Ft€y: t F p}.

With Wors (z,2") = L (.. (2, 2"), call N s 2 (Pcius, Clus, Weius, Mcus) the cluster net of .
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Figure 13: Cluster net of Fig.10; <> for Foyys-

In words, N¢yys has one transition ¢, for every cluster v of NV, and one copy p, of every place p from
N p, is either (i) connected to t, by a two-way arc with weight one if p € (y U out(y)), or (ii) no arc
at all otherwise. Every p, contains one token, implementing mutual exclusion for actions of more than
one neighboring cluster (including y(p)). Since all arcs of Neps go in both directions, all transitions
are individually enabled initially, and M¢y,s is reproduced by every firing, so M¢y,s is the only reachable
marking in Mgs. One also deduces immediately that, if N is connected, Ngpys consists of a single
cluster. In mon-connected nets, we may simply treat each connected component separately; hence we
assume without loss of generality that Agpus is a single cluster.

Any design over V is a single transition firing sequence of N ¢ys. The enabled steps of N gps correspond
1-1 to the Z-cliques Clus; every enabled step of N ¢gps reproduces the initial marking Mcoyys.

Definition 6. Call every sequence § = (On)neN of cluster sets from N such that 0™ C Clus is a T -clique,
a pre-policy for N; if every " is a maximal T -clique, call 6 a policy.

Policies can be seen as Cartier-Foata representations of design traces.

Definition 7. (Policy-directed unfolding) Let N' = (P, T, F, My) a Petri Net, and let 0 = (6,),,.N
a policy for N'. Apply Algorithm d-UNFOLD with the following modification: in the n-th round, append
one tile for each cluster v € 6,,. Call the modified algorithm -UNFOLD . The resulting maximal process
Uy = (Np, 9, po, o) 1s the -unfolding of N .

A prefix of the §-unfolding, for the net from Fig. 5, corresponding to 8 = ({v1}{2,7s,v4})¥, is shown
in Figure 10; all A-labeled events have been omitted.

Full unfolding. Modify algorithm § — UNFOLD such that in each round, all clusters are considered
simultaneously, the corresponding tiles computed, and appended together (compare (B) in Figure 11);
denote this modified unfolding algorithm as Pol-UNFOLD . Let II,, be the process obtained by Pol-
UNFOLD up to and including round n; then II,,, is a prefix of II,,, iff n; < ny. The family (H”)neN
then yields, as n — oo, a limit process U = (N, , p, 1), unique up to an isomorphism of labeled graphs;
call I/ the full unfolding of A. All 6-unfoldings are prefixes of .

Remark 1. Recall that the processes considered here all evolve in logical time, with no external clock to
measure the evolution. However, it will be useful to have a set of temporal constants; we will use for this
the n-th prefizes I1,, used above in constructing U, and denoted them as (n), N -

This complete the non-probabilistic part of the model. The space of U’s configurations will be used,
in the following “probabilistic part” of this paper, as the space of all behaviours under any policy.
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3 The Probabilistic Model

Our probabilistic model needs to measure sets of runs. In the following, let N = (P, T, F, My) be a
connected Petri net, Clus its set of clusters with independence relation 7, and denote as CLZ the set of
T-cliques in Clus. Further, let Nows = (Pcius, Clus, Wous, Mows) be the cluster net for AV.

3.1 The Space of Runs

The run realized by N is determined by (%) a policy  and (%) the totality of choices made by the clusters.
These choices are represented by functions of the following form:

Definition 8. (Choice Functions) Let § : Clus x Mult(P) x IN — Mult(T) be a mapping that
selects a step of cluster v, enabled in marking M at stage n, such that:

1. the choice for v depends on M only through its restriction M, to P.; that is, with M ~., M' iff
M(p) = M'(p) for all p € P,, one has

M ~, M = 4§(o,M,0) = (o, M',e);

2. v always chooses one of its own enabled steps:

Vvye Clus VM € Mult(P) Vne N : Jo: 0 25(y,M,n) € Mult(T,) N M, .

Then § is called a choice for N'; denote the set of choices for N as Cho = Cho(N).
Run algorithm -UNFOLD with the additional restriction
0-RESTRICT: Replace Enab(A) by the set {6(y, M,n)},

where M is such that M (m,(b)) = u(d) for all b € A; all those M agree on P, so §(y, M,n) is well-
defined. Denote this procedure as (6,4)-UNFOLD ; it produces a unique run of Uy and of Up,;, which
we denote w(4, d).

Remark: For 6 # 6', w(8,d) will not be isomorphic to w(#’,d). To see this, let n be the smallest
index such that 6,, # 6.,. Then there exist two different clusters v and +' such that

(U1)v¥Dy', and (U2)v€b, A v €8,.

Now, for e, (e,s) the unique event of round n for v (v'), the pre-cones e% and e,t, in the respective runs
will be isomorphic; let ® : e,# — ei, be any such isomorphism of cluster processes. Because of (U 1),
there will be a condition b € °e, such that ®(b) € °e,s; because of (U 2), there is no isomorphism &’

from e# U{ey} to e,t, U{e, } that extends ®; since ® was arbitrary, no such ®' can exist.
For all § € Pol, we have a non-trivial equivalence relation on Cho:

5 g8 S w(B,6) =wb,d).

Conversely, every run w yields a pair (,d) generating it, which is unique up to a replacement of §
by a §’ with § ~p &’: Let A1 As ... be the Cartier-Foata normal form of the trace of w’s events; that is,
A; contains all minimal (with respect to the causal ordering) events of w, and for n > 2, let 4,, be the
set of minimal events e, from w\ U?;ll A; such that A,_; contains an e,_; with e,_1 < e,. Then set
0, 2 {y(e) | e € A} for all k, and choose § such that, for all k, the event e € Ay, is selected by y(e)
under the marking reached after executing wy.

So, in the product space Pol x Cho, we have an equivalence relation ~;; given by

(6,8) ~y (6/,8)) <25 0=0 A 6~pd;
We will identify the space of runs with the quotient space

Q 2 (Pol x Cho),_ - (8)
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Filtrations. The following construction of filtrations (Fr)pres for Q follows the one introduced in [6];
compare also Vélzer’s [36] cones construction. Let N' = (P, T, W, M) be a Petri Net, and U = (N, m, p, i)
the full cluster unfolding of N'; here, N = (B, E, D), with initial cut co. Recall that all processes are
prefizes of U; we denote a prefix generically as R, both for the labeled graph and the set of nodes, and
the set of prefixes of N is Pref = Pref(N). For C € Con and R € Pref, the R-segment of C is the
configuration Crz £ C N R. For fixed R, the relation ~7 given by

CrgC <& Cg=Ch, 9)
is an equivalence on Con, inducing an equivalence on 2 which we also denote ~%. Define the o-algebra

Fr over ( by:

AeFr <& [Vw,w'eﬂ:( weA):N.u'EA] (10)

W ~pw

Thus (Fr)repref, With the partial order C on Pref, is a filtration over Q.

Variables on : Configurations, cuts, and markings. Fix a prefix R.
1. The random configuration at time R is given, for w € Q, by Cx (w) £ wx.
2. The random cut c¢p is a random variable such that:
(a) If Cr(w) is finite, cr(w) £ max(Cx(w));
(b) otherwise, set cr (w) £ L, i. e. “undefined”, where L is an auxiliary symbol.
3. The marking at time R is the random variable My such that
(a) Mg (w) 2 L for all w such that cg(w) = L, and
(b) Vp €P: Mr(w)(p) £ t(Ter (w)(p)) otherwise,

where T denotes, for ¢ € Cuts(N), the mapping that associates to every place p its unique representative
inc,ie. 771 ({p}) N ¢ ={7c(p)}. Note that, in addition to the above, one also has random variables
on other spaces than 2: for instance, the prefix R, after n rounds of the #-unfolding for some 8 € Pol
can be seen as the realization of a random variable R, in ©, with the filtration (F°!) cIN- We will not
use those variables in the sequel.

Fronts, Shifts, and Slices. Let 8 € Pol and Ry a finite prefix of Uy, and denote the set of complete
tiles bordering Ry as BTilesg = {1, € ¥, | act(y)) CRg Atp € Reg}.

1. The 6-slice of Ry is R = Uy, ¢ prites, Y+

2. The §-shift J5Ry of Ry is obtained as JgRg 2 Ry U I Ry.
Let R be any prefix of the full unfolding /.

1. The front of R is the union of its bordering cuts: dR £ Uwea cr (W).

2. The total slice of R is the union of all §-slices of R: IR = Usepoi 9R-

3. Accordingly, the total shift of R is ¥R = R U OR.
Let 99 = 9° be the identity operator, and 951! £ 9493 and 9"+ £ 99 for all n > 1. We then have:
Lemma 1. Let R be a finite prefix of Up,. Then 9R is finite. Moreover:

1. If R is a prefix of Uy for some 6 € Pol, then Y9R is also a prefix of Up.

2. If R is a configuration and 8 € Pol, then 99R is also a configuration.

3. For all 8 € Pol, 990R = 099R; also, YOR = OYR.

We will now turn towards the most important class of prefixes: stopping times.
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3.2 Stopping Times and Tile-Respecting Prefixes

Let us have a closer look at the role of time. The standard notion of stopping times does not extend in a
straightforward way to the processes here, since their defining property:

o 7: () — Tis a stopping time iff for all t € T, {w | 7(w) < t} € F,

requires a set T of temporal constants external to the evolution of the process. These constants will be
the prefixes 1, n € IN, of the full unfolding, consisting of all configurations under any policy and any
choices up to and including the nth round.

Definition 9. Let N and 1 as above. Then a stopping time of N is a prefix T satisfying
VnelN: {w|w, Cn} € Fa. (11)
Denote the set of stopping times as Stop; we will sometimes write 7(w) for w;.

It is interesting to note that, in the particular case where N is an S-net (i.e. |*¢| <1 and [¢*| < 1 for
all transitions t), the stopping times as defined here coincide with the usual ones for automata in linear
time.

We now give a structural characterization of stopping times: stopping times are exactly those prefixes
that respect tiles, in the following sense:

Definition 10. A prefix R is tile-respecting iff for any tile v, [ N R N E] # 0 impliesy C R.

In words, the tile-respecting prefixes are those that contain all tiles with which they share an event;
consequently, tile-respecting prefixes are composed of tiles. The following theorem will be crucial for our
model; it characterizes stopping times as being the prefixes with a tile-respecting structure, thus giving
the class of prefixes on which the probability can be constructed. It also helps in establishing the strong
Markov property below.

Theorem 2. A prefiz 7 of the full unfolding U is a stopping time iff it is tile-respecting.

Proof: Note first that all 7 are tile-respecting by construction. Suppose first that 7 is a stopping
time; let ¥, be the set

U, £ (| E@)E(EnTNy)#0 A E'(®) £ (E\1)Ny) # 0}

of tiles not respected by 7. If ¥, = ), we are done; so suppose that ¥, has the form ¥, = {1; | i € T},
and let n € IN be maximal such that no 1; from ¥, is contained in 7; let 91, ... ,4; be the only tiles
from ¥, that touch 7, i. e. that belong to dn. Then A, 2 {w | 7(w) C 7} is the set of runs w such
that, for all ¢ € {1,... ,k}, wN1; contains an event from E'(v);); clearly, A & F, contradicting the
assumption 7 € Stop. — For the converse, assume 7 is a tile-respecting prefix; we have to show
R S (12)
for all n € IN and w € Q. Suppose w, € wr; then there exists events from w that do not belong to
n. Let e be a minimal event with this property. Then the input conditions of 1)(e) belong to wf, and
hence to 7; moreover, 1(e) C 7 since 7 is tile-respecting. But then w, contains some event from v (e);
it follows that w, Z wp, hence we have shown (12). O

As an immediate consequence of Theorem 2, {¢,,7 | n € IN} C Stop for every 7 € Stop.

The simplest examples of stopping times are constants, i.e. prefixes of the form 7. A less trivial class,
and arguably the most important one, is formed by hitting times. For this, we need the following auxiliary
result, where an occurrence net N is said to be of finite width iff |c| € IN for all ¢ € Cuts(N):

Lemma 2. [8, 19] Let N be an occurrence net of finite width. Then, for allw € Q, {C € Con | C C w}
is well-ordered by T, and is a conditionally complete lattice.
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Definition 11. Let Z be a set of markings for N'. For w € Q(N),
Az_nt(w) £ {C€ Con|CCwA Mc € 2}, (13)
and define the configuration Cz_py as

Coom(w) 2 {min;(Ag_h;t(w)) : Azome #0 (14)

w . otherwise.

Then the (first) hitting time for Z is the prefiz

pz = UCz—hit(w)-

weQ
Lemma 2 ensures that, in our setting, pz is well-defined. We can thus proceed to show:

Theorem 3. For any set Z of markings, the hitting time Tz_y;; 1S a stopping time.
Proof: For all n € IN, one has {w |w,, ,, Cn} ={w | Cz_m(w) Cn} € Fs. O

Finally, we note that the tile-respecting property is preserved by arbitrary unions and intersections; as
a consequence, writing 7 A 7/ £ 7N 7’ for the minimum and 7V 7/ £ 7 U 7' for the maximum of two

stopping times, (Stop,C, A, V) is a complete lattice.

=

3.3 Probabilities on Tile-Respecting Prefixes
Let FP°! be the o-algebra over Pol generated by the sets

XFPet 2 (@€ Pol |01 =6,...,0,=0,},

where 6;,... .0, range over CLZ, and PPF° a probability on Pol adapted to (F7F Ol)neIN= with n-th

projection measures PZ°! on the space of maximal Z-cliques. We will inductively construct probability
measures for configurations.

Cluster measures. For v € Clus(N) and a local marking M~y € Mult(P,), write Enab(M,~) for
the set of v-steps enabled under M,. A choice measure family or CMF for v is a transition probability
function P = (IP};) penuir(p,) such that, for a given M € Mult(P,), P}, is a probability on Enab(M, ).
A cluster measure family is a family (IP7). ¢ cus(n) of CMFs.

Examples of cluster measures will be given in Subsection 4 below. Note that, for the policy measure
PP we will require a cluster measure on the cluster net A¢p,s that gives probability 0 to all non-maximal
steps: only maximal cliques of 7 are allowed.

We will now construct recursively probability measures on the spaces (Q, F;), where T ranges over
all tile-respecting prefixes. This restriction is natural since the tiles represent the atoms of probabilistic
choice. As we saw above, the tile-respecting prefixes are exactly the stopping times, contain all constants
7, and hence cover, in the limit for n — oo, the full unfolding.

Initialize with P¢,{co € w} = 1, obvious since {¢y € w} = Q.

Definition 12. Let P, the trivial measure on Fe, = {0,Q}. Assume 7 is a finite stopping time, and
and assume P, given for oll 7' C 7. Let w be a fized run, and k. 2 - and kg £ wyr ; further, let
M & M, (). Set

0p(1) 2 (ko \kr)NE and 0y(7) 2 {y(e) | e € Or(7)}.

For the random configuration Cy,, we have

Py- (Cor = kor | Cr=k;) = PP On11=0(1)- [[ P} (p(e))), (15)
Y€D6 ()

where, for a cluster 4 € Clus, es is the unique event in Oy such that v(ey) = 7.
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In the particular case 7 = n for some n € IN, one has 97 = n/+\1, and

[Pn+1 (Cn+1 = Kn41 | Cn = Kin) = IPPOl (®n+1 = 69 (ﬁ)) : H IP’IyV[ (p(e'y)) . (16)
YEDg (T)

The recursion (15), (16) yields a limit probability for n — oo that we denote by IP*; this IP* is unique.
To see this, we use the Kolmogorov Extension Theorem with essentially the same argument as in [6]:
Take the increasing sequence (n), .y of finite prefixes. One obtains inductively from (16) a consistent
family of marginal probability measures IP,,; by Kolmogorov’s Extension Theorem, the projective limit
[P* for this family exists and is unique.

3.4 Markov Property

The Markov Property for stochastic processes means, informally, that the future behavior may depend
on the current state, but not on past behavior, i.e. not on any aspect of how the current state has been
reached; if any stopping time can be taken as the present instant with this property, the process is said
to satisfy a strong Markov Property. We will show here how the Markov property carries over, no matter
which cluster measures are chosen. This question is of interest in two respects. Firstly, it shows that the
probabilistic cluster unfolding respects the absence of memory intrinsic in Petri nets: remember that the
firing rule and, consequently, the entire behavior of a Petri Net is determined by its current marking,
independently of the way taken to arrive in that marking. A Petri net A that started in My, reached M
and continues from marking M afterwards, is indiscernible from the net A/" obtained by starting afresh,
replacing My by M its evolution can be re-started from M without loss of information. Now, re-starting
a stochastic process without loss of information it exactly what is expressed by the Markov property.
Secondly, the class of Markov Processes is among those classes of stochastic processes whose asymptotic
behavior can best be analyzed.

To reason about the future evolution, we need another family of o-algebras that abstracts in an
appropriate way from the “pre-history” of the process.

Definition 13. For £ C (BUE) and w,w' € Q, let w ~¢ W' iff wNE and w' N E are isomorphic as
labeled graphs (i.e. the isomorphism commutes with 7w, p and p); note the weakening of “~” compared to
(9). We obtain a o-algebra Fe on Q by letting A € Fe iff:

w€eA

W ~gw

} = W eU; (17)

so the construction is analogous to (10) but based on a weaker equivalence.

If £ is a prefix, both (17) and (10) give the same o-algebra Fg. We also note that the front of a finite
prefix generates the same o-algebra as the markings, that is

Far = Fug,
where Fj, is the smallest o-algebra over () that contains the sets
Avp £ {we Q| Mp(w) =M},

with M ranging over Mult(P), and k over INg. For the following, fix 7 € Stop. Let the future of 7 be the
subnet 3, of N spanned by hull([B U E]\7), and the o-algebra F3_ be given according to (17).

Theorem 4. (Strong Markov Property) For all 7 € Stop and A € F5_,

P (A|F) = P (A|M). (18)
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Proof: For n € Ny, set S, 2 hull(89,7). Then 3, can be represented as
3 = U Sn; (19)
’I’LENO

3, can in fact be seen as the merger of all full unfoldings obtained from the different markings M, (w),
where w varies over 2. We apply hull(-) because slices are not condition-bordered. Set

K
3L\ S and 3K 2] S
n=0

n>K

thus 3, = 35U3"). By (19), there exists K € N such that A € F3x. We will show (18) by induction
over K. Denote S £ Sk + 1, and Fr £ F3x and .7-'}' = ‘}-B(TK*)' Then Fp C Fr,, and }'I‘LI ) .7-}‘;_’_1;
in particular,

Fr+1 = Frx V Fs, (20)
i.e. Fr41 is the o-algebra generated by the sets
Ax N As,
where Bg € Fi and Xg ranges over Fg.
Let K = 1; then A from the statement of the theorem belongs to Fg, and without loss of generality,
there exists wy € 2 such that
A = {w|w~swo}. (21)
Recall that [w]. is the isomorphism class of subnet w N S. As above, set k, 2 w, and Ky, = wyr;
further, let M £ M, (w), and define 8 and O (1) as in Definition 12. Let BTiles,, be the set of tiles

bordering w,. In general, the tiles in BTiles, will not all belong to the same round; hence, if n(v)

is the unique n € IN such that ¥ C 7 and ¢ € n/—\l; then n(e) will in general not be constant on
BTiles,,,. For ¢ Nw # 0, let ey(w) be the unique event of ¢y Nw # O; for v € Clus, let e, the unique
event in 9 such that y(e,) = +. Define a [0, 1]-valued random variable X by

X@ 2 JI {P"[0nw) 3v@)] - PLY) o (es@))]} (22)
we‘i’*(“"r)

where M (1)) is any marking M such that M (n(b)) = p(b) for all b € act(y)), and
Pt [ (es(@)] = 0
whenever 1) Nw = §. — Note that ¥(w,) is a countable set; this follows from Lemma 1 since

= | @ An).
nelN

Hence X is Fs-measurable; to show (18), it thus suffices to show
X = P (A|Fur) (23)
(recall that Fy, = Fus.). In other words, we have to show that for any A’ € F,,

E[ty-X] = P (ANA), (24)
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where E[1 4 - X] is the expectation under [P*. Again, it suffices to consider the case where A4’ is of the
form A’ = {w | w ~s wy} for some fixed wy € Q2. But

Xapt = [ [P (Ouw) 37W) - P, (o (ep(w))] =BT (AN AY,
A Ve, ((wo)r)

so we are done. For general K > 1, replace (20) by that A = Ag N Agy1 for sets Ax € Fx and
Ak+1 € Fg s replacing 7 by 9% 1, we proceed as above. O

Remark 2. Note that a strong Markov property was also shown in [6], for branching process semantics;
the cluster semantics makes the result here more general and simplifies the technical parts of the proof.
Theorem 4 states a loss of memory of the evolution that led to the marking M., and M, suffices to
determine the law of the future evolution up to isomorphism. Note, in particular, that in general

C
Far = Fu. {i} Fers

the cut ¢, encodes not only M, but also the information about the path on which M, was reached. By
contrast, the strong Markov Property in [6] is based on a different notion of “present”, requiring only
partial knowledge of the global state. This is inextricably connected to the branching process semantics
used there; for cluster semantics, M, is the adequate choice of “present state at 77. Note further that,
since the constants n are stopping times, Theorem J implies also a weak Markov property.

4 Finding Cluster Measures: the Gibbs Construction

4.1 Markov Fields and Cluster Measures

Thus far, we have required the existence of Cluster measures and of policy measures, without specifying a
particular form or proving the existence. In this section, we will do both. Recall that, via the cluster net,
cluster measures also serve to probabilize policies, but that policy measures had the additional property
of allowing only maximal cliques. We will first present a construction of Markov fields for general cluster
measures, from Gibbs potentials on the transition conflict graph; these measures will in general select steps
with multiple instances of the same transition, and not necessarily maximal. After that, we specialize to
the particular case of cluster nets, where

e there is only one marking to be considered,
e the cluster net is 1-safe, hence all steps are sets, and
e only maximal cliques of Z are allowed.

We will see that the conflict graph has to be modified in this case, but the Gibbs approach carries through.

Cluster measures and Independence. Consider a single cluster v of A" and the y-steps enabled under
the restriction M, of a marking M to . We postulate that, to be coherent with Petri net dynamics, a
probability measure for the choice of the step to be fired should depend in a functional way on M, .

In a cluster, all transitions influence one another by a direct conflict, or indirectly through a chain of
conflicts. However, suppose two transitions ti,t; € T, are structurally independent, i.e. *t; N *ty = 05
denote this as “t; ind t”. Then the number of times ¢; fires should not depend on ¢, given a fixed
behavior of the other transitions of 7. Of course, there will be some influence of ¢ on the possibilities of
t1’s opponents; what we mean is that once the behavior of the rest of « is fixed and known, the conditional
laws for #; and ¢; are independent.

An important class of probability measures with such properties has been known as Markov fields,
and studied in a vast literature; see [13, 22, 29].
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As we saw earlier, there is no choice involved in the creation of tokens: a step that fires is assured to
produce its tokens on its post-places. By contrast, it is at the beginning of a step that choices are made,
i.e. the enabled steps compete for the incoming tokens. Therefore, we have to equip with probabilities
the input, and not the output of tokens: given the choice of a step, the number and places of tokens to
be created is fully determined.

The crucial point in a random choice of a vy-step from Mult(7,) is the distribution of the available
tokens, that is M,, over 7,; choosing the actions for some subset U of 7, restricts the choices for 7,\U.

Definition 14. Let o be the random element of Step(7y) to be selected; we will denote any realization of
o as s. Moreover, for any non-empty transition set £ C T, let

0c £ (0(t)ses and sz 2 (5(t)) e

be the respective |E|-vectors of random variables / constants for t € £. For M € Mult(T,), let FM be the
o-algebra generated by the sets

Asse 2 {s€Step(y) | M 5 AV t€E: s(t) =se(t)},
where sg ranges over Mult(E).

In the following, let G = (1, <3) be an undirected graph with vertex set V and edge set <>C (V x V).
We are interested in the random vector £9 £ (£(v)),ey, where & is some observable!; ¢ takes values in
the common state space

[1]

2 Ny
The boundary of X CV is the set
X & {veX|IVeW\X): v & VIUVeW\X)|Ived: v & V.

With X¢ £ V\X and the above notation, ¢ is called (see [29]) a Markov field iff for all non-empty
ECVand X € Fg,

P(X|Fyc) = P(X]|Fox). (25)

In particular, (25) implies that for any two non-empty sets A, B C V such that (A U d.A) and (B U 9B)
are disjoint, all X4 € F4 and X € Fp are conditionally independent given Fy(4up); that is,

P (X4NX5 | Foaun) = P(Xal|Foaus)) P (X8| Focaun)) - (26)

Markov fields thus meet the independence requirements for cluster choices discussed above.
The following construction (see, e.g., [29]) is known to produce Markov fields. A Gibbs potential

on G is a mapping Pot that assigns to every non-empty X C V and every? £ € £ £ YN0 5 number
Poty (&) = Pot(€x), such that Potx(€) = 0 unless X is a clique of G. The energy E of £ is

BE) 2 - Potx(e); (27)

xXCy

obviously, the sum needs only be taken over the cliques of G. The partition function is

Partg,poy £ ) e 7O (28)

1In the usual terminology of the literature on random and, it %‘?irticular, Markov fields, the elements of the compound
state space are called configurations; we do not follow this tradition here to avoid confusion with the configurations of
concurrent processes.

2more general state spaces are possible, yet we will consider only INg-valued states here
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if Partg po: is finite, the Gibbs measure associated to the potential Pot is given by

IP A e—E(ﬁo)

£ - 29
G (29)
Here, G will be the conflict graph G,: For ¢, t, € T, write (t; ¢ &) if (i) t1 # t», and (i) *tN°t # 0;
then G = G, £ (75, ) is an undirected graph, called the transition conflict graph of v. The variable
we want to describe is the step o selected by 7, where o is assumed to depend in a functional way on
the state &, where the form of this dependency, and the form of the state space Z, will change with the
approach taken; see the following two examples.

. a b c
@\ ° o) . A ;D
iABC Di 5
OO0 O O
u v W X

Figure 14: The example cluster from Figure 6 (left) and its conflict graph (right)

4.2 Examples

Example I: Token Routing Routing probabilities were used, e.g., in [6] and, as coin flips, in [36].
For every place p € P,, introduce M (p) i.i.d. random variables taking values in p* C 7; that is, an i.i.d.
router assigns every token on p under M to a post-transition of p.

First, however, we modify the structure of v to account for idling: since we do not assume maximal
step firing in general, we do not force & to assign every token for consumption. Formally, we add, for every
place p of 7, a new transition t, “looped around p”, i.e. *t, = t,* = {p}, and W(p, tp,) = W(t,,p) = 1.
These t,’s model idling: if a step o € Step(v) leaves k tokens on place p, we regard o as containing k
firings of ¢,. In this way, we only need to consider steps that use all tokens on P.,; set

T, £ T,U{t|pePy}.

Then, fix routing probabilities v, i.i.d. on the postset p® of p in T; that is, any token on p is routed
to t € p* with probability v,(t) independently of other tokens and other nodes. In the vector family
(&t)ter,, each vector (§;(p))pe=¢ indicates, component by component, the random number of tokens on
place p thus assigned to t. So, we will condition on the set where offer £ finds demand:

Enab® 2 {0 € Mult(T,) |Vp € P, t€p®: &(p) =W (p,t) -0 (t)}- (30)

Clearly, for a fixed £ € =, the set Enab® is either empty or a singleton; in the latter case, Enab® contains
o = o(£). Note that definition (30) is local in the following sense: If Enab® is empty, then there exists a
transition ¢ of G, such that & (p) is not a multiple of W(p, t); that is, if the offer £ does not globally find
a demand to satisfy, then there is a local witness ¢t. For every clique X C 7, of G,, set
X 2 [(€E|FkeIN:VteX,p € *t: &(p)=k-W(p,t)}.
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Define the conditional (on Enab®) potential as:
Poty(€) £ 1x(8)-|D o) Y I (t)| + L) (€ - (~oo). (31)
tex pet

Figure 14 gives an example, with a marked Petri net cluster on the left and the associated conflict graph
on the right hand side. In this example, with one token on each a, b and ¢, one has

P, (Aco) = P (c={A})+P),(c={A,C})+ P}, (c ={A,D}). (32)
The energy of, e.g., {A} is
E({A}) = —In[va(A)] —Infs(ts)] —Infre(t)],

etc.; combining all energy values with (28), (29), and (32), we obtain

e () () - vet) + 1(C) - 1) + (D) - ve(D)]

u(A€o) V() - () - velte) + 1(0) - ve(C) + (D) - vo( D] (33)
(B) - [(B)-vilt)]
Tt - ) - ve(t) & (C) - ve(C) + (D) - ve(D)]

That is, the probability of A being in the selected step is the probability of agreement of all routers on
some step containing {A} divided by the probability of agreement on some enabled step.

Example II: Transition Coin Toss In the second strategy, it is not the tokens that choose but
the transitions: Assume every transition ¢t € « chooses its firing degree o(t) by a “coin toss” decision
&: € INy; then, discard the choices combinations that do not yield an enabled step. Here, we have no
idling transitions, and we can identify o = €. For ¢t € 7, and k € IN, denote as n; (k) the probability that
& = k. For every clique X C 7, of G,, set

X 2 {gIVp e X: > mz&p) =kWp} (34)
teEp*NX
then, Potx(o) = €)Y &) -Inn (€(1)] + L (€)-(—00) (35)
teXxX

In the context of Figure 14, the result for A € o — to be contrasted with (33) —

Pl (Aco) = na(1) - 5 (1) - nc(0) + np(0) - ne (1) + ns(0) - nc(0)] C(36)

( na(1) - [mB(1)-nc(0) +n5(0) - ne(1) +ns(0) - nc(0)] )
+14(0) [n8(1) - nc(0) +18(0) - nc(1) +18(0) - e (0)]

. and more ? The above list of possible cluster firing strategies cannot be complete; it is meant only
to give an idea of the variety of models that will fit into the framework we present here. Some of the above
have been considered in the literature, although in less generality; in [1, 2], conflicts between individual
transitions in GSPN are randomized using static priorities and transition weights: the probability of firing
t is the weight of ¢, divided by the sum of the weights of all transitions in the conflict set. These conflict
sets coincide with the clusters here, in the class of Petri Nets where both definitions are applicable (in
particular, where all transitions have equal priority). Only single transition firing is admitted; steps of
transitions with a common pre-place are not considered as enabled, and auto-concurrency of transitions
is excluded. This randomization could be added to our list. However, the framework of [2] is in a global
time setting, and the non-determinism between clusters is not resolved; so we can integrate only the idea
of local weight randomization in our model, and inside clusters only.
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4.3 Modifying Potentials To Ensure Maximal Parallelism

The Problem. We have now presented the fundamental ingredients of probabilities on parallel exe-
cutions : choices of steps on clusters, and of policies scheduling the cluster actions. Cluster measures
can be used for both, and assumed to be Markov fields. However, a crucial point in policies needs yet
to be addressed: In all of the above, a policy 8 = 61,65, ... is required to consist entirely of maximal
T-cliques of clusters. If this requirement were dropped, one would allow, in the introductory example
Figure 2, to consider the cluster v(A) in 6; and then (C) in 65, or vice versa. This would thus, once
again, lead to probabilizing interleavings rather than parallel executions, and jeopardize the success of
our approach. We ask whether the policy measure can be modified in such a way that with probability
one, the randomly chosen cluster sets are mazimal T -cligues. The answer is yes, as we will see below.
Call a step o € Enab(M) mazimal for M iff no further firing instance of any ¢ can be added to o without
exceeding the marking of some p € *¢:

VteT Apet: M(p) < (p®, o)+ W(p,t). (37)

Allowing only maximal steps yields the maximal firing rule. So far, the cluster measure construction
will, in all non-degenerate cases, give positive probability to maximal as well as to non-maximal steps.
Implementing a change of the firing rule in the cluster measure construction means setting the probabil-
ities of unwanted steps to zero. If this is done without care, this may destroy the Markov field property
since the constraints imposed by firing rules like the above are global for the cluster. And in distributed
applications, as sketched in the introduction, there is no central controller available to ensure maximality.

------------- s U
o T \
A C \ A -7 C
D N N D
< / [ NS
B T<Ld8 ST = 20D
/ N e
\ ~ ~ -

Figure 15: Triangulating a Conflict Graph

The Solution: Conflict Graph Triangulation. However, there is a way to implement mazimal step
firing by means of the Gibbs potential construction. Let us take a closer look at conflict graphs. For any
graph G = (V, ), a vertex set A C V is independent iff no two vertices from A form an edge. We want
to find maximal independent A's, i.e. such that

VveV\A: I e A: v v (38)

For any vertex v € V, let Nb(v) 2 {v} U {V' | v <> v'} be the neighbourhood of v. We have the following
characterization of maximal cliques in terms of neighborhoods:

Lemma 3. An independent set A CV is mazimal iff for all v € V, Nb(v) N A # 0.

Proof: Suppose Nb(v)N.A = 0; then AU {v} is independent, and (38) is violated. On the other hand,
if there is v € V\A such that v ¢ o' for all v’ € A, then Nb(v) is disjoint from 4. O

In the above Gibbs constructions, we made use of clique-local properties to specify the potential in such
a way that the enabling rule was respected. For maximality, more needs to be done since it is not a
clique-local property in G: the criterion of Lemma 3 lives on meighborhoods, which are not cliques in
general. We therefore extend G to the smallest graph Ga on the same vertex set that contains G and
such that a neighbourhood in G is a clique in Ga; this graph is the triangulation of G:
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Definition 15. Let G = (V, <) be a graph. The triangulation of G is the graph Ga 2 (V, <), where
S22 L) eVXV | €eV: v o0} and a2 U

Figure 15 shows on the left a conflict graph that contains the one from Figure 14. We observe that
a clique of G is also a clique of Ga; hence a Gibbs potential for G is also a Gibbs potential for Ga. The
converse, of course, is not true.

Let Pot be any Gibbs potential for G and thus for Ga, and define a new Gibbs potential Pota for Ga
as follows: if X CV is a vertex set (i.e. a possible step of the cluster net), and C any clique of Ga,

Potpa, (X) £ Potc(X) + |XNC|- (—0); (39)

of course, for those cliques X of Ga that are not cliques of G, the first term on the right hand side
vanishes. The resulting Markov field concentrates its mass on the maximal independent sets of G.

5 Final Remarks and Outlook

The results presented here lay the foundations for a probabilistic analysis of concurrent systems in logical
time. To develop a valid probabilistic model of concurrent runs, it was essential to change the semantics
used in describing Petri net behavior to cluster semantics, a first version of which had been given in [25].
This semantics, as we saw above, allows a complete distributed Markovian probability model. It is also,
conversely, a natural choice: Gibbs potentials on the conflict graph translate the indirect causalities of
Petri net dynamics faithfully into probabilities with a maximum of stochastic independence. Now, the
total conflict graph of a Petri net has as its connected components precisely the parts corresponding to
clusters; hence all Gibbs potentials for a net A" are obtained by combining Gibbs potentials for all clusters
of N. Cluster unfoldings can thus be seen as a “Gibbs semantics” for Petri nets.

The role of the cluster net N gys is to give some structure to the action of the clusters on the state of the
net. It can do so in more or less equitable ways. One may say that N gy distributes active time over the
“players”, possibly forcing one or the other to let time pass (and see tokens arrive) without a possibility to
progress in its turn; if the cluster net decisions are non-degenerate and i.i.d., this passive period will finite
for almost all policies. In [26], the cluster semantics was applied to the study probabilistic partial order
fairness properties of distributed processes. Such properties, which can not be verified on interleavings,
are rephrased there in terms of properties of the policy (e.g. conspiracy against some cluster) and of
the choices (fairness w.r.t. some transition) properties of probabilistic cluster unfoldings the Markov
Property can then be used to establish recurrence- type results, which prove almost sure fairness and
non-conspiracy under i.i.d. assumptions. A detailed investigation of this field is part of future work.

The above results have their motivation in the diagnosis of distributed system, as sketched in the
introduction. A natural next step is the study of Hidden Markov Models in distributed settings; here,
both theoretical and practical work lies ahead. Future work also includes the development of statistical
estimation and test methods for identification. Including physical time into the model (which is not a s-
traightforward task), the results presented here will also help in analyzing the performance of probabilistic
distributed systems.
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sions, and encouragement. Moreover, I am indebted to three anonymous referees of the first version of
this paper, whose remarks were of great help in improving the present version, and to Samy Abbes for
discussing the revisions.
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Glossary
Symbol Meaning Page
IN, Ny, Z positive integers, non-negative integers, all integers 6
Mult(X) set of all multi-sets over X 6
ming (A), maxg(A) set of minima/maxima of set .4 6
‘z; x°; 'z pre-/post-set / neighbourhood of a Petri net node 6
O, 2© input / output weight vector 6
o, Step, A Step, set of all steps, empty step 6
Enab(M); M -7, Set of enabled steps; firability of a step 6
°z, z°, °x° pre-/post-set / neighbourhood of a net node 7
NX] Subnet spanned by set X 7
ic, # Conflict relations 7
li, co, id, cp Line / Concurrency / Identity / Compatibility relations 7
c, Cuts Cut; set of cuts 7
zb, Y 2T, 2h past, strict past ; future, strict future of z 7
hull(X) open (condition-bordered) hull of set X 7
R; Pref Prefix; set of prefixes 7
C,Con; w, 2 Configuration, set of configurations; run, set of runs 7
II=(N,¢) branching process 8
v 5 Clus ; out(y) cluster; set of clusters; output set of cluster 11
M2 (N,mp,p) branching cluster process 12
C prefix relation 12
M. ;~5 Marking associated to cut ¢ ; Pseudo-reachability of cuts 12
act(e) ; pass(e) Set of active/passive input conditions of an event 13/16
(VRN Tile ; complete tile 13
Ua Unfolding under design d € Des 16
D/T Independence/Dependence relation for clusters 16
6, Pol (Pre-)policies 18
Up; U Unfolding under policy 8 € Pol; full unfolding 18
n n-th round prefix of U 18
d; Cho Choice function; choice space 19
BTilesyz ; dR ; OR ; ¥R Set of bordering tiles, Front, Slice, and shift of prefix R. 20
Pot, E, Part Potential, energy, and partition function. 26
Nb(v) Graph neighborhood of vertex v 29
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