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Modélisation de laser Raman : analyse mathématique et
numérique

Résumé : Nous étudions un modéle discret d’amplification dans un laser Raman, écrit comme un
systéme de Lotka-Volterra. Nous montrons que dans une situation idéale, les équations peuvent
s’écrire comme un systéme de Poisson avec des conditions au bord en utilisant un changement de
coordonnées global. Nous étudions les questions d’existence et d’unicité de la solution. Nous en
déduisons des algorithmes pour "approximation numérique de la solution qui sont plus stables que
les méthodes de tir classiques.

Mots-clés : Lotka-Volterra, Systéme de Poisson, Systéme Hamiltonien, Probléme avec conditions
aux bord
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1 INTRODUCTION

The problem described in this paper originates from a model of Raman laser amplification
effect in an optic fiber [6]. Standard discrete models of this phenomenon (see [1] or [7]) lead to a
system of differential equations of Lotka-Volterra form (see for instance [5]), where high-frequency
waves traveling forward and backward in the fiber disseminate part of their energy to low-frequency
waves through a prey-predator process. Boundary conditions corresponding to Bragg reflecting
lattices are imposed on both sides of the laser cavity [7].

In the case of an idealized fiber, this system turns out to have a Poisson structure (see for
instance [5]) for which we can exhibit explicitely the Hamiltonian and the Casimir invariants.
However, the underlying Hamiltonian function is affine with respect to the unknowns. The cor-
responding invariant manifold is thus not compact so that the existence of a solution remains a
non-trivial question. Moreover, the system is posed as a boundary value problem. These aspects
contribute to make a numerical approximation difficult to obtain : for instance, the shooting method
[2] is to be banned here due to the presence of nonlinearities (most initial values would lead to
blow-up in finite time); more elaborated methods, such as finite differences, collocation, or multiple
shooting, are possible alternatives, but might become prohibitively costly in large dimension.

Another difficulty comes from the fact that in the original variables, there exists always a
“¢rivial" solution corresponding to the case where the Raman amplification effect has not yet
started. Numerically, the presence of this dummy solution makes the choice of the initial values in
an iterative process difficult to determine.

Here we prove that the Poisson system can be brought to canonical form through a global
change of coordinates. Note that the change of coordinates defined in Darboux-Lie’s Theorem is
usually local and that the literature offers only a few examples of such global changes (see [5] pp.
241 for a nice example). We show that for an ideal fiber the equations can be written

u' =GV, H(u,d) with H(u,d) = d;sinhu;, (1.1)
=1

where u is an unknown vector of dimension n > 1 of functions defined on the fiber, d an unknown
element of R, G a skew-symmetric matrix and H(u,d) the hamiltonian of the problem. At
this stage, getting a canonical Poisson system requires only to bring the constant skew-symmetric
matrix G to canonical form. Note that the d;’s are Casimir invariants of the underlying Poisson
structure (see [5]).

In this form, the “trivial" solution has disappeared, but the problems of existence and unique-
ness of the solution (and thus definition and convergence of shooting schemes) are still present.
Note that the boundary conditions depend also on the unknown values of the Casimir invariants
d;. In the general case (i.e. not for an idealized fiber), we show that we can write the problem in
a form close to (1.1) where the d;’s remain invariants of the problem with unknown values.

We show that it is actually possible to take benefit of the available free parameters d so as to
reformulate the problem as a Cauchy problem for a system of integro-differential equations. In this
form, the problem is well-posed : using standard techniques (Schauder’s theorem), the existence
of solutions can be easily proved for boundary conditions independent of d (see [3]). Uniqueness
for boundary values that are not too far apart and an arbitrary dimension is also shown. Note
that ad-hoc techniques allow for the treatment of the one and two-dimensional cases for arbitrary
boundary values (see [3]). Eventually, we prove the existence and uniqueness of a solution to the
original problem (with boundary conditions depending on d) under strong assumptions on the
data.

Using the integro-differential formulation of the problem, we derive a numerical Picard-like
scheme converging toward the solution under smallness assumptions on the data. We conclude this
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4 Castella, Chartier, Faou, Bayart, Leplingard & Martinelli

work by giving numerical examples showing that this scheme converges linearly to the solution in
practical cases.

In Section 2, we describe the original Lotka-Volterra equations and in Section 3 we exhibit the
Poisson structure in the case of an ideal fiber. We then show a global version of the Darboux-Lie
Theorem for this system in Section 4.

Sections 5, 6, 7 are devoted to the proof of existence and uniqueness results for the general
problem using the change of unknowns defined in Section 4. In practical cases, the matrix G is
invertible when n is even, and singular with the eigenvalue 0 of multiplicity 1 when n is odd. We
thus distinguish these two cases. In Section 5, we first consider the simplest case where n is even,
G is invertible and the boundary conditions are independent of d. We combine this result with the
use a fixed-point theorem to obtain an existence and uniqueness result for the general case (i.e.
with boundary conditions depending on d) when n is even in Section 6. Eventually, Section 7 deals
with the case where n is odd.

Finally we give numerical results in Section 8.

2 A MODEL OF CASCADED RAMAN FIBER LASER

We denote by L the length of the cavity, and we suppose that n rays at given frequencies vy,
Va, ..., Uy, are represented by n functions F;(z) and B;(z) for « € [0, L] denoting the powers of the
forward and backward waves respectively.

The model equations can be written as follows, where the index ¢ runs from 0 to n (see [7]
and [1]):
F = —oiFi =309 (Fj + Bj)Fi+ 3., 965 (Fj + Bj) F,

Bi = B+, 95(F+ Bj)Bi — 3., 9i(F; + Bj)Bi.

Here and in the sequel, the ' denotes the derivation with respect to x € [0, L]. The coefficients g;;
are non negative and represent the Raman gain between the wave length of the level ¢ and j. The
coefficients o; > 0 are attenuation coefficients. We define the Raman gain matrix G = (G;;) by:

Gij = —Gij if j > i,
Gij = 9 if @<y,
Gy = 0.

We can now rewrite equations (2.1) in a more compact Lotka-Volterra form as follows:

, n (2.1)
B = o;B;—>;_, Gij(Fj + Bj)B;.

To complete the description of the problem, it remains to consider the boundary conditions
in 0 and L. They read

Fi(0)=P and F;(0)=RYB;(0), i=2,...,n (2.2)

and
B;(L) = RZ—LFz-(L), i=1,....,n—1 and F,(L)= RowBn(L), (2.3)

where the coefficients R? and RL are reflectivity coefficients of the Bragg lattices in z = 0 and
x = L respectively, and R, is the last reflectivity coefficient (see [7]). The number P is given and
represent the pump power injected in the cavity at the frequency v;. We will mainly consider the
situation where R; ~ 1 and Roy < 1) (usually Roy = 0.15 and RY = RF = 0.99).

INRIA



Raman Laser Modeling 5

Note that the system (2.1-2.2-2.3) possesses the “trivial” solution
Fi(x) = Pexp(—aiz), Bi(z) = REPexp(ai(z — 2L))

and F; = B; = 0 for 7 > 2. This solution corresponds to the case where the Raman amplification
effect has not yet appeared. Indeed, the system (2.1) describes a stationary regime of more general
time dependent equations. In practice, the laser starts on the noise due to a further term not
present in equations (2.1-2.2-2.3), the so-called “Amplified Spontaneous Emission” (ASE) (see [6]).
From a mathematical point of view, when the (ASE) term is taken into account, the only admissible
stationary regime is the non-trivial one. However, as soon as the laser starts, the contribution of
the (ASE) can be completely neglected. We are thus looking for a physical solution of (2.1-2.2-2.3),
satisfying the further assumptions:

F;>0 and B; >0 for i=1,...,n. (2.4)

Even at this early stage, it is interesting to notice that the system has several mathematical
invariants. A simple calculation shows indeed that

Vi=1,...,n, Vael0,L], (FB)(z)= (FB;)0)=(FB;)L).

If we make the further assumption that G is skew-symmetric (that is to say that there is no
loss of gain), and that the «; are all vanishing (meaning that there is no loss of energy due to the
Joule effect within the fiber), then we can further notice that ;(F; — B;) is kept constant along
the fiber. This quantity can be interpreted as the energy of the system and its preservation in
absence of attenuation is physically sounded.

Remark 2.1 In practical cases, the matrix G is close to a bidiagonal matrix G such that éij =0
for [i —j| > 1, Gy =0fori=1,....n, Gis1 = —cfori =1,....n —1 and Gy;,,; = o for
i=2,...,n, where o is a real positive number. Note that with this definition, G is invertible when
n is even and singular with the eigenvalue 0 of multiplicity 1 when n is odd. This corresponds
to the case where we only take into account the interactions between successive frequencies, and
where we suppose that the value of the Raman gain does not depend on the frequencies, but only
on the difference between two frequencies (see [7]). In this special cases, we will see that we can
obtain more refined estimates. ]

The existence of these invariants will become natural in the next section, where the system
will be shown to have a Poisson structure. It is a well-known fact that such systems can be brought
back to canonical form, through a local change of variables. In the context of the present study, it
is in fact possible to exhibit a global change of variables and this will be the subject of Section 4.

3 A CONSERVATIVE MODEL WITH POISSON STRUCTURE

In this section, we consider a somewhat idealized model, which can be viewed as a simplified
form of the previous one. The so-obtained system has obviously the advantage to be more tractable
from a mathematical point of view. From now on, we thus make the following assumptions :

1. g;j = —gji, so that the matrix G is skew-symmetric.

2. the matrix G is of maximal rank : G is invertible if n is even and G is of rank n — 1 is n is
odd.

3. a;=0foralli=1,... n (there is no loss of energy within the fiber).

RR n° 4776
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In the following we set Y = (F, B) € R?" and we define G(F, B) as being the n x n matrix with
coefficients G;; F; B;. The 2n-dimensional square-matrix J(Y") is then constructed by the equation

J(Y) = ( _G(B. F) G(B, B) , (3.1)
and is clearly skew-symmetric. We write J,3(Y") the coefficients of this matrix (o, 8 =1,...,2n).
Now for two functions H and K of Y we define the bracket

2n
OH(Y) OK(Y)
H K}Y) = w3 (Y . 3.2
{H,K}(Y) 2 aYaJﬁ()aYg (3.2)

We will see that this bracket defines a Poisson bracket, that is satisfies the three identities, for all
H, K and @ functions of Y:

{H,K} =—{K,H} (skew-symmetry)
{{H, K}, Q} =+ {{Kv Q}, H} + {{Q, H}, K} =0 (Jacobi identity)
{H -K,Q}=H -{K,Q}+ K -{H,Q} (Leibniz rule)

This is a consequence of the following lemma (with m = 2n):

Lemma 3.1 Let m > 1 and A, be a skew-symmetric matriz of order m (Ao = —Apa). Let
A(Y") be the matriz of order m with coefficients AagYoYs. Then the application

m

OH(Y) OK(Y)
av, Aes) Yy

(H,K)
a,B=1

defines a Poisson Bracket.

Proor. It is well known (see [5]) that the result is true if the matrix A(Y") satisfies the relation

Z (aAg;a(‘Y) Aa5(Y) + 61457}6/5}/)14&3(5/) + M%}/E}/)Aaa(y)) — 07 (33)

for all Y € R™. But we have

" 9As, (Y
2 ST()AM(Y) = ApoApsYpYsYo + Apo Ass YpYsYs

a=1
Thus the relation (3.3) is equivalent to
ApeAps + ApoAcs + Ass Ao + AcsAsp + AspAse + AspAps =0

and we see that this relation is satisfied using the fact that A.s is skew-symmetric. |
Now we see that J(Y") is of this form, using the partition Y = (F, B) and thus (3.2) defines a
Poisson Bracket. A simple computation then yields the following result:

Proposition 3.2 Suppose that all the o; = 0 and that G is skew-symmetric. Then the system
(2.1) is equivalent to the system
Y' = J(Y)VHy(Y) (3.4)

where J(Y') is the matriz (3.1) and Ho(Y) is the hamiltonian

Hy(Y) = zn:(Fi —B;) for Y =(F,B). (3.5)

i=1

INRIA



Raman Laser Modeling 7

Remark that if n is even and if the «; are non zero, then there exist n real coefficients a; such
that the system (2.1) is equivalent to the system

Y = J(Y)VH,(Y) (3.6)

where J(Y') is the matrix (3.1) and H,(Y") is the hamiltonian

H,(Y) = i (Fl —B;+a; 1ogFi) for Y = (F,B). (3.7

i=1
Indeed, we see that we have
VH,(Y)=(14+a1/Fi,....,1+ap/Fn,—1,...,—1)T.

Thus the system (2.1) is equivalent to the system (3.6) if and only if we have a’ G = —a® where
« denotes the vector (o;)i=1,...., and a the vector (a;)i=1, ... Using the assumption that G is
invertible when n is even, we get the result.

The Poisson structure of the problem yields natural invariants of the problem.
Proposition 3.3 Suppose that a; = 0 and G is skew-symmetric of maximal rank. The system
(2.1) is thus equivalent to the Poisson system (3.4).

If n is even the system possesses n Casimir invariants ¢; = F;B;, i =1,...,n.

If n is odd the system possesses n + 1 Casimir invariants ¢; = F;B;, i = 1,...,n, and
S a;log F; where a = (a;)?"_; is such that a* G = 0.

ProOOF. By construction, if Y, # 0 for a = 1,...,n, the matrix J(Y) defined in (3.1) has the
same rank as the matrix G. Moreover, if we set ¢; = F;B; for i = 1,...,n, we see that the vectors
Ve; are in the kernel of J(Y'). As these vectors are linearly independent, the ¢;, i = 1,...,n, are
n Casimirs of the system.

If n is even, there is no other Casimir because the rank of J(Y) is n for generic non zero Y,
a=1,...,n.

If n is odd and if we set A(Y) =_._| a;log F;, then we have
VAY) = (a1/Fi,...,an/Fn,0,...,0)T,

and we compute directly that

(VAW I(Y)), =

(03

(aTG)oFa if 1<a<n,
(aTG)o—nBa if n+1<a<2n,

and hence VA(Y)TJ(Y) = 0. As VA(Y) is independent of the Ve; for generic Y, this means that
A(Y) is the last Casimir of the system. [ |

Suppose now that «; # 0. For given i we compute that
F’{Bi = 7OtiFiBi =+ Z?:l Gij (F] + BJ)F1B1 and
BZIE = aiBiFi - E?:l Gij (FJ + BJ)BZFl

and thus it is clear that F/B; + F;B, = 0, and hence the ¢; := F;B; are constant along the
trajectories of (2.1). Thus the system the system (2.1) with «; # 0 still possesses the n invariants
C; :Fsz for i = 1,...,n.

RR n° 4776



8 Castella, Chartier, Faou, Bayart, Leplingard & Martinelli

4 CHANGE OF UNKNOWNS

The system (2.1) can be seen as the expression of the derivative of log(F;) for i = 1,...,n.
Moreover, we know that in all cases, the products ¢; := F;B; are invariants for ¢ = 1,...,n. That
is why we make the following change of unknowns:
¢ = FB,

w = log(F/ V@)

This change of unknowns is well defined under the assumption (2.4) and we have the inverse relation

(F,B)H{ i=1,...,n. (4.1)

F;, = /c;e™ and B; = \/c;e”"“.

It is thus clear that we have F; + B; = 2,/¢; cosh(u;) and uj = F/F;. The system (2.1) can thus
be written,

u, = —a; +2>." | G/ coshu;
g GV 7 for i=1,...,n. (4.2)
¢ =0
The boundary conditions are now
u1(0) =log(P/v/c1) and u;(0) = $logRY for i=2,...,n, (4.3)
and
ui(L)=—%logRl for i=1,...,0 and wu,(L)= —1logRou. (4.4)

Let us consider now the ideal case, where o; = 0 and G is skew-symmetric of maximal rank.
In the new coordinates, the Hamiltonian Hy(Y") in (3.5) writes now

Hy(u,c) =2 Z /¢ sinhu;.
i=1

The classical Darboux-Lie theorem states that a Poisson system y' = A(y)VH(y) can be
locally written as a system of the form

/ . J71 o

0 0
0 I
(o)

where I is the identity matrix of dimension d, where 2d is the rank of A(y).

where J is the matrix

Here, for F; > 0 and B; > 0, i = 1,...,n, the matrix J(Y) is of rank n if n is even and
n — 1 if n is odd. We now show that using the previous change of unknown, we can write a global
Darboux-Lie transformation. We first have the lemma:

Lemma 4.1 There exist a invertible matriz M of order n such that

G=MAMT

J 0
=% o)

where J~! is of dimension n — 1 if n is odd.

where A = J~1 if n is even, and

INRIA
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PROOF. By the real Schur decomposition theorem (see for instance [4]), any real matrix G' can
be brought to the form

Ry Ry -+ Ry
0TG- 0 Rop -+ Rop
0 0 - Rym

where the R;; are either a 1-by-1 real matrix or a 2-by-2 real matrix with complex conjugate
eigenvalues. Note that the matrix @) involved in the transformation is real orthogonal, i.e. satisfies
QTQ = I. Now, since G is supposed to be skew-symmetric, we immediately get

Rij = 0 fOI‘j;l'é’i7
Rl = —Ru.

This means that Q7 GQ is in fact a block-diagonal matrix with skew-symmetric blocks of dimension
1 or 2 on the diagonal, i.e. of the form R;; = 0 or

0 w;
R”|: —w; 0 :|

Consider now the block diagonal matrix D with diagonal blocks D;; = 1 if R;; =0 and
o |Wi|_1/2 0
Du - |: 0 |wi|_1/2 )

otherwise. The rescaled matrix DT QT GQD is block-diagonal with diagonal blocks D;; R;; D;; either
null or of the form

0 41

F1 0 |
It remains to notice that DT QT GQD can be brought to the form stated in the lemma through a
permutation matrix P satisfying PTP = I (M is then (QDP)~T). ]

Using this lemma, we obtain easily the following result:

Theorem 4.2 Suppose that a; = 0 and G is skew symmetric of maximal rank. Let M be the
matriz of lemma 4.1, and let ¢ and u the unknowns defined in (4.1). Then the change of variable
(F, B) — (v,c) where v = M ~u is a global Darbouz-Lie change of variable from

{(F,B)€R*™|F; >0 and B;>0} to {(v,c)cR*"|¢;>0}.
In the coordinate system z = (v, c), the system writes
2= JoVK(z),

where Jy is of the form (4.5) with J of dimension n if n is even and n — 1 if n is odd. The
hamiltonian K (z) writes:

K(z)=K(v,c) = Z Ve sinh((Mv);) = (ve)T sinh(Mw).

Note that if n is odd, using the definition of M, the last component of v is of the form Y. | a;u;
where a = (a;)!"_; is in the kernel of G. Thus v, is the Casimir of Proposition 3.3.

RR n° 4776



10 Castella, Chartier, Faou, Bayart, Leplingard & Martinelli

Going back to the general case (i.e. G non skew-symmetric and «; # 0), we see that we
reduced the problem (2.1-2.2-2.3) posed on the set { (F, B) € R*"|F; >0 and B; > 0} to the
problem with boundary conditions (4.2-4.3-4.4) on the set { (u,c) € R*"|¢; > 0}.

We will now study this last problem in several steps. First of all, we note the presence of
the inhomogeneous boundary condition u;(0) = log P/,/c1 depending on ¢; while the others are
independent of the coefficients ¢; with unknown values. As we will see, this condition is not treated
in the same way for n even or n odd.

When n is even we use the following strategy: we study first the problem (4.2-4.3-4.4) but
with a Dirichlet condition on u;(0) independent of ¢; (we write it %log R;, where R;, > 0 for
homogeneity reasons). This problem is studied in the next section. Once we proved existence and
uniqueness result for this problem for “small" values of the boundary conditions, we then give in
section 6 an existence and uniqueness result for the initial problem with the boundary condition
(4.3). As we will see, the conditions on the power P to obtain this result are severe.

In the case where n is odd, we will see in section 7 that we can use an element of the kernel of
G to construct an invariant (the last Casimir invariant in the case where G is skew-symmetric) and
that we can obtain directly an expression of ¢; with respect to the data of the problem. Using this,
we can prove the existence and uniqueness of the problem (4.2-4.3-4.4) for a given P satisfying
strong conditions.

5 EXISTENCE AND UNIQUENESS RESULTS FOR n EVEN: A MODIFIED
PROBLEM

If n is even, the problem (4.2) together with the boundary conditions (4.3-4.4) seems difficult
to solve, because of the presence of the term log(P/,/c1) in (4.3) for which it is hard to have bounds
(see the next section). Here, we first prove the existence of a solution of a modified problem, written

u, = —a; +2>" G\ /cjcoshu;
21 G/ Y for i=1,...,n, (5.1)
¢ =0
with the boundary conditions
u1(0) = 2log Rin and u;(0) = 1logRY for i=2,...,n, (5.2)
and
ui(L)=—%logRl for i=1,...,n and wu,(L)=—3logRou, (5.3)

where Rj, is a real number. In the original variable, this corresponds to the boundary condition
F1(0) = Rin B1(0). In the following, in order to get compact formulas we set:

RY:=R;, and R := R,u.

In the ideal case where G is skew-symmetric and @ = 0, this problem is a Poisson system with
boundary conditions. Using the same method as in [3], we show now that in the general case, we
can reformulate this problem as a Cauchy problem for system of integro-differential equations.

Let us integrate the equations (5.1) from 0 to L. We find, for alli =1,...,n:

u;i(L) —u;(0) = —ay L + 22 Gij\/cjll coshuyl| |

j=1

INRIA
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where || coshu,]| | is the L' norm of coshu; in [0, L] Hence we see that
Vi=1,...,n QZGij\/c_choshujHl:—%logRiL—%logRiO—i—aiL, (5.4)
=1

We define the vector 1 € R™ by
i = —%1ogRiL — %logR? +ao;L for i=1,...,n.
If G is invertible, we set ¢ = G~ 'y € R™. The equation (5.4) then writes
Vi=1,....,n /¢l coshui|| | = 3q. (5.5)

This shows that the condition g; > 0 is necessary to have the existence of a solution satisfying
¢; > 0. Moreover, under this condition, the system (5.1) is equivalent to the system

. cosh u;
Vi=1,...,n al—i—ZGUqJ Tooshu]. (5.6)

Note that this equation is not an ordinary differential equation, and that it can be set for arbitrary,
possibly negative, ¢;. The condition ¢; > 0 for all 4+ = 1,...,n thus appears as a conditions such
that the problem (5.1-5.2-5.3) admits a “physical" solution with non negative c;.

Note moreover that if u = (u;)?_, satisfies (5.6) with the boundary conditions (5.2), then by
definition of ¢, the boundary conditions (5.3) are also satisfied.

We begin by showing an existence result for a general problem of the form (5.6) with Cauchy
boundary conditions in x = 0 (see [3]):

Proposition 5.1 Let § € R", A be a matriz of size n, and v° € R™. There exists a vector v with

smooth coefficients v;(x), i = 1,...,n defined on [0, L], solution of the equations:
vi(z) = Bi+ Z coshu;(z) for x€0,L]
For i=1,...,n ’ ’ N co sho| |’ Y (5.7)
v;(0) = o).

Using this result with 3; = —a;, v = LlogR? for i = 1,...,n and A;; = Gy;q; for i,j =
1,...,n, we deduce immediatly the follovvlng result

Theorem 5.2 Suppose that n is even. Let u the n-vector defined by
pi = —3log RF — Llog R? + L for i=1,...,n. (5.8)

The system (5.1) together with the boundary conditions (5.2) and (5.3) possesses a smooth solution
with ¢; > 0 for i =1,...,n, if and only if the vector ¢ = G~ ' satisfies

¢G>0 for i=1,...,n. (5.9)

In this case, we have the relation

2
qi .
cGi=|——"7-—— or 1=1,...,n.
’ <2|| coshui”l) f
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We will discuss later the condition (5.9) and show that it is satisfied in cases of practical
interest (see Proposition 6.3 below).

PRrROOF OF PROPOSITION 5.1. We see that v is solution of (5.7) if and only if it is solution of the
equation
v =®(v)

where @ is defined by

* coshv,(t)

B(v)i(z) = ¥ + Bix + ZAU/ dt, for i=1,...,n. (5.10)
j=1

o [[coshusl,

On the space (L*°)", we define the norm |[v[| = maxj_, [lv]| ... If v € (L*)", we see that have
for all z € [0, L],
@)l < I10°ll  +LIBI + 1Al (5.11)

where ||- || denotes either the norm on (L>°)" or the standard infinity norm for vector and matrix
in R". Note that we used the fact that

0 g/ _cosho; (5.12)
o [lcoshujll,
Moreover, using the fact that for all j =1,...,n, [[coshv;[|, > L, we also have for all v € (L>)"
andi=1,...,n,
d®(v);(x) 1 —
S <+ 1 3 gl cosh oy
and hence

1
1)l <181 + F 1Al cosh o]l

Thus @ defines a function from (L>)" to (W1)". Now we compute that for v and v in (L*°)",
we have foralli=1,...,n

D (u)i(r) — Z Ayj Teoshu. coshu] I, / (coshu;(t) — coshv;(t)) dt
j=1
- “ coshwv;(s) 1 L
+ > Ay / I ds / coshv;(t) — coshu,;(t)) dt. (5.13)
JZ:; ’ < o | coshu;|, ) | coshuyll | Jo ( / i(®)

Using the fact that the L' norms of the coshu; and coshv; are greater than L, and (5.12) we get
the bound:

|@(u)i(z) = ®(v)i()] <2 |Ayll| coshuy — coshy|

Loo )
j=1
for all i =1,...,n. Now we see that if u and v satisfy |lul| < M and |[v]|, < M, we have
[2(u) — @)l  <2[A]l  (sinh M) ju—of| . (5.14)
In a similar way, we find that
1 cosh M .
oy = o)l < 7 (1+ ) A4l Ginh )~ ol

This shows that ® is continuous from (L>)" to (W1o°)m,

INRIA
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As [0, L] is bounded, the injection W1 — (0, L) is compact. Thus ® defines a continuous

compact application
@ (L)" — (L)"

with bounded image K C C(0,L)™ (see (5.11)). By the Schauder theorem, ® has a fixed point v
in K.

Thus v is a continuous solution of (5.7) and we see by induction that v € C°°(0, L). This shows
the proposition. ]

Remark 5.3 In the case where 3; = 0, the system (5.7) is invariant by scaling of the interval

[0, L]. Indeed, we see that if the functions v;, i = 1,...,n, are solutions of (5.7) on [0, L], then
the functions y — v;(Ly) are solutions of the same equation on (0, 1) (with the L' norm on (0,1).
This is easily seen by change of variable. [ ]

In [3] we prove that for n = 2, o; = 0 and G skew-symmetric, the solution given in Theorem
5.2 is unique. As we will see now, uniqueness for higher dimension is only proved here under
smallness hypothesis on the data. As before, we first give a general proposition for problem of the
form (5.7):

Proposition 5.4 There exists an number € > 0 such that for all matriz A and vectors v° and 3
satifying
10 + LIBI  + 1Al <e, (5.15)

the solution v of Proposition 5.1 is unique. Moreover, the sequence v\¥) for k > 0 defined by
v+ = ®(v(*)) where @ is defined by (5.10) and v(®) =0 converges toward v.

The multiplication by L in the inequality (5.15) is only due to homogeneity reasons (see (5.11)).
Before proving this result, we show how it yields a uniqueness result for the problem (5.1-5.2-5.3).
Recall that for given posmve numbers RY, RF and a; we set p; = —1 log RF — 1log RY + o; L for
i=1,...,nand ¢ =G 'u. For § >0, we deﬁnetheset

Qs ={ R),RFa;,cR*™ | |R?—1|<6, |RF—-1/<¢6 and |as|<é } (5.16)

Note that for all § > 0, Qs is a domain of R®" containing the point (1,1,0) (i.e. R} =1, RF =
and a; =0 foralli = 1,...,n). Using Proposition 5.4 with 8; = —a;, v? = 3 log RY for i=1,.
and A;; = Gyjq; for 4,5 =1,...,n, we deduce the following result:

Theorem 5.5 There exist a real number & such that if (R?, RF, «;) € Qs satisfies
Vi=1,....n ¢ >0
where
q=G 'y with Yi=1,....,n ;= félogRiL - %logR? +a; L

then the solution of the equation (5.1-5.2-5.3) is unique. Moreover, the function u*) given by the
following algorithm converges toward this solution: Fori=1,...,n, we define the sequence ugk) (x)
of functions on [0, L] by uz(-o)(x) =0 for x € [0, L], and for all k > 1, ugk) (x) satisfies the equations,

fori=1....n
(k)

(k1)) coshuj

U; = —o;+ ij 45
() Z " cosh P, (5.17)
uz(-kﬂ) 0) = % log RZ-O.
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PROOF OF PROPOSITION 5.4. Under the assumption (5.15) and using (5.11), we see that for all
v € (L), ®(v) takes values in the ball B, (0,¢) of (L°°)". If v and u are solutions of (5.7), they
thus satisfy [|v]|  <eand [Jul| _ <e.

Using the equation (5.14), we thus have, as [|A| <,
[®(u) — @(v)|| < 2e(sinhe)llu—vf . (5.18)

Let k = 2e(sinh ). It is clear that for ¢ sufficiently small, we have k£ < 1. This means that u = v.

Now we verify that for ¢ sufficiently small, ® is contractant from B (0, ¢) to itself, and thus, that
the sequence v(*) defined in the theorem converges toward the unique solution v = ®(v). |
Remark 5.6 In [3], in the case where 3 = 0, we show a slightly different result: For a given v,
there exist and e such that if [|A[|__ < ¢, the solution is unique. Here, as we want to solve the
original problem with a given pump power P, we need to have uniform estimate with respect to
the initial value v°. [ ]

6 EXISTENCE AND UNIQUENESS RESULTS FOR n EVEN: THE INITIAL
EQUATIONS

Comparing the equations (4.2-4.3-4.4) and (5.1-5.2-5.3) we see that solving the first system is
equivalent to find an R;, solution of the equations \/Ri, = P/,/ci where ¢; depends on Rj,, for
fixed a;, RF (i=1,...,n) and R} (i =2,...,n) and P. Using the relation (5.5), this writes

3

4P? 2
Ry, = ?H coshuy[|] =: g(Rin). (6.1)
1
Note that in order to define the function g, the data have to be taken in the set Qs with J sufficiently
small.

Here, we show that under conditions on P and the datas, we can find a unique solution of this
equation if the datas are “small": this mean in particular that the solution Ry, = g(Ri,) is close
to 1. Equivalently, this means that /c; is close to P or 11| coshu|| 1_1 is close to P.

For ¢ > 0, we introduce the following set:

Us:={ (R)}_y, (Rl,oi)i~y | |R)—1]<1, |R)—1/<1, and |a5] <6}  (62)
Weset X = (RY,...,R0 RE ... RL ay,...,a,) € R®"~! an element of U;. Note that if |[R) —1| <
§ then (RY, X) € Qs.

We write ¢; (R, X) for the coefficients of ¢ = G~ 1 where u depends on (R, X) via the equation
(5.8) for RY = Ry,.

We first note the following: suppose that X € Us is fixed, then as G1; = 0, for all R}, ¢;
depends only on X, and is written ¢; (X).

Now for fixed X € Us, P is closed to /c1 means that P is close to 1¢1(X)|| coshu | ;1. But if

¢ is sufficiently small, the solution w is close to zero, and thus || coshus ||, is approximatively equal

to L. Hence the condition on P has to be on the form: P is close to %. As we will see in the

next Theorem, we indeed have existence and uniqueness of the solution under such a condition, up
to some technical points.

INRIA
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Theorem 6.1 There exists a real number § > 0, such that if X € Us satisfies:
@(X)>0 and VRels:=[1,146], ¢(R,X)>0 for j=2,...,n, (6.3)
and if P is a real number such that

71(X)
<P<
2L —  — 2L

“mu+%, (6.4)

then there exists a unique Ri, € [1,14 d] such that the solution (u,c) of the equations (5.1-5.2-5.3)
for the data Ry, and X satisfies

P2 4P2 9
Rin = — = == coshuq]| |,
¢ q%(X)” 1”1

and thus (u,c) is a unique solution of the initial problem (4.2-4.3-4.4). If moreover we have
¢j(Rin, X) > 0 for j = 2,...,n, then (F,B) defined by F; = /cie* and B; = \/cie™™ for
it =1,...,n is the unique positive solution of (2.1-2.2-2.3).

PrOOF. Let X € Us and R € I5 :=[1,1 + ¢]. We recall that for § sufficiently small, the function
® defined in (5.10) satisfies the following estimates: There exists continuous functions M (d) > 0
and p(d) > 0 such that M (5) — 0, p(6) — 0 as § — 0, and such that

Vo € (L) ®(u) € Boo(0,M()) and [|[(u) — ®(0)| _ < p(8)u—v]|_.
In the following, when X is fixed, we write ®(u, R) instead of ®(u) in order to precise the value of
R =RY.

Lemma 6.2 There exists a 6o > 0 such that for § < 8y and for X € Us, Re Is, R € Iy, if u and
u are the unique solutions of
u=®(u,R) and @=P(a,R),
then we have 5
u—all  <C(G)R~-R|
where C(G) depends only on G.

We postpone the proof of this lemma. Let 6 < dp, and let X € Us satisfying (6.3). For R € I, we
define the function

4p? 2
5|l coshun ||

9(R) = — =
(R) %)
where v is solution of u = ®(u, R). Suppose that P satisfies (6.4). Then we have for R € I5,

412p?
R)>—— > 1.
Moreover, as X satisfies (6.3), oy > 0, and the coefficients G1; < 0 for j = 2,...,n, we have
u! (z) <0 for z € [0, L] (see (5.6)) and thus u; (z) < u;(0) = log vR. Thus

412 p?
R) < cosh uq (0))2.
9(R) < s (coshu 0)
But we have R4l
coshui(0) = ——.
1(0) 2R
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Thus, we compute that if R € [1,1 4 6] we have
L2P%(2 + 6)?
R) < ——————=.
G
Under the condition (6.4), we see that

5)? 2
g(R)S%(1+§)

But we easily see that if §j is sufficiently small, we have for jo > § > 0,
2
(2+46)*(14+3)" <4(1+46)?

and thus

g(R) <1456
forO0<d<dgand 1 < R<1+56.
Hence, under the condition (6.4), g maps Is to itself.

Now we compute that for R and R in I,
~ 4p?
R)—g(R) = ———
o(R) ~ 9(R) = o

where u and @ are the solutions of u = ®(u, R) and @ = ®(i, R) respectively. But we have
[ull < M() and [|a]| _ < M(J), thus we have

2 _ 2
(H coshuy||] — || cosh s || 1)

- 412p?
lg(R) —g(R)| < m

But using the bound (5.9) and the lemma 6.2, we have

2 (cosh M (9)) (sinh M (5)) flu —al| -

9(R) = g(R)| < 2C(G)(1 + §)*(cosh M (8))(sinh M (6))|R — R|.
Thus, as M (0) tends to 0 as § — 0, we can suppose that Jy is sufficiently small such that for § < do,
g is contractant from Ij to itself.

Hence, there exists a unique fixed point for g, and this yields the result. [ |

PROOF OF LEMMA 6.2. Let & be such that p(§) < 3 for § < dp. As u and @ are in B (0, M(9)),
we compute directly that

lu—all, = 2 R) - @R
< [l@(u, R) — @@, R)|| _ +[|®(a, R) — ®(a, R)||
< gllu—al  +®@@R) - o@R) .

Thus we have, using the expression of ®,

Hu_il”oo < |1ogR—logf%| +QZ|% = G;l|Gij);

j=2

where ¢; and §; denote the values of ¢ depending on R and R for fixed X (recall that ¢;(X) does
not depend on R). As ¢ = G~y with u defined in (5.8), we see that there exits C(G) depending
only on G such that

lu—a| < C(G)|log R —log R|.

INRIA



Raman Laser Modeling 17

But as R and R are in I, we have |log R — log R| < |R — R|. Thus we get the result. |

We conclude this section by showing that the condition (5.9) and (6.3) are satisfied in an ideal
situation where G has only non zero coefficient on the upper and lower first diagonals, the «; are
zero, and most of the reflectivity coefficients RY and R’ are equals to 1.

Proposition 6.3 Suppose that G satisfies
Gij =0 for |i—j|<1. (6.5)
Suppose moreover that for alli=1,...,n, a; =0,
Vi=2,...,n, R)=0 and Vi=1,...,n—1, RF=0,

then for all Row, =: RL < 1 and Ry, > 1, if p is defined in (5.8) and ¢ = G~'u, then we have
q; >0 for all j = 1,...,n. In particular, the condition (5.9) is satisfied. If Rows =: RL < 1, then
the condition (6.3) is satisfied.

PrOOF. Under the hypothesis of the proposition, we have pu; = 0 for i = 2,....n — 1, u; =
—1log Rin and 1, = —31og Roy. Under the condition (6.5), the equation ¢ = G~1p writes

v; (5 log Rin) for i even,
q; =
vi(—3log Rows) for i odd,

where v; are positive numbers. We deduce immediatly the result from these formulas. [ ]

7 EXISTENCE AND UNIQUENESS RESULTS FOR 7 ODD

In this section, we will suppose that n = 2p + 1. In practical situations, the matrix G is of
rank 2p, and there exists always a vector a such that a” G = 0 and a vector b such that Gb = 0 (if
G is skew symmetric, we can take a = b).

We will prove in this section existence and uniqueness result for the system (4.2) together
with the initial boundary conditions (4.3-4.4) under smallness assumptions on the data. Note that
if we consider the boundary conditions (5.2-5.3), the system for n odd cannot be directly written
as a system (5.6) because the matrix G is not invertible.

However, there exists by hypothesis a vector a = (a;)"; such that «”’G = 0 and a vector
b = (b;)_; such that Gb = 0. In the following, we will suppose that the first coefficients a; and b,
of a and b do not vanish.

When «; = 0 for all ¢, following the proof of Proposition 3.3, we compute that in the initial
coordinate system (F, B), the function . ; a;log F; is an invariant of the system.

When «; # 0, it is clear that we have

RR n° 4776
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Recall that after the change of coordinates (4.1), we have
log F;(L) — log F;(0) = (L) — u;(0).

Inserting the boundary conditions (4.3) and (4.4) in (7.1) we see that
Z a; (ul(L) — ul(O) + OéiL) =0.
i=1

If we suppose that a; # 0, the previous relation implies that

ui(0) = ur(L) + ar L+ Y = (ui(L) = wi(0) + L), (72)
i A1
and thus, as u;(0) = log P — log \/c1, we find
log\/ci =log P+ +log Rt — oy L+ 37, o (3 1og(RFRY) — o) (7.3)

with the notation RL = Ry.

This shows that in the odd case, the constant ¢; is determined analytically from the parameters
of the problem. Thus, we can consider that the boundary condition in u4(0) is of the form u;(0) =
log \/R) where R} = P?/c; is given.

Consider now the system (4.2) together with the boundary conditions (4.3) and (4.4). Inte-
grating from 0 to L, we get fori =1,...,n,

ui(L) = ui(0) + oL =2 Gij /5] cosh U], .
j=1

This system can be written Ggq = p where p; = u;(L) — u;(0) + o; L and g; = 2,/¢i| coshu,|| | for
i=1,...,n. The matrix G is not invertible, but we know that the kernel of G” is of dimension 1,
spanned by the vector a. Moreover, the kernel of G7 is the orthogonal of the image of G. But the
constant ¢; is such that the vector ;1 and a are orthogonal (see (7.2)). This means that p is in the
image of GG, and that ¢ is determined up to an element of the kernel of G.

Let ¢° be any particular solution of the system Gq = p. The solution ¢ can thus be written
q=q"+ b
where A € R. Now writing the first component of this equation yields
2y/c1|| coshuq|| | = g9 + \by,

and thus we get

1 1 P
A= (2\/a|| coshu ||, — q?) = (2ﬁ” coshuy ||, — q?) .
where R;, = RY is fixed. We summarize these result as follows:

Proposition 7.1 Suppose that n is odd, G is of rank 2p, there ezxists a vector a = (a;)}_; such
that a1 = 1 and a” G = 0, and there exists a vector b = (b;)_, such that by =1 and Gb=0. Then
the system (4.2-4.3-4.4) is equivalent to the system in u and \:

B - 0 coshu;(x) .
u(x) = —o +;Gij(qj + )\bj)m for i=1,....n and xz€]|0,L] s
N 7.4
_ 2P 0
A = \/R—?Hcoshulﬂl—ql
u;(0) = 1logRY for i=1,...,n.
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where
n

Ry = eGrximsed (R [[(RERY) ™™ (7.5)
i=2
depends only on the data of the problem, and where ¢° is a given particular solution of Gq =
with v defined as usual by
pi = —1log R — Llog RY + oy L.

Recall that X denotes an element of Us; defined in (6.2). As R{ is given by (7.5), we see that
the vector ¢¥ depend only on X, and we write ¢?(X). Note that if X € Us with ¢ sufficiently small,
the number RY{ is close to 1 and the vector ¢° is closed to 0. Using this, we can prove the following
result:

Theorem 7.2 There exists a real number &g such that for all § < &g, if X € Us is such that
YA€0,6], ¢X(X)+Xo; >0 for i=1,...,n,

then if P is a real number such that

0 /0
Q1(X) Ry <P<

@ (X) + 86—
oL gl I

(RY + 1)

where RY is defined by (7.5), then the problem (7.4) has a unique solution (u,\) with X € [0,0].
Moreover, u is the solution of the system (4.2-4.3-4.4) with

(7.6)

2|| coshu| |

Ve =

for i=2....n

and c¢1 given by (7.3).

PRrROOF. For any A € R and X € Uy, we define the application & as

- “ coshw,(t
@A(U)i(x):%logR?—aiz+ZGij(q?(X)+/\bi)/ Coshvi () Gy e i=1,..m (77)
= o Tecoshuy] |

We state the following result, which is a consequence of the bounds (5.11) and (5.14).
Lemma 7.3 There exist 6o > 0 and there exist continuous functions M(5) > 0 and p(§) > 0
satisfying M (6) — 0 and p(§) — 0 as § — 0, such that for all § < by, if X € Us then for all
A €[0,9], @ satisfies

[@a(u) = @A) < p(0)]|lu— vl
for u and v in B (0, M (8)) C (L)

Now, if § < &y and X € Uj, then for all A € [0, 6], there exists a unique «* solution of u») =
@5 (u™). Thus, we can define the function

A
g(\) = Pl coshul |, — ¢?(X). (7.8)

2
V Ry
The problem is reduced to show that ¢ has a unique fixed point in [0, ]. But the condition (7.6)
implies by similar computations as in the proof of Theorem 6.1, that g maps [0, 4] into itself.
Moreover, we see that for A and A\ we have

lg(A) —g(V)] <

ROP(sinh M) ™ — M| .
1
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By an argument similar to the one in lemma 6.2 we conclude that for §y sufficiently small, the
function ¢ is contractant from [0, §] to itself. This shows the result. |

8 NUMERICAL EXPERIMENTS

In this part, we solve the system (2.1-2.2-2.3) in a situation of practical interest. We will
consider the case where n = 4 or n = 5. The length of the fiber L is taken equal to 100 meters.
The reflectivity coefficients RY and R! are taken equal to 0.99 except for the last one, Roy = 0.1.
The matrix GG of Raman gains is taken (up to terms of order 10~°) as

0 —5.354693 —0.833641 —0.1656746 —0.001215
5.109551 0 —5.091333 —0.800871 —0.246770
G=10"%| 0.757437 4.847864 0 —4.883841 —0.694188
0.143011  0.724173  4.637914 0 —3.546259
0.001000 0.212878  0.628922  3.383213 0

for n = 5 and the sub-matrix of order 4 made by raising the last column and line of this matrix
when n = 4.

Similarly, the matrix of attenuation coefficients is taken as the sub-matrix of appropriate size

of
0.388799 0 0 0 0
0 0.346712 0 0 0
diag(a) = 1073 0 0 0.296873 0 0
0 0 0 0.252234 0
0 0 0 0 0.218211

Note (see [7],[1],[2]) that the matrix G is of the following form: there exists a lower triangular
matrix L with zero coefficients on the diagonal, such that if D is the diagonal matrix with the
frequencies v; > 0 corresponding to the F; and B; on the diagonal, then G is of the form

G=L-DL"D™".

This means that G;; = L;; for i > j and G;; = —Lj; 7+ for i < j. We see in particular that GD is
J
skew-symmetric, and thus G has always a non trivial kernel if n is odd.

We first consider the problem (5.1-5.2-5.3) for n = 4 with a given Ry, = 20. We use the
algorithm (5.17). We first compute directly that for i = 1,..., 4, we have ¢; > 0. We use the Euler
method with integration step h = L/1000, and the corresponding formula to compute the integral
in (5.17). The solution is plotted in the left graphic in figure 1. In the right graphic in figure 1,
we plotted the relative error in L' norm between the components of the solution u of (5.1-5.2-5.3)
for Ri, = 20 and the successive approximations u(*) given by (5.17). We see that the convergence
is linear in this practical case. Numerically, we observe the same linear convergence for large R;,.

We consider now the numerical approximation of the problem (4.2-4.3-4.4) when n = 4 and
P = 5. We approximate a fixed point of the function ¢ defined in (6.1) by defining the sequence
Rkt = g(RF) and R° = 20. To compute the function g, we use the previous algorithm for the
modified problem. The solution in the coordinate system (F, B) is plotted in the left graphic of
figure 2. The fixed point is Ry, ~ 43.708504. Finally, we consider the case where n = 5. We
compute that in the proposition 7.1 we can take

1 1 0.149596
~0.152781 —0.145786 3.435993

a~| 1066044 |, b~ | 0968595 |, and ¢°=~10%| —0.465061
—0.198392 —0.171179 3.352517
1.551714 1.277317 0
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Solution for Rin = 20
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In the right graphic of figure 2 we plot the solution (F, B) for P = 5. This numerical approximation
is computed by defining a sequence A\(*+1) = g(A(*)) where this time g is given by the function
(7.8). The solution is A ~ 242.0841567.
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