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Abstract: In the past years, the development of 3-D medical imaging devices has given
access to the 3-D imaging of in vivo tissues, from an anatomical (MR, CT) or even functional
point of view (fMRI, PET, SPECT). However, despite huge technological progress, the
resolution of these images is still not sufficient to image to anatomical or functional details,
that can only be revealed by in witro imaging (e.g. histology, autoradiography), eventually
enhanced by staining.

The deep motivation of this work is the comparison of activations detected by fMRI
series analysis to the ones that can be observed in autoradiographic images. The aim of the
presented work is to fuse the autoradiographic data with the pre-mortem anatomical MR
image, to facilitate the above mentioned comparison.

First, we reconstruct a 3-D volume, coherent both in geometry and intensity, from the
2-D autoradiographic sections. Second, this volume is fused with the MR image, that allows
to geometrically correct the reconstruction to make it comparable to the MR image.

We show that this fusion can be achieved by using only simple global transformations
(rigid and/or affine, 2-D and 3-D), yielding a very satisfactory result.
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Fusion d’autoradiographies et d’un volume IRM avec des
transformations linéaires 2D et 3D

Résumé : Le développement des dernites années des méthodes d’acquisition d’imagerie
permettent d’avoir accés & une information anatomique (IRM, tomodensitométre, ...), ou
fonctionnelle (IRMf, TEMP, ...) in vivo. Malgré des progrés incessants, ces modalités
n’ont pas une résolution ou un pouvoir de discrimination suffisamment puissant pour imager
certains détails anatomiques ou fonctionnels, qui ne peuvent étre révélés que par une imagerie
in vitro (histologie, autoradiographie) éventuellement avec I’aide d’un produit de contraste
ou de marquage adapté.

Ce travail est motivé par la comparaison des activations détectées par ’analyse de séries
d’IRMf avec celles détectées dans des autoradiographies. Dans cette optique, le travail
présenté dans ce rapport décrit la fusion des données autoradiographiques 2D avec une
image IRM anatomique 3D. Dans un premier temps, un volume 3D cohérent en géométrie
et en intensité est reconstruit & partir des données autoradiographiques. Ensuite ce volume
est fusionné avec I'image IRM ce qui permet de corriger géométriquement la reconstruction
afin de la rendre comparable & 'TRM.

En n’utilisant que des transformations (2D et 3D) globales simples (rigides et affines),
nous montrons qu’il est possible d’aboutir & un volume autoradiographique reconstruit tout-
a-fait comparable & 'image IRM pre mortem.

Mots-clés : Fusion, reconstruction, autoradiographie, IRM
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1 Introduction

In the past years, the development of 3-D medical imaging devices has given access to the
3-D imaging of in vivo tissues, from an anatomical (MR, CT) or even functional point of
view (fMRI, PET, SPECT). However, despite huge technological advances, the resolution
of these images is still not sufficient to image anatomical or functional details, that can only
be revealed by in vitro imaging (e.g. histology, autoradiography), eventually enhanced by
staining [21].

The deep motivation of this work is the comparison of activations detected by fMRI
series analysis to the ones that can be observed in autoradiographic (AR) images, and that
can be considered as ground truth. Data are acquired on awake behaving animals (rhesus
monkeys) in the laboratory of neuro- and psychophysiology of Professor G. Orban (Dept.
of Neurosciences and Psychiatry, K.U. Leuven, Belgium).

In addition to the fMRI series, an anatomical MR image is also acquired against which
fMRI images are registered. The aim of the presented work is to fuse the autoradiographic
data with the pre-mortem anatomical MR image, so that comparison of detected activations
(in term of location) will be straightforward.

The purpose of the fusion of a set of 2-D autoradiographies, or more generally a set of
contiguous thin 2-D sections, with an MR volume of the same individual, is to find the most
exact correspondance in the MR volume for each 2-D section. Fusion can be done following
different strategies. Among these, the most intuitive consists in a twofold approach : first
align the thin 2-D sections with respect to a chosen reference section, yielding a reconstructed
3-D volume; then co-register this 3-D volume to the MR volume.

Reconstruction of a 3-D volume from a stack of 2-D images (histological slices or autora-
diographies) has already been largely studied. It is done by registering each two consecutive
images in the stack to recover a geometrically coherent 3-D alignment of the 2-D slices.
Main differences from images matching, as it is classically understood, are:

e slices to be registered are not images of the same object, but of similar objects (i.e.
two consecutive sections) that can exhibit differences in shape and/or in intensity;

e non-coherent distortions may occur from one slice to the next.

The most common method is manual registration [6, 31]. Despite its simplicity, it has
a number of drawbacks: it is not reproducible, it is user-dependent, and it is very time
consuming that makes it not suitable for a large number of data.

Fiducial markers (e.g. by sticking needles in the material before slicing) can be tracked
over the whole stack to recover the original geometry [7, 9, 10, 14]. However, since it is
usually done by least squares minimization, a bias may appear if needles are not orthogonal
to the cutting planes. Moreover, tracking can be awkward, particularly if needle holes
collapse. Last, the needles may destroy part of the tissues of interest in the material.

More classical registration methods are also been investigated [36, 18]. Those methods
can be divided in two classes: the geometrical ones that requires the segmentation of some
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features (points, lines, or even objects of interest), and the iconic ones that are based solely
on the images’ intensities.

Considering the geometrical methods, registration can first be achieved with global de-
scriptors, e.g. centers of mass and principal axes. This has been proved of limited precision
[34], but may be used as initialization [12, 11]. More precise features, i.e. contours [4, 12, 41],
edges [15, 16], or points [26].

Because of the difficulty to design a completely automatic and reliable segmentation
method, or to manually extract features of interest, iconic methods have also been investi-
gated. They are based on the minimization (or maximization) of a given similarity measure
of the images’ intensities: cross-correlation in [12, 22| or mutual information in [17].

From our point of view, the work presented in [22] can be considered as an hybrid
ICP!-like approach [2] between geometrical and iconic method: blocks can be considered
as geometrical features while co-registration of blocks is achieved by minimization (or max-
imization) of a similarity measure. Hence we consider it as particularly suitable for the
purpose of 3-D volume reconstruction.

Above is only addressed the problem of spatial alignment of the 2-D slices in order to
reconstruct a geometrically coherent 3-D volume. It should be pointed that the problem of
alignment in intensity have rarely been discussed. Indeed, 2-D autoradiographies may ex-
hibit intensity inhomogeneities from one image to the other for several reasons (e.g. section’s
thickness). It can be easily compensated if appropriate standards (microscales) of known
radioactivities are also imaged (and further scanned) on each piece of film [27]. If they are
not present, alternative approaches have to be proposed.

The previously cited literature addresses only the problem of reconstruction of a 3-D
volume from 2-D slices. It is of course of interest for many purposes but does not allow
an easy comparison with more classical 3-D modalities (e.g. MRI, CT). The fusion of such
histological or autoradiographic data with other 3-D data have been more rarely addressed.
In this case, the specific transformations due to the acquisition protocol (e.g. cutting, ma-
nipulation, chemical treatment, etc.) have to be compensated. To our knowledge, histology
has been co-registered with MRI [32, 33] and with PET [19]. In both cases, photographs
are acquired during the cutting and used as an intermediate modality. A 3-D linear trans-
formation is used to map the photographic volume onto the MR volume, while 2-D highly
non-linear transformations compensate residual in-plane mis-alignements between the his-
tological sections and the photographs.

In this paper, we address the fusion of 2-D autoradiographic slices with a 3-D anatomical
MR image, when no intermediate modality, such as photographs, is available. In this case,
it will be shown that it is an awkward task to retrieve, in the MR volume, the correspon-
dance for each 2-D section. Moreover, we will demonstrate that it is possible to achieve a
satisfactory correspondance by using only linear transformations.

The next section will present the data acquisition. In section 3, we describe the fusion
methodology, that needs a first reconstruction of a 3-D volume with the 2-D autoradiogra-

1terative Closest Point.
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phies, and the tools used for the different subtasks. The steps of the method are illustrated
in section 4. Our method is then discussed in section 5.

2 Data

2.1 Acquisition protocol
2.1.1 MR image

Monkeys are trained for fMRI activations studies. During this period, several anatomical
T1-weighted MR acquisitions are done, with anesthetized animals to avoid motion artifacts.
Their average results in an MR image that has a size of 240 x 256 x 80 with a voxel of 1

mm3.

2.1.2 Autoradiographies

After fMRI studies have been performed, monkeys are trained for the autoradiographic
study, for which a double-label deoxyglucose technique (DG) is used to distinguish between
two activation paradigms (details can be found in [38, 8]). [*H]|deoxyglucose ([*H|DG) is
injected during the presentation of the first stimulus, then the second stimulus is presented
and the [**C]deoxyglucose ([*C]|DG) is injected.

After a short delay, the monkey is sacrificed (injection of sodium pentobarbital) and
perfused transcardially (first with a saline solution to wash out the blood and second with
a fixative solution). The brain is extracted from the skull, the hemisphere dedicated to our
protocol is cut into two pieces and frozen as fast as possible (since the deoxyglucose marks
the living cells and diffuses after death) each block lying on the cutting section so that it
will still be plane after freezing.

Each block (posterior and anterior) is finally sectioned using a cryostat microtome (slice
thickness of 40 um), resulting in 818 slices for the posterior block and 887 slices for the
anterior one. Sections are mounted on coverslips and dried. They are first exposed against
3H sensitive films and second against 1*C sensitive films.

These films are subsequently manually scanned.

2.2 Acquisition analysis

The goal of this work is the fusion of the autoradiographic data with the MR image that
serves as ground truth geometry. The above description of the acquisition may help us to
understand the transformations that have occurred and that have to be compensated for.

e Perfusion yields a global shrinkage of the brain.
e Brain extraction causes a global non-rigid deformation (mostly bending).

e CSF goes away, resulting in local deformations (e.g. ventricles collapse).

RR n® 4791
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e = sl

Figure 1: Some of the original autoradiographic images (out of 818) of the posterior block
of the monkey’s brain.

e In their position for freezing, the two blocks are submitted to biomechanical constraints
(external pressure, gravity force, etc.) different than in living situation, this may yield
non-rigid deformations.

e Freezing is also another cause of shrinkage.
e Sections cutting and positioning on films results in in-plane random transformations.

It should be pointed out that, while the first transformations are obviously three-dimensional
and apply to the whole brain, the last item concerns 2-D independant transformations.

2.3 Preprocessing
2.3.1 Autoradiographies

Each brain section on the autoradiographic film out of the 818 has been scanned into a
1276 x 1024 image with a pixel of 40 yum? and a slice thickness of 40 ym (see figure 1). These
images are then subsampled by a factor 4 that results in 818 images of size 320 x 256 with
a pixel of 160 ym?2.

For economical reasons, each autoradiographic film may contain several brain sections,
hence on one image several sections may be seen. With very simple operators (thresholding
and mathematical morphology), we have extract the only section of interest in each image.

To facilitate this task, the scanning protocol was designed so that this particular section
was centered in the image: this way the component to be extracted is the one containing

INRIA
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the central point. Some images (e.g. the most posterior sections, that are very small) do
not obey this protocol: in this case the sections of interest have been manually selected.
Nevertheless, it still failed for a few images where sections superimposed (e.g. last image
of first row in figure 1): here the sections were manually segmented.
These processed sections are put into a stack resulting in a 3-D image of size 320 x 256 x
818 with a voxel size of 0.16 x 0.16 x 0.04mm? (see top row of figure 4).

2.3.2 MR image

Figure 2: Top row: a region of interest (ROI) from the original MR image centered on the
right hemisphere. Bottom row: this ROI supersampled by a factor 4 with cubic splines.

The original MR image has a size of 240 x 256 x 80 with a voxel of 1 mm3. From this
image we first extract a sub-image of size 66 x 89 x 48 that contains the right hemisphere
of the brain.

We perform axis permutation on this sub-image so that it will be roughly in the same
geometry than the stack of autoradiographies. Finally it has been supersampled by a factor
4 with cubic spline [35] to end up with an image of size 264 x 192 x 356 with a voxel of 0.25
mm? (see figure 2).

RR n® 4791
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3 Method

3.1 Framework

In this section, we first present the methodology of the fusion. We have chosen to separate
this presentation from the tools we use, that will be presented in the next section, since we
consider that alternative choices for these tools can be done.

The proposed fusion of a 3-D MR image with the autoradiographies consists in

1. a first reconstruction of an autoradiographic volume, coherent both in geometry and
intensity, without the help of the MR image;

2. a fusion loop, that alternates between the reconstruction update of the autoradio-
graphic volume with the help of the MR image and the 3-D registration of the autora-
diographic volume against the MR image.

3.1.1 3-D reconstruction of an autoradiographic volume

The reconstruction of an 3-D autoradiographic volume from the 2-D autoradiographic slices
S;,i=1...N is twofold.

Geometry consistency Following the scheme of [22], we realign the 2D slices to build a
geometrically coherent volume.

Each couple of consecutive slices, S; and S;y1 are rigidly co-registered, with the method
described below (see section 3.2.1), yielding a 2-D transformation T;. ;11 (or equivalently
Tit1:)- A reference slice, of index ref, is chosen, and the 2-D transformations T;. ,.s L
are computed by composition of the T;. ;41 or T;41.; transformations.

All the resampled slices, S; o T;_,cf,, can now be superposed to build a geometrically
coherent 3-D volume. At this stage, a visual inspection is necessary, in order to detect some
eventual mis-alignments that are due to a wrong co-registration between two consecutive
slices (typically it concerns a small number of couples of slices, less than 2%). To correct
them, we change the default registration parameters and co-register again the mis-aligned
couple of consecutive slices, until the found transformation is satisfactory.

Intensity consistency Because the overall illumination may change from one autora-
diographic slice to another, we compensate for these changes with a dedicated histogram
matching from slice to slice (see section 3.2.2), yielding an affine intensity transformation
fiig1 (or equivalently f;11. ;) between two consecutive slices. A reference slice, of index
ref,, is chosen, and the intensity transformations f,..r,.; are computed by composition of
the fi—it1 or fiy1— intensity transformations.

To summarize, the 3-D reconstruction of an autoradiographic volume, coherent in geom-

etry and in intensity, is achieved by the superposition of the resampled slices fr.z,. ;0 S; o
Tierefl -

INRIA
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3.1.2 Initial 3-D registration MRI / autoradiographic volume

The reconstructed autoradiographic volume AV is coregistered with the MR volume (see
section 3.2.1), providing an initial solution to our fusion problem. At this point we only
consider 3-D rigid transformation.

3.1.3 Fusion loops

This loop aims to fuse the 2-D autoradiographic slices with the 3-D MR image, given a first 3-
D reconstruction of the autoradiographic volume, AV(9), and the initial 3-D transformation
Tyr avo (as obtained above). Each iteration k of the loop is divided into four steps.

1. This first step is twofold;

(a) Resampling of the MR volume into the geometry of AV (¥) yielding the volume
—(k — (k
MR( ) = MRoTy;p._ ay. This allows to extract MR slices, MRE ), 1=1...N,

that correspond to autoradiographic slices.

(b) 2-D registrations of each autoradiographic slice AVi(k) against the corresponding

resampled MR slice, resulting in N 2-D independent transformations T’ RECIE7 0

(see section 3.2.1).

2. Filtering of the 2-D independent transformations T’ v iTRE yielding the 2-D cor-

related transformations 7' AV _TR® (see section 3.2.3).
3. Building of a new autoradiographic AV **1) yolume by superposing the slices AV;(k) )
TAV-(k) (_m(k) .
4. 3-D registration of the autoradiographic volume AV (*t1) against the 3-D MR image,
yielding a 3-D transformation Ty;p. a4y x+1) (See section 3.2.1).

This loop, that alternates between the reconstruction update of the autoradiographic
volume and the 3-D registration of the autoradiographic volume against the MR image, is
summarized in figure 3.

We only use global parametric transformations in this loop, i.e. rigid transformations,
similarities, or affine transformations. More precisely, our choices for the transformation
classes are given in table 2.

3.2 Tools
3.2.1 2-D and 3-D Registration

To register 2 images, that can be either two 2-D autoradiographies or the 3-D autoradio-
graphic reconstructed volume and the 3-D MR volume, any registration method can in

RR n® 4791
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(1) (2)

(4) (3)

Figure 3: Fusion loop: (1) independent 2-D registrations for each pair autoradiographic
slice / MR resampled slice; (2) filtering of the 2-D transformations; (3) reconstruction of an
autoradiographic volume; (4) 3-D registration autoradiographic volume / MRI

principle be used [36, 18]. We will neither discuss nor justify the method we choose, namely
block matching, that is particularly suited for 3-D reconstruction since it has already been
described and discussed in [22]. It can be considered as an hybrid ICP2-like approach [2]
between geometrical and iconic method: blocks can be considered as geometrical features
while co-registration of blocks is achieved by minimization (or maximization) of a similarity
measure. We will only recall here its main features.

This algorithm takes as input a reference image I and a floating image J, and aims to
estimate a transformation 7" such as J o T can be superimposed on I. It is done through an
iterative scheme: at each stage, correspondences are computed thanks to a block matching
algorithm, and a transformation 67T is estimated with these correspondences that allows to
update the searched transformation T'.

2Iterative Closest Point.

INRIA
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Block matching In this paragraph, we will describe the block matching strategy. The
transformation T is computed iteratively. Let us denote its estimation at step k by T} (with
Ty = Identity).

A block B(z,y) in image I is defined as the sub-image of I with upper left corner (z,y)
and dimensions d, x d,. For each block, we can compute its average value B(z,y) and its
standard deviation o(z,y). We define the set B, of blocks by

B = {B(z,y) C I such that x = as;,y = bs, with a,b € N}

Sz,Sy
It comes out that Bi,; contains all the possible blocks of size d, x d, included in I, while
Bs, s, with s, > 1 or s, > 1 contains only a subset of them.

Considering large values of s, and s, decreases the number of considered blocks in I,
and thus decreases the computational cost, but important features of I may also be missed.
We choose then not too large s, and s,, but we remove from the set B, s, the blocks with
the lowest standard deviation value®. We thus only keep a percentage p of blocks of Bs,
that results in a final set of blocks D, s, of I.

Once the blocks to be considered in I are defined, we compute, for each of them its best
correspondence in J o Ty, (i.e. J resampled with T%). To achieve that, we look for the block
B'(2',y') of upper left corner (z',y’) and size d, x dy in J o T}, that optimizes a similarity
measure S

Sy

B'(«',y) = a a S(B , B'(u,
',y T8 (B(z,y), B'(u,v))

Still for practical reasons, the search for B’(z’,y') is limited to a region of interest centered
in (x,y).
B'(z',y') = ar max S(B(z,y), B (u,v
( ) gB’(u,U)CJoTk,(u,v)e[z—rz,z+7‘z]X[y—ry,y-l—ry] ( ( ’ ) ( ))
The choice of the similarity measure should depend on the expected relationship between
the block intensities. Considering that a block may contains up to two (and rarely three)

different tissues, an affine relationship seems reasonable. Hence, we choose the correlation
coefficient as the similarity measure [28].

S(B.y).B'(u,0) = 7 S

> Y [@+ay+d)-Bay)] [(JeT)w+av+b) - B (uv)

a=0...dy —1 b=0...dy—1

where Fl(u, v) and o' (u,v) are the average value and the standard deviation of the intensities
of block B'(u,v).

3Blocks with low standard deviation are likely to contain only one type of tissue, yielding not reliable
correspondences, while the ones with the highest standard deviation are more likely to contain different
types of tissue, and yield more reliable correspondences.
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dy | dy | d; | Sz | Sy | Sz |Ta | Ty | T2 D l
2D | 4 | 4| - [3[3]|-]3|3|-]8%]6
3D| 4| 4] 4|33 |3|3|3]|3][10%]3

Table 1: Typical values of the parameters for both the 2-D and the 3-D registration algo-
rithms

From each pair of corresponding blocks, B(z,y) and B'(z',y'), we deduce a pair of
corresponding points, C'(z,y) and C'(z',y’), being respectively the centers of blocks B(z,y)
and B'(2',y").

The optimal transformation 67} between the images I and J o T} would be the one
minimizing the residuals ||C(x,y) — 6T(C'(z',9"))||? in a least squares sense. To reject
outliers, a robust estimation with a weighted Least Trimmed Squares (LTS) is prefered [30].
M -estimators could have be chosen as well [40].

After this estimation, the value of the transformation 7' is updated with Ty11 = 6T 0 T}.
This iterative procedure stops as soon as no significant change occurs in the transformation
evaluation.

Multiscale implementation Large transformations can only be captured by using both
large regions of search (large values of 7, and ry), and large blocks (in order to avoid local
minima in the similarity measure), and thus at a high computational cost, while smaller
transformations can be captured with smaller blocks and smaller regions of search.

Hence, to be able to capture even the large displacements, we have implemented the
block matching within a multiscale strategy.

Each image is represented by a pyramid of [ levels where each level is the image resampled
by dividing the image dimensions by a factor 2. The registration is done at each level, while
the initial transformation comes from the previous level.

3.2.2 Intensity compensation

Consider two discrete histograms or equivalently two discrete probability density functions
(PDF) p(x;) and ¢(y;), with 2;,y,; € Z, the aim of this section is to estimate an intensity
transformation f such that the distribution p is similar to g o f. This problem is known as
histogram matching.

Classically, this can be solved via histogram equalization. This last operation consists in
transforming one histogram into a flat histogram [3]. Thus, matching two histograms can
be achieved by (implicitly) using this flat histogram as intermediary [13]. This approach is
not robust at all, as it depends highly on the extremal values of the intensity histogram.
Moreover, we want to estimate global parametric intensity functions (e.g. affine), that makes
the above approach not suitable.

INRIA
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Thus, our problem is as follows: given an intensity transformation function class F, find
the best function f € F such that y = f(x), i.e. solve

f=arg min S(p(z:), 4(y;), f)

where S is some similarity measure of histograms.

Because of the discretisation (binning, etc), it is not possible to directly compare the
discrete pdf p(z;) to go f(x;). Instead, we will first estimate the continuous pdf corresponding
to g, transform it with function f, and build from this transformed continuous pdf the
discrete one corresponding to the x; bins.

There exists many ways to estimate a continuous pdf from discrete samples or from an
histogram. We choose the most common one, i.e. the so-called Akaike-Parzen-Rosenblatt
windowing technique [1, 24, 29]. The continuous pdf Q.(z) estimated from ¢(y;) will then

be
Qs(y) = Zp(yj)Ks(y - yj)

where s > 0 is a smoothing factor, K is a non negative absolutely integrable function (called
the kernel). Our particular choice for the kernel function is the Gaussian, and the smoothing
factor is then the standard deviation o.

Building now the discrete pdf g o f(x;) is now straightforward: for each bin z;, we only
have to integrate Q,(y) in the interval [z7", x™4%] that defines the bin ;.

1 ’

F@ )=y,

(@0 D) = S aw) [ K. (u)du

; fin) =y,

Because of the smoothing effect of the kernel, we will not compare (go f)s(z;) directly against
p(x;) but against ps(x;) with

max
zj —x;

pa)=Yone) [ | Koo

min_g,
This formulation may introduce some asymmetry in the criteria to minimize. To overcome
this, it can be changed into

f= arg min (S (ps(7:), (g0 £)s(@:) + 5 (00 F71)s0:), 05(12)))

when f is easily invertible.

Our practical choice for this application is to use affine function f, and minimization is
done with a classical Powell-Brent procedure. We implemented several similarity measures,
among others the sum of squared differences and the maximum of the likelihood, that both
yield visually good results.

RR n® 4791
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3.2.3 Filtering of transformations

The problem is as follows: we got a set of transformations 7'(i) belonging to transformation
class 7 and we want to estimate a filtered transformation 7'(¢) € 7 such that

. 2

T(i) = arg min p _ (i — j)dist (T(5), T)

where g() is some low pass filter, e.g. a Gaussian function, and dist() represents a distance
for 7.

Such a computation is not straightforward [25] but can be achieved with the Fréchet
expectation. Since this expectation can be approximated by the standard expectation near
the origin (i.e. the identity), we use this property to compute the Fréchet expectation with
an iterative procedure that then needs a first estimate of 7'(7), e.g. T(oy(i) = T(7) :

T () =T () o |39 =) (T5,70) o ()

It stops when »_ . g(i — j) (T((k_)l)(i) o T(j)) is close enough to the identity.
We now have to precise how to compute a weighted sum of transformations ), w;T(j)

within a given class of transformation 7.

o It is straightforward for affine transformations that can be represented by matrices
T(j) = [tu,n(j)] in homogeneous coordinates since the weighted sum can be achieved
on the matrices’ elements.

A~

T(0) = [fup(@)] with  £uu(3) = D wjtu(s)

e To deal with rigid transformations, we represent them by their rotation and translation
vectors: T'(7) = (v(j),t(5)). We have then

T() = (¥(0),8G)  with  ¥()) =} w;v(j) and  $() =D w;t(j)

4 Results

4.1 Reconstruction of the autoradiographic volume

A first reconstruction of the autoradiographic volume has been performed by registering
each couple of consecutive sections with the 2-D block matching algorithm (typical values
of parameters are given in table 1). The composition of computed transformations permits
to register all sections against a reference section (taken at the middle of the stack).
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Figure 4: From left to right: one axial and two sagittal slices of the reconstructed autoradio-
graphic volume of the posterior block. First row: before any correction. Second row: after
geometric alignment of the slices, and before intensity correction. Third row: after intensity
correction.
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Visual inspection of the reconstructed volume allows to detect eventual remaining reg-
istration errors that are subsequently corrected by changing registration parameters. This
control step is repeated until the results is satisfactory, i.e. until the reconstructed volume
seems geometrically consistent. First row of figure 4 shows the stack of autoradiographies
to be compared to the obtained reconstruction (second row of same figure).

Intensity consistency is also obtained by performing histogram matching (see section 3.2.2)
for each couple of consecutive sections. Please note that this computation is independent
from the above geometrical registration. Several criteria (sum of squared differences (SSD),
correlation, maximum of likelihood (ML)) together with several kernel’s smoothing factor
(o € {3,5,8,12}) have been tested, and one among the visually satisfactory results (e.g.
SSD and ML with ¢ = 5) has been picked for the further steps. Last row of figure 4 depicts
the final reconstruction.

4.2 Initial registration with MRI

e

Figure 5: Top row: same as last row of figure 4. Bottom row: corresponding slices of the
resampled MR volume after 3-D rigid registration.

After reconstruction of the autoradiographic volume, it can be registered (here rigidly)
against the MR sub-volume of interest (the corresponding hemisphere). Top row of Figure 5
shows cross-sections of the reconstructed AR volume while the bottom row shows the cor-
responding cross-sections of the resampled MR volume after registration. Both volumes are
roughly similar, but large differences can be seen especially in posterior areas.
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4.3 Fusion loops

According that the AR volume has already been rigidly registered against the MR volume,
the fusion loops consist in iterating these three successive steps:

1. 2-D independent registrations of each AR section against the corresponding slice of
the resampled MR, volume,

2. filtering of the 2-D transformations,
3. reconstruction of a new 3-D AR volume,

4. and 3-D registration of the newly reconstructed AR volume against the MR volume.

2-D registrations | 2-D transformations filtering | 3-D registration
TAV,"“LA’ZR?” O (k) Ty peave+y)
Loop # 1 rigid 10 affine
Loop # 2 rigid 8 affine
Loop # 3 affine 10 affine

Table 2: Fusion loop, choice of the parameters: transformations classes and 2-D transfor-
mations filtering.

The different transformation classes that have been considered through the fusion loops
can be found in table 2. We stop after the fourth registration between MR and AR volumes
since no changes occur at this step.

Intermediary results for loop # 1 are given in figure 6; figure 7 shows the final alignement
of the histological slices with respect to the MR volume.

Figure 8 highlights the gains due to the proposed fusion methodology: top, middle, and
bottom rows show cross-sections of respectively the original MR sub-volume of interest (the
right hemisphere), the first reconstructed and resampled AR volume after rigid registration,
and the final reconstructed and resampled AR volume after affine registration. Contours [20]
extracted from the presented MR cross-sections are superimposed on the AR cross-sections
in Figure 9.

Gains along the fusion process can be seen in figure 10 that presents the differences
between any two successive autoradiographic volumes (registered against the MR image).
Displacements are large after loop #1, and become smaller between loop #2 and loop #3.

This may suggests that further improvements could be reached by keeping on smoothly
increasing the number of degrees of freedom of the transformations.

We have also fused the anterior part of the same monkey’s brain (see figure 11) to the
MR volume. As we did observe only minor changes between loops #1 and #2, we did not
go into the third loop. Indeed, the so-called banana problem (see section 5) was less present
in this case.
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Figure 6: Fusion loop # 1. From left to right: one axial and two sagittal slices. First
row: autoradiographic volume after the independent 2-D slice registration. Second row:
autoradiographic volume after smoothing of the 2-D transformation. Third row: MR image
resampled after affine registration against the above reconstructed AR volume. The effect
of this first loop can be appreciate by comparing the middle row to the first row of figure 5.
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Figure 7: Fusion loop # 3. From left to right: one axial and two sagittal slices. First
row: autoradiographic volume after smoothing of the 2-D transformation. Second row: MR
image resampled after affine registration against the above reconstructed AR volume.

4.4 Expert based visual inspection

The deep motivation of the presented work will be the comparison of activations detected
from autoradiographies to the ones detected in fMRI series study. More precisely, we are
interested in the visual cortex [39, 38]. It comes out that our work may serve our purpose
if the sulci involved in the visual cortex are well registered.

This have been visually checked by experts with two different tools. On one hand, the two
volumes in the same geometry (here the one of the MR) can be seen in two synchronized 3-D
viewers: both of them always display the same cross-sections (axial, sagittal and coronal)
as well as a cursor at the same place (see the two snapshots at the left of figure 11). On
the other hand, the two volumes can be visually superimposed, different color maps being
eventually applied (see the right snapshot of figure 11) [5].

Both tools allow navigation in the fused 3-D volumes which permits to check the cor-
rectness of the fusion. At the level of the visual cortex, the correspondence is very accurate,
as well as for most of the brain. Some small mismatch errors can be seen at the medial side
of the caudate nucleus (due to ventricles collapse).

5 Discussion

5.1 Reconstruction

This step is made of two parts, a geometry-based and an intensity-based reconstruction.
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2

Figure 8: From left to right: coronal, sagittal, and axial slices in the acquisition geometry
of the MR image. Top row: the MR image (resampled with cubic splines, see figure 2).
Middle row: the 3 same slices of the first reconstructed autoradiographic volume (before
any fusion loop) rigidly registered against the MR image. Bottom row: the 3 same slices
of the last reconstructed autoradiographic volume (after all fusion loops) registered against
the MR image.
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Figure 9: The contours extracted from the MR image (first row of figure 8) superimposed
on the corresponding slices of two bottom rows from the same figure.
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Figure 10: Difference images bewteen the successive autoradiographic volumes (AV) regis-
tered against the MR image. First row: AV after loop #1 minus first reconstructed AV.
Second row: AV after loop #2 minus AV after loop #1. Third row: AV after loop #3 minus
AV after loop #2.
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Figure 11: Fused images can be presented in two different viewers, but with synchronized
cursors, 7.e. at the same position in both viewers, (two images at the top), or in a single
viewer with different color tables (image at the bottom).
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Concerning the geometrical reconstruction, a visual inspection (and eventually correc-
tion) is necessary in case of mismatch between two consecutive sections. It should be pointed
out that mismatch does not mean poor accuracy. Indeed, it has been proven that the block
matching algorithm gives accurate results [22, 23] given that initial conditions are in the
convergence basin. If not, i.e. in case of failure, there is a huge discrepancy between the
obtained transformation and the expected one so that the failure can very easily be seen.
This is emphasized by the the reconstruction obtained by transformations’ composition: two
mismatched consecutive sections will separate two geometrically consistent 3-D sub-volumes.
We correct these errors y changing the registration parameters: this modifies the shape of
the convergence basin so that it will contain the initial position. Another solution could
have been to change the initial transformation parameters (initial transformation is set to
identity) but this has not be explored.

Visual inspection of the intensity-based reconstruction is facilitated by the same remark
as above. A single error (a mismatch in matching the histogram of two consecutive sec-
tions) results, after reconstruction, in a separation between two intensity-consistent 3-D
sub-volumes.

It can be questioned whether this intensity-based reconstruction is necessary or not
(independently of esthetic considerations). The answer is clearly yes without any additional
assumption on the autoradiographies’ acquisition. Indeed, the 3-D reconstructed AR volume
will be registered against the MR, volume. To do this, 3-D sub-images (blocks) of the AR
volume will be compared to 3-D blocks of the MR volume with the correlation coefficient
that assumes an affine relationship between intensities and thus needs each of both blocks
to be consistent in intensity. Obviously, it is not possible to find the right correspondence
for a block that is not so. Since our implementation of block matching is robust (can
reject outliers), it may still compute the expected 3-D transformation if there are not too
many corrupted blocks, e.g. if there are only very few intensity jumps in the AR volume.
Without such additional assumption, it comes out that intensity-based reconstruction is also
necessary.

Note that reconstruction as addressed in this section refers to the alignment of the 2-D
sections only. We discuss in the next section the intrinsic problem of the correctness of
such a direct reconstruction, highlighted when fusing the resulting 3-D volume with an MR
volume.

5.2 Fusion

Fusion of a set of 2-D autoradiographies, or more generally a set of contiguous thin 2-
D sections, with an MR volume of the same individual, can be done following a twofold
approach: first align the thin 2-D sections with respect to a chosen reference section, yielding
a reconstructed 3-D volume; then co-register this 3-D volume to the MR volume.

Obviously, as a result of such a fusion, one expects to have found the most exact corre-
spondance in the MR volume for each 2-D section. Moreover, the fusion purpose is to build
a transformation that makes the sections to slide on each other, thus ensuring that they
stay parallel to each other, somehow preserving their integrity.
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(a) (e) (f)

Figure 12: The banana’s problem: the 3-D reconstruction of a 3-D curved object is not easy.
a) Take a 3-D curved object (e.g. a banana); b) cut it into slices; c) digitize the slices; d)
mix the digitized slices; e) the 3-D reconstruction results in a cylindrical banana. f) Using
a shape prior (e.g. MRI) may help to reconstructed the curved banana.

But one of the main difficulties of the reconstruction of a 3-D volume from 2-D sections
(either histological or autoradiographic) comes from what we call the banana’s problem
(illustrated in figure 12): a 3-D curved object can not be reconstructed from cross-sections
without any additional information.

The acquisition protocol can be designed so that it includes such additional information
provided by some fiducials. One way is to stick needles in the material before slicing, as it will
provide correspondences which then drive the geometry-based reconstruction [7, 9, 10, 14].
However, reconstruction can be awkward, particularly if needles are not orthogonal to the
cutting plane or if needle holes collapse. Another way is to take photographs of the unstained
surface of the material during the slicing process, incuding a reference system fixed on the
cryomicrotome [32, 33, 19]. Alignment of the photographs using the reference system will
then provide a photographical 3-D volume with the real geometry of the object under study,
e.g. the brain after extraction from the skull but before slicing and staining. Thus further
reconstruction of the 2-D histological sections into a geometrically consistent 3-D volume can
be made by independant registrations of the 2-D sections with the corresponding previously
aligned photographs.

When such a priori additional information about the real geometry of the object under
study is available, the banana’s problem obviously doesn’t appear. Nevertheless, it is not
always possible, for practical reasons, to dispose of such information. In that case, the only
information about the geometry of the brain before slicing is given by the anatomical MR
volume.

Here, one could have thought that a direct and strict twofold approach, namely recon-
struction of a 3-D volume by alignment of the 2-D sections followed by the registration of
this volume with the anatomical MR volume, would directly provide a satisfactory result.
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This implicitly assumes that either the computed 2-D transformations will compensate the
random in-plane transformations due to the acquisition procedure, which is not realistic
for curved objects, or that further 3-D elastic registration may compensate for the residual
distortions.

However, existing elastic transformations implemented in such algorithms are obviously
not adapted. First they consider in a similar manner the 3 directions of space. In our partic-
ular problem, one direction (the one orthogonal to the cutting plane) plays clearly a different
role. Moreover, from a methodological point of view, it simply ignores the acquisition reality
(see section 2.2). Precisely, transformations that have occurred during the acquisition are
clearly of different types, that is: 3-D, rather smooth and applied to the whole brain, or 2-D
and independant from section to section.

The proposed fusion methodology mimics the acquisition procedure by considering both
a stack of 2-D transformations (that correspond to the displacements of the AR sections)
and a 3-D transformation corresponding to the registration against the MR volume.

More precisely, after an initial reconstruction of the 2-D sections, we alternate between
the correction of this reconstructed AR volume (by recomputing the 2-D transformations)
and a 3-D registration with the MR volume. By doing this, we expect to better estimate
the random in-plane transformations due to the acquisition procedure, together with the
relative position of the reconstructed volume with respect to the MR volume. The choice of
the transformation search spaces during these fusion loops, namely starting with strongly
constrained ones (i.e. rigid) and slightly relaxing (ending with affine ones both in 2-D
and 3-D), is made such as to preserve integrity (e.g. constant slice thickness) of the AR
sections. In other words, we don’t allow the AR sections to be strongly deformed before
their corresponding MR slices have been localized for a given transformation search space.

It should be pointed out that the obtained result is much more than satisfactory, although
it only involves a stack of 2-D and 3-D linear transformations.

Figure 13 illustrates the banana’s problem with our data. It shows (in blue) the vertical
central line of the first 3-D reconstruction of the AR volume (last row of figure 4) that
could be considered as the symmetry axis of the cylindrical reconstructed object, and the
deformation of this line (in red) after the fusion: a curvature appears clearly.

Figure 14 compares the result of the fusion using our approach and a straight twofold
approach. It shows (middle row) a direct registration using affine transforms of the recon-
structed AR volume with the MR volume, compared to the final result using fusion loops
(bottom row). This shows that a direct 3-D affine transformation is obviously not sufficient
to model the deformation between the initial AR reconstructed volume and the MR volume.
More precisely, it can be seen on the middle row of Figure 14 that the anterior part of the
AR volume is quite well registered, while large deformations are still to be recovered for the
posterior part. It suggests that a further 3-D elastic registration (usually initialized by a
rigid or affine transformation) would result in inhomogeneous deformations of the AR slices
along the antero-posterior axis. Thus we suspect that doing so would alter the integrity of
the AR slices and finally not give the most exact correspondance in the MR volume for each
2-D AR section.
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Figure 13: The banana’s problem: illustration with the posterior block. In blue, some outer
2-D contours and the central line of the image after the first 3-D reconstruction (last row of
figure 4). In red, the same after applying the fusion loops’ transformations (middle row of

figure 7).
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Figure 14: From left to right: coronal, sagittal, and axial slices in the acquisition geometry
of the MR image. Top row: the MR image (resampled with cubic splines, see figure 2).
Middle row: the 3 same slices of the first reconstructed autoradiographic volume registered
(affine transformation) against the MR image. Bottom row: the 3 same slices of the last
reconstructed autoradiographic volume (after all fusion loops) registered against the MR
image.
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6 Conclusion

In this paper, we have described a methodology that allows to fuse 2-D sections (autora-
diographies) with a 3-D volume (MR). This is done by iterating a so-called fusion loop that
alternates between the correction of the reconstructed AR volume (by recomputing the 2-D
transformations) and a 3-D registration.

Visual inspection of the obtained results is very satisfactory and much more than suffi-
cient for our purpose in the framework of the planned application (comparison of activations
detected in autoradiographies to the one detected in fMRI series study).

From a methodological point of view, it should be pointed out that the fusion only
involves a stack of 2-D affine transformations and a 3-D affine transformation (no complex
3-D or 2-D elastic transformations are required): we argue that this is appropriate since it
faithfully modelizes the acquisition reality.

Now, we still observe some small mismatch areas in our results. Following our strategy, we
could perform a last 2-D registration step between AR and corresponding MR sections using
transformations with more degrees of freedom. One way would be to use transformations
used by [19, 33], and another way would be to design such a transformation by modelizing the
specific 2-D distortions which deform the 2-D sections, namely piecewise transformations.

Finally, thanks to the acquisition procedure (the brain and the AR sections are almost
always manipulated when frozen), geometrical distortions within an AR section are some-
how minimized. It will be challenging to process histological stained data with the same
method since, in the later case, strong distortions will certainly occur because of the staining
procedure.
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