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Abstract: We consider a general notion of system, composed of a set of variables
and a set of legal (possibly random) “behaviors” on these variables. Such systems
are provided with a composition law, which allows to build large models out of el-
ementary components. This framework captures large constraint systems, Markov
random fields (in particular graphical models of powerful error correcting codes),
but also some aspects of distributed dynamic systems. Many problems with these
models can be expressed under the form of a “reduction” operation: i.e. compute
the influence of the whole compound system on a given component. For example
compute the posterior distribution of a given bit, in a codeword, given all available
measurements on that codeword at the output of a channel. The reduction of a
system to one or each of its components is generally NP hard, but good approxima-
tions can be obtained, which take advantage of the so-called interaction graph of the
compound system. We investigate properties of one of them, known as the turbo
procedure, initially derived for error correcting codes. In particular, we show that
turbo algorithms are possible as soon as some axioms on composition and reduction
are satisfied. Convergence cannot be proved in general, except for constraint sys-
tems, which can be considered as the simplest family of compound systems. Finally,
in our axiomatic framework, we study the structure of approximately reduced com-
ponents obtained at a stationary point of the turbo procedure, which extends results
previously published by Weiss et al.
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Convergence des algorithmes turbo
pour les systémes de contraintes

Résumé : On considére une classe générale de systémes, définis par un ensemble
de variables, et par des “comportements” permis sur ces variables (éventuellement
aléatoires). Ces systémes sont munis d’une loi de composition qui permet d’obtenir
de grands modéles & partir de composants élémentaires. Ce cadre permet de mod-
éliser les systémes de contraintes, les champs de Markov (et en particulier des mod-
éles graphiques de codes correcteurs d’erreurs), de méme que certains aspects des
systémes dynamiques distribués. De nombreux traitements associés a ces modeéles
peuvent formuler sous la forme d’une opération de réduction ; cela consiste a calculer
I'influence d’un (gros) systéme composite sur 'un (ou chacun) de ses composants.
Par exemple, pour les codes correcteurs d’erreurs, cela revient & calculer la distribu-
tion a posteriori de chaque bit du mot de code connaissant toutes les mesures recues
sur les bits de ce mot en sortie de canal. Le probléme de réduction est en général
de complexité NP, mais on peut en donner de bonnes solutions approchées, en util-
isant la structure d’interaction entre les composants. Nous nous intéressons & 1'une
d’entre elles, la procédure “turbo”, proposée a ’origine pour les codes correcteurs (les
turbo-codes). Nous montrons que ces algorithmes turbo peuvent étre mis en oeuvre
dés qu'un ensemble d’axiomes sur la composition et la réduction de systémes sont
vérifiés. La convergence n’est pas démontrable en général, mais elle I'est pour les
systémes de contraintes, que l'on peut voir comme la classe la plus simple de sys-
témes composites. Nous nous intéressons ensuite aux propriétés des points fixes des
algorithmes turbo, ce qui permet d’étendre des résultats présentés par Weiss et al.

Mots-clé : algorithme turbo, point fixe, modéle graphique, réseau bayésien, sys-
téme de contraintes, estimation, code correcteur d’erreurs
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4 FEric Fabre

1 Introduction

A natural way to design large complex systems is to combine elementary compo-
nents, by some appropriate composition law. This modular construction principle
is widely used in practice to design the systems themselves, but is not always cen-
tral in the design of subsequent processings (verification, monitoring, etc.). In this
paper, we take inspiration from turbo algorithms, a recent breakthrough in digital
communications, and propose a general framework to handle modular systems with
modular algorithms. This potentially allows to extend some classical processings to
large complex systems, for example state estimation for large distributed dynamic
systems in the HMM setting (Hidden Markov Models). Hopefully, this will also shed
some light on algebraic aspects of turbo procedures.

All along this paper, a system represents the definition of legal behaviors over a
set of variables. A central point is the presence of many variables, while the notion
of “behavior” can be specified to capture many situations of interest. Let us briefly
mention three examples. First of all constraint systems, which define the permitted
tuples of values (v1,...,v,) for variables Vi,...,V,, by means of inequalities for
example. The combination of constraint systems is simply done by sharing variables:
a large constraint system is thus obtained by gathering local constraints operating
on a small number of variables. Secondly, Markov random fields, or the related
Bayesian networks, which can be regarded as “soft” constraint systems [13]. Every
component not only defines possible values (v1,...,v,) on a subset of variables!,
but also assigns a weight to each tuple, which is related to its likelihood. Local
weight functions of components can be combined into a probability distribution over
all variables appearing in the compound system (details of this construction are
given in section 2.2.2). The third example is more on the side of dynamic systems.
A component can be considered as a (possibly stochastic) automaton specifying
local dynamics on a subset of variables. Again, composition can be defined by
sharing variables, which means that two components having a common variable
can both change the value of this variable by firing one of their transitions. This
definition models the exchange of information between components, and allows to
design distributed dynamic systems [14]. More interestingly, runs of these dynamic
systems can be obtained by composing local runs of their components, as shown
in [18].

Large systems are generally intractable as a whole, due to the explosion of the
number of “states,” where a state is one configuration of the system, for example a
tuple of values for all variables in the case of constraint systems. Fortunately, one
is generally not interested in studying a large system & as a whole, but rather in

'In many applications, e.g. image processing, all tuples are permitted.

INRIA
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understanding the influence of the complete structure on one of its components S;,
or on a subset of variables. We call this operation the reduction of the global system
to a set of variables. In the case of constraint systems, for example, the reduction
of § to the variables of component S; compiles the constraints carried by all other
components about §;. For Markov fields, reduction can encode the computation of
the marginal distribution of a subset of variables. Moreover, if some variables are set
to a particular value, reduction provides the posterior distribution of some variables
conditionally to these values. Many applications in image processing, in expert sys-
tems, as well as the decoding of some error correcting codes can thus be expressed
as a reduction problem [11, 12, 4, 9]. Finally, in the case of distributed dynamic
systems, one could be interested in recursively estimating the state of each compo-
nent, given some observable events collected while the system is running. Again, this
problem can be stated as a reduction operation [15, 16|, and is actually a central
motivation of the present paper.

The reduction operation applied to a compound system is NP-hard and thus
unaffordable for large systems. Fortunately, good approximate reduction algorithms
have been evidenced for turbo-codes, a family of error correcting codes [4, 8, 9].
These “turbo algorithms” do not operate directly on the large system S, but are
rather based on local computations at the level of each component. The strength of
this approach is precisely to coordinate local computations involving small subsets
of variables. Excellent convergence results have been evidenced in practice, and
research is still active to understand better these properties. In the field of dynamic
systems, turbo algorithms naturally give rise to distributed monitoring algorithms,
for example in view of estimating the state of each component. They naturally
describe the so-called orchestration [20] part of computations, i.e. what should be
computed locally, what information should be exchanged, and when.

The purpose of this paper is to provide an appropriate abstract framework to
describe and study these algorithms, regardless of the application field. We focus
in particular on a minimal set of axioms (section 2) on composition and reduction
that allow the algebraic derivation of turbo algorithms (section 3). We also study
in details properties of stationary points of the algorithm: how far can we trust
them 7 We provide answers in terms of extendibility and local optimality of behaviors
remaining in the approximately reduced components (section 4), which generalize
results presented in [1]. Particular attention is paid to constraint systems, which
can be considered as the simplest framework, i.e. as a benchmark for reduction
algorithms. In particular, extra reduction algorithms can be derived for them, and
convergence can be proved. Let us stress that the focus is on the algebraic side of the
question, which already yields interesting results. More subtle properties of turbo
procedures related to analytical aspects are out of the scope of this paper.

RR n~° 4860



6 FEric Fabre

2 Modular systems and the reduction problem

Notations. The systems we consider operate on sets of variables. Variables are
denoted by capital letters: A, B,V ... Respectively, they take values a,b,v... in
domains D4,Dg, Dy ... Variable sets are denoted by script letters Vi, Vo, W ... We
distinguish in particular a set V5 of system variables, and a set W of auxiliary
variables; the latter can be empty. Their respective roles will be specified later.
All variables lie in Vpar UW. Let ¥V = {V1,...,V,} be a variable set; a state (or
configuration) v is a function that assigns to each variable of V a value of its domain.
By abuse of notations, we represent states as tuples v = (v1,...,v,), assuming there
exists some natural ordering on variables of V, and we denote by Dy = Dy, X---x Dy,
the domain of these states.

2.1 Definitions
2.1.1 Basic axioms

We consider an abstract notion of system, generically denoted by S. To help intu-
ition, systems can be considered as state sets, i.e. as (possibly infinite) subsets of
Dy,,.. X Dyw. Systems are provided with two basic operations: a composition law,
and a set of reduction operators. The composition of systems, denoted by & = §1AS2,
is commutative and associative. The family of reduction operators {IIy,,V C Vynaz}
is indexed by sets of variables; reductions operate on a single system: &' = IIy(S).
Basically, reduction captures the influence of a system on a chosen variable set. We
assume composition and reduction satisfy the following axioms.

VVl,VQ - Vmaza HV1 © HV2 = Hvlmv2 (al)
which expresses that reduction operators are actually projections.
VS, WV C Ve = II(S) = S (a2)

System § is said to operate on variables of V. Axiom (al) induces the existence of
a smaller set of variables on which S operates, denoted by Vs. The central axiom
concerns the relation between composition and reduction. Let S1,Ss be two systems
operating respectively on Vi, Vs, then

YV3 DV N Vo, Hy3 (81 A 82) = Hv3 (51) A Hy3 (82) (a3)

This is a kind of conditional distributivity property of II with respect to A. It
expresses that the interaction between systems S; and S» is completely captured by
their shared variables V4 N Vs, which thus operate as an interface between the two

INRIA
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systems?. Replacing S; by Iy, (S;) on the right hand side of (a3), and applying (al),
one gets

YV3 D VNV, Iy, (S1 AS2) = Iy,ay, (S1) Allyyay, (S2) (1)
Taking V3 = V1 UV, in (1) yields

Oy, u,(S1 A S2) = Ty, (S1) ATy, (S2)
= SIAS, (2)

which expresses that S; A Sy operates on variables of V1 UV,. As a last axiom in this
first group, we assume the existence of an identity element I for composition :

VS, SAL =S8 (ad)

It is natural to require that I do not operate on any variable, i.e. Vi = (), or ITg(I) = 1.
(A more elegant property would be VS, II3(S) = I, but we actually don’t need this
stronger assumption in the sequel.) By (al), this induces ITy(I) = Ifor all V C Vpaz-
As a consequence,

VS, YV C Viaz, SA HV(H) = S (3)

Remark. The form of (a3) clearly reminds a conditional independence statement.
This interpretation must be clarified however. IIy,(S1) mustn’t be read as the “re-
maining behavior” of &; once valued are fixed for variables of V3. On the contrary,
I1y,(S1) characterizes the “marginal behavior” of variables V5 in &;. Nevertheless,
(a3) does express that S; and Sz have no interaction outside variables of V3. As a
consequence, given a value vs for variables of Vs, the remaining behaviors of V; \ Vs
and Vs \ V3 in §; and Ss respectively are independent.

2.1.2 Involutivity

We finally introduce a last property which will be satisfied by only part of the systems
we consider in the sequel. Composition is said to be involutive iff

VS, WV, SATIL(S) = S (a5)

i.e. composing a system with “part of itself” doesn’t change that system. We will
sometimes say that ITy(S) is absorbed by S. Observe that, in an involutive setting,
ITy,(I) = T comes as a consequence of involutivity. Involutivity is a strong property,
and will turn out to be a powerful tool in the sequel. Let us mention some of its
immediate consequences here.

In the sequel, we will mostly use axiom (a3) with V3 = V1 N Vs, and V; = Vs;. Observe also
that, given (al,a2), it is enough to state (a3) for Vi NV, C Va3 C Vi U Vs, it then extends to all
V3 2D Vi NVs.

RR n° 4860



8 FEric Fabre

Lemma 1 Assuming (a5),

SINS =& = YV C Vimaz, Hy(51) A HV(SQ) = Hy(Sl) (4)

Proof. Notice first that S; A II)(S2) = S1 A Sa Ally(S2) = S A Se = Sp. Then,
since I1y,(S2) operates on V, (a3) applies and yields IIy(S;) = Iy (S A IIy(Ss)) =
Iy (81) ALy (Sz). O

Lemma 2 Assuming (a5), let S; operate on V;, 1 <i < N, then

S=8SA...NSy = S=T,(S)A...AIIly (S) (5)

In other words, if S factorizes, the reduced components S! £ IIy, (S) give another

factorization of §, named the canonical factorization.

Proof. It relies on (a3): IIy,(S) = & AIly,(A;4; Sj)- Then
A8 = (AS) AN (A S)] (6)
i i i i

By involutivity, every term Iy, (A;,; S;) is absorbed by A;S;, whence the result. O

2.2 Examples
2.2.1 Constraint systems

In this case, W is empty. A system is defined through a subset of possible con-
figurations @ C Dy, ., hence S specifies constraints on the possible values that
variables can take. Let V' UV" be a partition of V4., and (v',v") denote a state of
Dv,... = Dy x Dyn. The reduced system &' = II)»(S) is determined by O defined
as

O = {3, V") e o} (7)

where (v, *) represents all elements obtained by letting the v/’ part take any value
in Dyr. Observe that &' = II)»(S’), which underlines that &’ specifies constraints
on variables of V' only. For simplicity of notations, we identify (v/,*) with v/, and
adopt notation &' = (V', @) in the sequel, where O' C Dy represents a set of (local)
states v'.

INRIA
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Composition is defined as the conjunction of constraints defined by two systems.
Given systems S; = (V;,0;), i = 1,2, then § = §; A Ss is defined by O = 01 N O,
(recall that an element v; or (v;,*) € O; actually stands for all possible elements
(vi,vi) where V! = Viag \ Vi; intersection is taken in that sense). One easily checks
that the states of S are obtained by merging pairs of states vi,ve which coincide on
shared variables V; N Vs.

The unit system I is defined by O = Dy, ., i.e. I allows all possible states.
Obviously, YV C Vg, Iy(I) is defined by {(v,*) : v € Dy}, so IIy(I) = L. I thus
operates on no variable, and can be represented by the single universal state “x”:
I=(0,{«}).

It is straightforward to check that composition and reduction on constraint sys-
tems satisfy all the above axioms. In particular, constraint systems are involutive.

2.2.2 Systems with cost functions

The latter are refinements of constraint systems. We now have W = {C} with
Dc =R A system S is defined through a set O C Dy,__. x Dyy, so its elements are
pairs (v,c): v represents a legal state for the system, and c is its associated weight
or cost. As before, given the partition Ve = V' U V", a (local) state (v, *,¢c), or
(v', ¢) for short, stands for any element (v',v”,c), where v/ € Dyn.
The reduced system Iy (S) is defined by the set O’
0 = {(v,d): IV v'e)e0O,d = min c} (8)
v (v,v!",c)eO
This definition satisfies (al), but in order to ensure (a2), we limit ourselves to systems
satisfying S = Iy . (S), which means that S is defined by a set of legal tuples
v € Dy,,.. and a cost function on these tuples.
Composition § = S A Sz, with §; = (V;, 0;), is given by O

O = {(v,¢) : I(v,c1) € O1, I(v,c2) € Oz, c=cl + 2} 9)

where v denotes an element of Dy, _, and again (v, ¢;) € O, means that this element
is encompassed by some (v;, *, ¢;) of O;. Composition is associative and commutative,
and property S; = IIy __ (S;) is transmitted to S. We leave as an exercise the
verification of (a3). I is defined by the set of all possible states Dy, ., with a null
cost for each of them: I = (,{(x,0)}).

Observe that with definitions above, systems are not involutive: combining a
system with itself doubles the cost function.

Systems with cost are closely related to Markov random fields. Let us denote by
C the cost function on states v € Dy, of a system S. Taking exp(—C), and renor-
malizing it by its sum over all states v allowed by S, yields a probability distribution

RR n~° 4860



10 FEric Fabre

on variables Vs. For § = 8§ A ... A Sy, the cost function C; in S; represents the
so-called potential function of clique® V;, while the cost function of the global system
S is referred to as the energy function.

We have chosen the pair (min,+) to define reduction and composition. In the
probabilistic interpretation above, reduction can thus be read as a maximum likeli-
hood operation: the cost of a state corresponds to — log of its probability, so in (8),
likelihood is maximized over discarded variables. But other pairs than (min,+)
would work as well, for example (max,+), or, for positive cost functions, (max, *)
and (+, *).

Systems with positive cost functions correspond to random systems where proba-
bility would be handled directly, not in log form. In that case, the reduction defined
for the framework (+,#) computes a marginal distribution (the probability func-
tion is summed over variables to discard), while (max,*) computes the maximal
likelihood state, or the MAP. In practice, systems with positive cost functions are
handled under a renormalized form. This renormalization can be incorporated to
the composition and reduction operators without altering their properties.

Note that the variety of choices for defining A and II in systems with cost functions
was already enlighten in [5].

2.3 Graphs associated to a compound system

We now consider compound systems & = St A ... A S, satisfying V; € V;,¢ # 7, for
Vi £ Vs,, 1 <i,j < M. The structure of such systems can be displayed by means of
a hypergraph H : variables are vertices, and sets V; define the edges. Figure 1 gives
examples of this representation (left hand side). A more useful notion for us is that
of connectivity graph G* for components of S: it has {1,..., M} as vertices, or
equivalently systems S;, and (i, j) is an edge iff V;NV; # 0. A communication graph
G° for S is obtained by recursively removing superfluous edges of the connectivity
graph, until minimality is reached. An edge (i, ) is said to be superfluous iff there
exists a path (i,k1,k2,---,kr,j) such that V; N V; € Vg, and k) & {i,5} for 1 <
[ < L. In other words, the direct interaction between S; and S; can be captured by
the alternate path (S;,Sk,,---,Sk,,S;). This will take a more precise meaning in
section 3 devoted to reduction algorithms. Observe that, in general, a system has
several communication graphs, as illustrated by figure 1.

2.4 The reduction problem

Composition is a natural tool to build large complex systems from small simple
components. Generally, the large system S = S;A...ASy is intractable. Fortunately,

3The term clique refers to a notion of graph for compound systems that we introduce below.

INRIA
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s . N
;

S1 S, S, 5,
S =

Figure 1: Left: systems as hypergraphs, where vertices stand for variables, and vari-
able sets V; of the different components define (hyper)edges. Right: corresponding
communication graphs between components. Dashed edges represent superfluous edges
removed from the connectivity graph.

in many applications, one is rather interested in computing the influence of the large
system & on a given component §;. Combined to other components, S; becomes
S! £ 11, (S), and computing these S! defines what we call the reduction problem.
Naturally, one would like to determine or approximate these reduced components
without computing &S itself. This is the purpose of the next sections.

Before, we give two application examples of the reduction problem in coding
theory. Both concern the decoding of so-called low-density parity check (LDPC)
codes. These error correcting codes are constructed in the following way : codewords
have a length of N bits, represented as variables Bi,...,By taking values 0 or
1. The code is obtained by forbidding some configurations among the 2V possible
ones. Specifically, M (independent) linear constraints Si,...,Sys are applied to
these variables. Each §; involves a small subset of bits V; C {Bj,...,Bx} and
allows configurations (states) satisfying ) p .y, Bn = 0, where addition is modulo 2.
This reduces the number of possible configurations to 2¥ instead of 2V, K = N— M,
which corresponds to a rate % code.

Example 1. Let us consider first the decoding problem when an LDPC code is
used over an erasure channel. This random channel erases a transmitted bit with
probability p, and transmits it without alteration with probability 1 — p. The de-
coding problem is to recover the transmitted codeword by ... by from received values
r1...7N, where rp, is 0, 1 or z, standing for “erased.” This takes the form of a big
linear system, one equation per constraint, where B, is set to r, if 0 or 1 was re-
ceived, and left as an unknown otherwise. In our setting, for each observation r, let
us build a system R, operating on variable B, and pinning its value to 7, if 0 or 1
was received, or allowing both values otherwise. The decoding of each bit B, is given

RR n~° 4860



12 FEric Fabre

by Ip, (SAR1A...ARn), which is a sub-product of the Iy, (SAR1A...ARn). If
r1...7TN is decodable, this projection assigns a single value to each B,,. Otherwise,
some undecodable bits remain, that can still take both values.

Example 2. As a second example, let us consider transmission of an LDPC code
over, say, a Gaussian channel, where B,, is modulated as +1 or —1 and corrupted
by the additive noise Z,, which yields observation r, € R. We now model sys-
tems S; as systems with a weight function: they allow the same local configu-
rations as above, and assign a null weight to each of them. This stands for the
equiprobability of all codewords, weights being homogeneous to a log likelihood.
We build observation systems as follows: R, operates on B,, and assigns weights
log P(ry,| B, = 0),log P(ry,| B, = 1) to values 0 and 1 of B,. Then in the (max,+)
setting, the reduced system IIp, (SAR1A...ARny) allows values 0 and 1 to By, with
weights

logbi, 151?31}\7(,1;&”1?(2)1’ ceeybn_1, O/]_, bnti,--- ,bN|r1, ...o,TN)+C (10)
where C' is a constant. Therefore, these values allow a maximum likelihood decoding
of bit By,. This statement may be more convincing without the log, i.e. in a (max, )
setting. Let us assign weight 1 to configurations of S;, still for equiprobability (any
constant value would work as well). Observation systems now assign P(r,|B, = 0/1)
to values 0 and 1 of By,. Then IIg (S AR1 A ... ARp) yields weights proportional
to

bi,lgglga%,i;énp(bl’ cee ,bnfl, 0/1, bn+1, ey bN,Tl, “ee ,’I"N) (11)
Observe that while the first example is expressed in an involutive setting (a
constraint system), this is not the case of the second example.

3 Reduction algorithm for tree shaped systems

It is well known that the reduction problem has a nice and efficient solution for
systems having a tree shaped communication graph. Its derivation relies essentially
on a separation criterion between components, on the graph of S, which allows the
use of (a3). In this section, we recall this algorithm and its properties, using the
algebraic setting of section 2. It forms the basis of so-called “turbo algorithms”
applied to general systems in section 4.

INRIA
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3.1 Separation property

We first recall definitions and simple results of graph theory concerning a separation
criterion between variables and systems. For S = S1 A...ASy and I C {1,...,N},
let us denote by S; the system A;crS;, and by Vi the variable set U;erV;. Let
H=WV,{Vi,...,Vn}) be the hypergraph associated to S =81 A... A Sn.

Definition 1 Let X,Y,Z C V be verter sets of H. Y is said to separate X from
Z on H, denoted by X|Y|Z, iff the subgraph Hy\y, obtained by removing vertices of

Y, is split into several connected components, and none of them contains vertices of
both X and Z.

Y is said to be an articulation set of H, separating X from Z. Definition 1 extends
to systems.

Definition 2 Let I,J,K C {1,...,N} be indez sets, S; separates St from Sk in S
iff V1|VJ|VK on H.

59

SISK

Figure 2: Component Sy separates St from Sk.

The connectivity graph of S gives a way to read out separation properties between
sets of components.

Lemma 3 Let G* be the connectivity graph of S, and I,J, K be index sets. If
I|J|K on G then Sy separates Sy from Sk in S.

Proof. This is easily seen on #, the bipartite graph associated to #: #H has
YV U{L,...,N} as vertices, and there exists an edge between V and i iff vari-
able V belongs to V;. If §; doesn’t separate Sy from Sk, there exists a path
(Vi,¢1,Va,co,...,¢n—1,V,) alternating variables and component indexes, such that
Vi € Vi, Vi, € Vi and no intermediate variable on the path is in V;. By remov-
ing variables, we get a path (i,c1,c2,...,¢cn,k) of G with ¢ € I, k € K, and no
intermediate component index is in J, so I|J|K is false on G. O

Communication graphs are more accurate indicators of separation properties.

Lemma 4 Let G¢ be a communication graph of S, and I, J, K be indez sets. If I|J|K
on G¢ then Sy separates St from Sk in S.
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Proof. We proceed by recursion, removing one redundant edge at a time. Assume
the result holds for graph G, and that edge (i, k) is redundant on G. Denote by G’
the graph obtained by removing (i, k). Problems arise for I|J|K holding on G’ but
not on G. In that case, any path from I to K and not crossing J on G must use
the edge (i,k). On G', every path going from 7 to k must cross J, otherwise I|J|K
would not hold on G'. Since (%, k) is redundant on G, there is a path (i,c1,...,cq, k)
of G (and thus of G') such that V;NV; C V,,1 <[ < n. On that path, one of the ¢
is in J, so V; NV, C V; for some j € J. As a consequence, G’ may suggest a smaller
set J to separate I from K, but sets Vr, Vs, Vi actually tested for separation on H
are identical with G and G’. In other words, if V;|Vy|Vk doesn’t hold on %, this is
not due to edge (i, k). O

Figure 3: Left: hypergraph of a system living on a tree. Right: the tree structure is
evidenced by duplicating some variables (connected vertices correspond to the same
variable), which reveals a possible communication graph.

Definition 3 System S = S1 A ... ASy is said to live on a tree iff it has a commu-
nication graph which is a tree.

In other words, a single component S; is enough to separate any two others (provided
they are not neighbors). It can be proved that, for such systems, all communication
graphs are trees, although they may be different (see theorem 9 in appendix).

3.2 Consequences of separation

The separation criterion between components is crucial to the reduction problem
because of the following two consequences. Let I,J, K be pairwise distinct index
sets, and assume that Sy separates Sy from Sk in S (fig. 2), then:

Oy, (Srusuk) = Hy,(Sr) AS; ATy, (Sk) (12)

(
(12) expresses that if a system S; separates two (or more) components, the latter
have independent influences on S;. The proof mostly uses (a3):

Oy, (Srusuk) = Iy, (St AS; ASk)

INRIA
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Iy, (85) ATy, (S1 A Sk)
= S; A1y, (Sr) ANy, (Sk) (13)

The second consequence of separation expresses that the influence of S on Sy can
be propagated through the intermediate system Sy :

HVI(S[UJUK) = S[/\HVI[SJ/\HVJ(SK)] (14)
The proof uses both (a3) and (al):

Iy, (Srusuk) = Sr ATy, (S5 A Sk)
= Si Ay, [Ty, 0y (Ss A Sk)]
= S[/\HVI[HVJ(SJ/\SK)]
= S ALy, [S; A1y, (Sk)] (15)

The key is that IIy, olIly,uy, = Iy, oIly,, due to the separation property. Of course,
by (al) and taking into account that S; operates on Vy, a term like IIy, (Sy) can be
replaced by IIy,y, (Sr).

3.3 Reduction algorithm

Let § = S1 A ... ASy live on a tree, and G° be one of its communication graphs.
Let N(z) denote the neighbors of vertex ¢ on the tree G¢, 1 <4 < N. The reduction
algorithm for S is based on messages exchanged between neighbors: each system
S; maintains and updates a message M; ; for each neighbor §;, so there are two
messages per edge (i,7) of G° one in each direction. The idea is that M; ; collects
information about S; in systems located on the side of S; with respect to edge (3, j).
The set of visited systems grows until the whole branch beyond 7 has been covered.

Algorithm A,

1. Initialization
Mi; = Ty, (D), v(i,j) € G° (16)
2. Until stability of messages, select an edge (7,7) and apply the update rule

Mij = Ty Sin( N\ M) (17)
kEN(D)\j
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3. Termination

S = SA( N\ M), 1<i<N (18)
kEN(i)

Although IIy,ny; (I) = I, we keep the projector in (16) to stress the fact that message
M; ; only involves shared variables between S; and §;. In practice, and referring to
the examples above, M, ; is represented by a set of allowed states in Dy,ny; (plus
a cost in example 2). Message updates in (17) are done in any order: the choice of
the oriented edge (i, 7) is left unspecified.

Theorem 1 Let S = S1 A... ASn live on a tree, and G° be a communication graph
for 8. Then A; converges in finitely many steps, and at convergence S, = IIy, (S),
1<i<N.

“Steps” refer to the number of message updates, where only updates changing the
value of a message are counted. This result is well known, but we briefly restate the
proof in notations of this paper.

Proof. For an oriented edge (4, j), we denote by L;<; the vertices (or the indexes
of systems) separated from j by edge (i,7) on the tree G¢, and thus lying “behind
1” from the standpoint of j. We first show that at any time in the evolution of Ay,
messages satisfy

dL;; € Licj - Mi; = Iy,ay;(SL;;) (19)

Observe that the influence of Sr,; on §; is summarized into IIy,(Sz, ;). But since
Vi separates V; from Vi, ;, one has V; NV, . € V; NV; and thus §; only needs to
know M, ; as defined above. (19) is true at initialization with L; ; = (. Assume it is
true at some point in A ; hence in the RHS of (17) messages My ; are projections
of systems Sr, ;. & separates the various Sg, ; on G°, so their projections can be
merged as in (12):

ILy,[Si A ( /\ SLk,i)] = SA| /\ Hvi(SLk,i)]
keN(i)\j keN(i)\j

= Si/\[ /\ HViﬁVk(SLk,i)]
keN(i)\j

where we have used the fact that S; and St ; have only V; NV in common. This
yields

Si A ( /\ Mk,i) = ILy, (SLi,j) (20)
kEN(i)\j
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for Lij ={i}U( |J Lri) € Lig (21)
kEN(i)\j

By applying Iy,ny; to (20), one gets the update equation (17), which thus satisfies
(19) for the new L; ; defined at (21). At any application of (17), either the set L; ;
grows, or the update is useless (M, ; is unchanged). Convergence is characterized
by L; ; = L;<; for all messages. This state is reachable in a finite number of useful
updates due to the tree structure of G¢. At convergence, (18) expresses another valid
merge situation where each My ; gathers the influence on S; of the whole branch
behind Sy, so (18) yields S/ = IIy,(Sg) for L = {i} U (Ukeniy Le<i) = {1,..., N},
and SZI = Hyi (8) a

Observe that A only relies on (al,a2,a3,a4). But it can be shown in a similar
manner that A; converges to the desired reduced systems regardless of the initial-
ization value for messages, so (a4) is actually useless.

The tree property of G is essential to prove convergence of A;. One could suspect
that, provided § lives on a tree, running A1 on the connectivity graph instead of G¢
would preserve convergence of messages and not alter the result. As will be shown
in the sequel, this is true with involutive systems, but doesn’t hold in general.

3.4 Alternate algorithm in an involutive setting
Lemma 5 Define S} by (18) at any step of A1. In an involutive setting, i.e. assum-

ing (a5), one has S = S; A ... NSl at any time in A;.

Proof. Thisresult is known at convergence of A1, by lemma 2. But it holds at every
step of A; since S{A...ASy has SiA...ASy as a factor, and (S1A.. . ASN)AM, j =
S1 A ... NSy using (19) and involutivity. O

Lemma 5 suggests that in an involutive setting, one could directly base process-
ings on components S;. This is what we propose now.

Algorithm A,

1. Initialization
M;; = My, ny, (1), V(i,j) € G° (22)
2. Until stability of messages, select an edge (i, j) and apply the update rule

./\;li,j = Hyim)j[Si/\( /\ Mk,i)] (23)
kEN(3)
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3. Termination

S = Sin( N\ M) (24)
kEN(s)

At this point, the only difference with A; is the symmetry of (23), which “returns” to
S; the message M ji received from it. Since this message was part of the information
already present at S, it should not alter subsequent computations when sent back
to it, thanks to involutivity (we prove this below). Ag becomes interesting when a
vertex ¢ is chosen instead of an edge (i,7), and messages towards all neighbors of 4
are updated at once. In that case, messages M; ,j become auxiliary variables, and
the heart of computations only involves systems S;. One gets

Algorithm Ag,,
1. Initialization

S = My(I), 1<i<N (25)

2

2. Until stability of reduced systems, select a vertex 4 and apply the update rule

S = SAL N\ Ty (S)] (26)
kEN(i)

To derive (26) in a direct manner, let us come back to lemma 2. If § = & A
...\ Sy, then § = S| A ... A Sy with S} = IIy, (S). A similar proof yields S =
Si A (AgziS)- Grouping terms, one also has § = §; A (Aken(i) Stie,) and so
S =8i A Aken) St,..;)- Using (a3) on this equation, we derive

Sz’ = HVi (8)

= SAl N\ (S,
KEN(i)

= SiAL N\ Ty, (SE,)l
KEN(E)

The last equality uses the fact that V; NV, _, = Vi N V. Since Ily, (SlLk<i
one gets

) = Sk

Sz{ = SA| /\ HViﬂVk(Sllc)] (27)
kEN(i)

Therefore, Agp;s computes a solution of the fix-point equation (27) by means of a
Gauss-Seidel procedure. We now prove the convergence of this procedure on trees.
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Theorem 2 Let S = S1 A... ASN live on a tree, and G¢ be a communication graph
for 8. Then Ay converges in finitely many steps, and at convergence S, = I, (S),
1<i<N.

Proof. Assume A; and Aj run in parallel, which we denote by A1||As: at any
choice of an edge (7, ), both messages M, ; and M, ; are updated, together with SJ'-

and 5’; We prove several properties of this joint algorithm.

Let us start with an extra property of A;: at any time, and on any edge (k,[),
M A le,‘li = My, where M"ld denotes any previous value of My, ;. Assume this
is true at some point in Aq; we show it is preserved by the update of M, ; into
MZe®. The current value M, ; on edge (i,j) was given byt M, = My, v, [Si A

M”ld By the recursion assumption
(/\kEN(Z y P

[Si A ( /\ MOld A[Si A ( /\ Mk )l = /\ Mk i) (28)
keEN(i)\j keN(i)\j kEN (O\3

and by lemma 1 one obtains M2 A M, ; = MP%". We conclude by transitivity

since any M"ld is absorbed by /\/lZ ,j» Which is 1tself absorbed by M.
Using this result we show that A;||Ay preserves

Mg = Mg AMPE (k1) €G° (29)

This is obviously true at initialization, so assume it is true at some point in A || As.
As a consequence, for every i :

keN (%)
— /\ Mkz /\Mold)
keN(q)

= /\ Mlcz

IceN (2)
= S (30)

The third equality uses the fact that Mf,l,f is absorbed by MP{¥ = Ily,ay,[Si A
(Aren(ipk Mu,i)l; as seen above, and thus is absorbed by S; A (Ajeniyk Musi)- As-

sume M, ; has just been updated into M5 ; the update of M, ; can be written

“Notice that one may have M”ld Mp,; in this expression.
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./\;li,j = HViﬂVj (Szl)a hence
Mi,j = HVmVj (Szl)

= My [Sin( N\ Me)l
kEN(i)

= Hvim;j [Si A ( /\ Mk,i) A Mj,i]
kEN(:)\j

= Tly,ny, [Si A ( /\ M)l A M
keN(i)\j

= MZ;W A Mj,i (31)

So ./\;lfj“’ = M7%Y A M;; which proves (29) for the updated messages on edge (i, 7).
(29) reveals that A1||As preserves (19) augmented with the extra property® :

3Lij C{L-- N} 1 My = oy (S, ) (32)
with I~4i,j N Li<j = Li,j (33)
and I~Ji,j N Lj<i C Ljﬂ' (34)

After the update of M, ;, L; ; is changed into E%w = {i}U(Uken(i) Lk,i)- The end of

the proof follows that of theorem 1: sets I~/” can only grow, and reach their maximal

value {1,..., N} in a finite number of useful updates, due to the tree structure of
G°. At convergence, one has S; = S; = IIy,(S), and M;; = M;; = Iy, (S) =
Mg N M. O

Remark: thanks to (30), lemma 5 holds also for components S! defined by (24)
along A,.

3.5 Reconnecting reduced components

We finally mention a composition property of reduced components S; = IIy,(S) for
involutive systems living on a tree.

Lemma 6 In an involutive setting, let S = S1 A ... NSy live on a tree, G¢ be one
of its communication graphs, and S, be the reduced components. Let J C {1,...,N}

define a connected subtree G¢|; of G¢, then \;c; S;. £ S =1y, (S).

Lemma 2 states that the composition of all reduced components S! yields S; here
we prove the same kind of property at an intermediate scale: composing part of the
reduced components yields a part of S.

"Recall that Li<; U L;j<; is a partition of {1,..., N} which identifies the two sets of components
separated by edge (i, 7).
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Proof. Let K ={1,...,N}\J be the set of removed vertices, and assume G is
a connected branch of G¢. Assume the connection between K and J on G¢ is done
by the edge (k,j). Replacing S; by S; AlIly,(Sk) and running A; or As on G¢;
yields the same reduced systems S; for i € J. So, by lemma 2, 8 = §; ATy, (Sk)-
But HVJ(S) = HVJ(SJ ANSk) =8; A HVJ(SK) =85 A ij (Sk), whence the result.
The general case where several branches must be cut around J can be proved in a
similar manner, or by recursion. O

Notice that the connectivity assumption for G¢; is crucial; the result doesn’t
hold without it (counter-examples are easy to build).

4 Reduction algorithm for cyclic systems

4.1 Approximate reduction algorithms

Obviously, not all compound systems live on trees, see for example fig. 4. To ad-
dress the reduction problem in such situations, there are essentially two families of
methods: exact methods, and approximations.

On the side of exact methods, the idea is to get back to the tree situation. A
popular way to do so consists in aggregating components involved in a cycle, in order
to obtain a junction tree between groups of components. On fig. 4, for example, one
could build §; = 81 A Sy and Sy = S3 A 4, interacting through variables A and C.
The major drawback lies in the size of the aggregated components, which penalizes
local computations of A; and As. The less known conditioning method does a similar
thing. It freezes one (or several) variable(s) to a particular value, which amounts to
removing it (them) from &, and may thus open a cycle (for example variable A on
fig. 4). The reduction problem can be solved easily on the remaining “conditioned
system,” if it lives on a tree. The complexity is similar to the junction tree method
(all combinations of values must be explored for the conditioning variables). And a
technical difficulty remains in the deconditioning step, which combines all reduced
components obtained for all values of the frozen variables. In practice, the complexity
of exact reduction methods explodes with the number of cycles in the communication
graph of the system, and approximate methods are generally preferred.

On the side of approximate methods, the choice is larger (mean field, iterated
conditional modes, Gibbs sampling, generalized belief propagation [3], etc.). The
objective is to propose a reasonable approximation of the true reduced components,
with a reasonable computational effort. We focus here on the so-called turbo proce-
dures, which basically amounts to running the algorithms of the previous section as
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Figure 4: A compound system S = S1 A ... A Sy not living on a tree.

if the system was living on a tree. Specifically, in A1, one had at each step

Sio= Sinl N\ Ty(Se,,)l (35)
KEN()

where indexes of Ly ; point to components located in the branch of the tree contain-
ing k (denoted by Lg<;). Elements IIy,(Sz, ;) precisely define the messages My ;
exchanged between components S; and S;. If S = S A ... ASy doesn’t live on a
tree, S; may not separate the connectivity graph into disconnected branches. As a
consequence, since the separation criterion is violated, equality IIy, ( /\keN(i) Siii) =
Akenii) Ivi (St ;) necessary to derive (35) doesn’t hold in general. It may hold for
the first steps of the algorithm, but soon the sets Ly ; will overlap, and messages ar-
riving at S; will carry correlated information. (Note that this is the main motivation
for using a communication graph instead of the connectivity graph: one avoids cor-
related messages arriving at some system, or, equivalently, a communication graph
displays more separation properties than the connectivity graph.) On the example
of fig. 4, information from &3 will reach &1 both through Se and through Sy. Infor-
mation from &; will even come back to Sy itself through the cycle, whence the name
“turbo.” As we will see, this is not bothering for involutive systems, but it can cause a
divergence in systems with cost functions. Therefore, a renormalization operation on
cost functions is usually introduced after projection and composition. In the (min, +)
setting for example, with positive weight functions, one may require ming s ¢ =1
at any time in any system S, and in the (+, *) setting that Z(V,C)ES ¢ = 1. These
renormalizations can be shown to preserve axioms (al,...,a4).

Experimentally, turbo procedures have proved to converge and to provide good
approximations of the true reduced components Ily,(S). At least sufficiently good
for efficient decoding, in the case of some error correcting codes. A standard inter-
pretation is that the “independence” of messages arriving at a node is approximately
preserved provided the cycles are long enough®. Nevertheless, convergence is not

5For random systems, specifically Markov random fields, this argument is based on the fact that
the correlation between components decays geometrically with their distance on the graph, if the
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guaranteed in general, unless extra axioms are satisfied, as shown in section 4.2.
Now, given a stationary point of algorithms A; or A, and the corresponding sys-
tems S! and S! obtained at this point, how good are these approximations of the
true reduced components ? This is explored next, in subsections 4.3 and 4.4.

Remark. In the sequel, we use notations S/ and S! to represent results (or sta-
tionary points) of algorithms A, and Ajy respectively, which may differ from the true
reduced components IIy, (S).

4.2 Axioms ensuring convergence

To study the convergence of reduction algorithms, we need to introduce some notion
of “topology” on systems, together with extra axioms defining its relations with A and
I1. We thus assume the existence of a partial order C on systems, where S C S’ can
be read as S contains more information than S'. We require C satisfy the following
properties :

VS, SLCI (ab)
V81, 8s, S3, SICS = S1AS3CSASs (a7)
VSaSIa vV C Vmaza S C Sl = HV(S) C HV(SI) (38)

Intuitively, (a6) makes I the least informative system, (a7) states that composition
incorporates the same “amount” of information to all systems, and (a8) means that
reduction doesn’t introduce information.

Example. In the case of constraint systems, where S is defined by a subset of
possible states O C Dy, ., we define S T & by O C O'. The verification of
(a6,a7,a8) is immediate. Observe that S C &' implies Vs D Vg in this example.

Counter-example. For systems with cost functions, simple attempts to define this
topology fail”. Let us consider systems with positive cost functions, in the (min, +)
setting for example. A system S is defined by a subset O of Dy, .. X Rt such that
(v,c) € O,(v,d) € O = c= . Let systems S,S' be given by O, ', and define C
by

SCS & VY(v,e)€0, 3(v,d)e O and c< ¢ (36)

global system is far from a phase transition. For constraint systems, similar results are provided by
percolation theory.

"This is not surprising. No criterion minimized by the turbo algorithm for systems with positive
cost functions has been evidenced up to now. To the knowledge of the author, it has only been
shown that, in the (+, *) setting, the turbo algorithm converges to an extremal point of a distance
between the cost function of S and a Kikuchi approximation of this cost function. However, whether
this point is a local minimum or a saddle point remains unknown [2].
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In words, S C &' if S allows less local states than S’ (i.e. gathers more constraints),
and if the remaining states have a lower cost value than in &’. With this definition,
(a7) is immediate. A problem appears with (a6) since all states of I must have zero
cost to ensure (a4). But this problem could be solved by shifting cost values to R~
in all systems but I. More seriously, (a8) fails as indicated by the following counter-
example. Consider Vpar = {A4,B} and O = {(ab,cq)}, O = {(ab,c1), (ab,c2)}.
Then § C &' as soon as ¢y < c;, whatever the value of c. However, reducing
systems to variable A, one gets I14(S) = {(a,cp)} and I14(S") = {(a, min(c1,c2))},
so TT4(8S) C TI4(8’) fails for co < ¢p. Notice that choosing ¢ > ¢ in the definition
of C would erase all these problems, but this choice is meaningless in a (min,+)
setting.

Lemma 7 Let Ay or As be applied to S = S1 N ... N Sy, whatever the structure
of its communication graph, with messages initialized to 1. If azioms (a6,a7,a8) are
satisfied, then messages have a decreasing evolution for C.

Proof. Consider the update equation (17) in A; for example. Assume some My ;
has been changed into M} ; since the last update of M, ;, with M} ; T My ;. Then,
by (a7,a8), the new message on edge (4, j), denoted by M; . satlsﬁes M E M.
Since one has M; ; = I at initialization, the first update also ylelds M E M ;=1
by (a6). O

Theorem 3 Under conditions of lemma 7, the update equation of Ay (resp. As) has
at most one accessible stationary point. If the number of possible states is bounded,
(i.e. |Dy,,.. X Dw| < 00), this point is reached, whatever the ordering of updates.

Proof. In case of a bounded number of states, convergence is ensured by lemma 7,
so the only point to prove is the uniqueness of accessible stationary points. Consider
A, for example (the same argument holds for As). Let M; j and M” be two
stationary points of (17), accessible from initialization M; ; = I. Let us consider an
evolution scheme starting from M, ; = I and leading to M, ;. At initialization, one
has M” C M, ; =1 on every edge (i,j). By (aT7),

SAC N M) © SA( N\ M) (37)
keN(i)\j kEN()\j

so by (a8), and using the stationarity of Mi,j, the updated message M, ;, denoted

by M5, satisfies M” C M. At convergence, one gets M, ; C ./\71-,]- By

symmetry, M; g =3 M; ,j also holds whence equality since C is a partial order. O
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Figure 5: Detailed view of S = S§1 A S2 A S3 where values of A, B,C are displayed.
Values related by a dashed line define legal tuples of a system.

This result deserves several comments. First, observe that (17) may have several
stationary points, but at most one of them is accessible. Consider Ve = {4, B,C}
and constraint systems &) = {ab,a'b'}, Sy = {bc, ¥/ '}, S3 = {ca,d’'} (fig. 5). These
components correspond to the unique accessible stationary point of A; (by the way,
they are also the true reduced components of §). Nevertheless, Mo = {b} =
Mo, Moz = {c} = M32, M31 = {a} = M3 defines another stationary point
which is not accessible (idem with primed letters). Secondly, to get convergence, the
strong assumption of a bounded number of states, to get convergence is necessary to
compensate the weakness of the “topology” defined by C. This captures only special
forms of systems with cost functions, but discards usual ones. A strategy could be
to define S C & by ¢(S) > ¢(S'), where ¢ is a measure of the information present
in a system. But in that case, C would only be a pre-order (unless ¢ is injective),
which breaks the uniqueness of the accessible point. Moreover, for general random
systems, such increasing information measure on messages of turbo algorithms have
not been evidenced up to now.

4.3 Properties of stationary points
We now put aside conditions for convergence of A; and Ag, and rather consider
properties of stationary points of their update equations.

4.3.1 Expanded systems

The first result states that A; and Ag are insensitive to the global structure of G¢,
but only captures its local structure.

Definition 4 Let G = (V, E) be a graph. G= (V,AE) is a locally isomorphic expan-
sion of G iff there exists an onto morphism® X\ : V' — V which is bijective between

84.e. X preserves edges
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{6} U A(®) and {\(®)} UB\(D)) for every & € V, where 8(.) denote neighbors of a

vertex.

Expansions of G can be easily constructed by superimposing several copies of G and
crossing edges between columns associated to neighboring vertices of G (see fig. 6).
There exists a unique (up to an isomorphism) tree being an expansion of G, named
the universal covering tree. It is isomorphic to G if G is a tree, and is infinite as soon
as G has a cycle.

Figure 6: Construction of a locally isomorphic expansion of G, by taking several
copies of G and crossing edges between them.

This notion extends to systems. Let us first say that systems S and S are
isomorphic iff they are identical up to a renaming of variables (we denote by ¢ :
Vs — Vg this bijective mapping), then

Definition 5 Let S = S1A...ASn and S = 31/\. . .ASM be two systems, and let G¢
and G¢ denote generic communication graphs for § and §. S is a locally isomorphic
expansion of S iff

1. there exist communication graphs G¢ and G¢ and an onto mapping A : {1,... ., M} —
{1,..., N} which makes G° a locally isomorphic expansion of G¢,

2. there exists a mapping ¢ : Vg — Vs such that components S; and Sx) are
isomorphic through ¢, 1 <1 < M.

Observe that ¢ is onto, and for every edge (3, j) of GC, neighboring components share
the same variables as their images by A, i.e. gb(VSAi N ng) = Vs,@) N Vs,;)- The

following result generalizes the “periodic assignment lemma” mentioned in [1].

Lemma 8 Let S be a locally isomorphic expansion of S through mappings X\, ¢. If
messages M, ; are a stationary point of the update equation (17) of Ay (resp. (23) of
Ay) on G€, their inverse image by A, ¢ define messages My which are a stationary
point of A1 (resp. As) on G¢. Moreover, if the M; j are an accessible stationary
point on G¢, then the Mk,l are also accessible on QC.

INRIA



Convergence of Turbo Algorithms for Systems Defined by Local Constraints 27

Proof. Stationarity is obvious: define messages ./\;lk,l on G¢ as the image by ¢!
of My a@)- If the M;; are a stationary point of, say, (17) on G€, the ./Qlk,l still
satisfy (17) on QC, thanks to the local isomorphism property. To prove accessibility,
run A simultaneously on G° and QC, and each time an update is performed on an
edge (i,7) of G, update also messages on all edges (k,1) of A1[(,5)] on G¢. This
preserves My ; = ¢~ (M, ;) on these edges. ]

Notice that, conversely, stationary messages M k,l O Ge yield stationary messages
M, ; on G° only if all edges (k,!) in A71[(4, )] carry isomorphic messages, for every
(,7) of G°. This property is not guaranteed however ; counter examples are easy to
build.

4.3.2 Extendibility to every nested tree

Let the 8] be obtained at a stationary point of Aj. A; being an approximation, a
local state v; in S; may not be the projection of a global state v of S. Nevertheless,
we show that v; is part of a larger state covering not all, but several components of S.

Theorem 4 Let G¢ be a communication graph for § = S A ... NSy, let the
M, ; be a stationary point of (17) on G¢, and build approzimate reduced systems
S; by (18). Select J C {1,...,N} such that subgraph G¢; is a tree, and define

Si=8 A (/\kEN(i)\J M), 1 <i < N thenVj € J, S;- = HVJ-(SJ).

Figure 7: A communication graph G° and a mnested tree G¢; (thick edges) around
vertez j.

This theorem expresses that every local state v; € SJ’- can be extended into a larger
state v over any tree around j (vy may not involve all variables of S, however). In
terms of constraint systems, this means that only a cycle of G¢ could determine that
a v; in some system S doesn’t belong to the true ITy, (S) (see the example of fig. 8).
In other words, A, is blind to cycles.

Proof. Let us replace S; by S; on J. S; gathers the influence of messages coming
from outside the tree G¢ ;. By the stationarity assumption, on every edge (i,5) of
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Figure 8: Detailed view of components in S = S1A...ASy. The drawing expresses, for
example, that S; = ({4, B}, {(a,b), (a’,0)}). A1 doesn’t reduce these components.
In every S!, a local state can be extended to the tree formed with its two neighbors.
But not further, i.e. not to the entire S : S is actually empty.

gcu one has

Mg = SA(C N M) (38)
ke(N(5)\5)\J

and the corresponding approximate reduced systems satisfy

SZ{ = Sz/\( /\ Mk,i) (39)
kEN(i)\J

These equations characterize the only accessible stationary point of A; on tree G ;
for system Sy = A jed S, whence the result by theorem 1. O

4.3.3 Local optimality

The extension result of theorem 4 has a local optimality interpretation in the case
of probabilistic systems, which was first mentioned in [1].

We consider systems with positive weight functions, in the (max, *) setting. Let
a(S) represent a normalization operation on the weight function of S ensuring

max w = 1 (40)
(v,w)eS

where w € Dy = Rt and v ranges over Dy, .., or equivalently over Dy,. Replacing
projection ITy by IIy £ a o IIy, and redefining composition as $;AS; £ a(S; A So)
preserves the validity of axioms® (al) to (ad).

9Moreover, one gets VS, f[q, (8) =1, where I is composed of all states Dy,,,, with weight value 1,

ie. T=(0,{(x,1)}).
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For & = S1A...ASy living on a tree, A converges, by theorem 1, and yields
reduced systems S! =TTy, (S). Let us denote by v* (resp. v¥) a state of S (resp. S})
having weight 1, i.e. a most likely state of S (resp. S;) in the probabilistic in-
terpretation of weights. Observe that normalized systems directly have normalized
projections, i.e. § = a(S) induces S! = IIy,.(S) = IIy.(S). Moreover, by definition
of ITy,, the restriction of a v* to variables V; necessarily yields a v}, and conversely
a v¥ is necessarily'? part of at least one v*. So, if components S/ contain a single v*
at convergence of A1, these local states can be composed to form the unique optimal
state v* of S: {v*} = A, {v}}.

Figure 9: In this compound system, solid lines identify components selected to form
the tree G° ;. Variables represented with a cross are frozen to their value in v.
Changing the value of remaining variables V', (internal to S;) cannot give a more
likely state than v.

This result can be partially extended to a general compound system. Let G¢ be a
communication graph of § = S1A...ASy. Assume J C {1,..., N} defines a subtree
G€|; of components of S. At a stationary point!! of A, by theorem 4, one has
S = f[yj (Ss), with S; defined as in theorem 4. Hence, with the same reasoning as
above, any v]*- of SJ’- extends into a locally optimal v of S, where local optimality
refers to the weight function of §;. By generalization, a v} of Sj’- extends into a
locally optimal v’ over any tree G¢ ; around j.

The weight function of S; is different from W, the weight function of S. To make
the connection, we need two extra observations.

First, let I = {1,...,N} \ J and denote by V;; = Vr NV the set of shared
variables between S; and remaining components in system S. In the same way,
define sets of “private” variables as V} = Vr\ V; for Sy, and symmetrically 1/, for S;.
By construction, the weight functions W and Wy of systems S; and Sy respectively

0Strictly speaking, this only holds for systems with a finite number of elements.
1n practice, the renormalization « is central to avoid divergence of weights when A; is applied
on a general graph, although convergence has not been proved, as mentioned earlier.
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are related by'?

Wi(vpvrg) = Wi(vp,vn)u(vrs) (41)

for some function p due to messages appearing in the definition of components Sj.
Secondly, considering factorization & = S;AS;, and denoting by W; the weight
function in Sy, observe that

W (v, v, vYy) o WiV, v, )WV, vir) (42)

for elements (v, vr,7,v’;) of S. Therefore, for a fixed value of (v}*, v} 7), maximizing
W over v/; in S amounts to maximizing W (v}, v} ;) or any related weight function
W (v}, v} ;) - (v ;). In 8, we have already underlined that Wy (v/;*, v} ;) cannot
be improved by changing v/;* into any other possible value v/;. Using (41), this holds
also for WJ(V{]*,V’;, ;), and by consequence for W(vf,*,v’i 72 Vi) (see fig. 9). This
proves the following corollary to theorem 4:

Corollary 1 Let the S} be derived from a stationary point of A1 on G, a commu-
nication graph of S = S1A...ASn. Let v be a state of S such that v¥, its restriction
to variables V;, is an element of weight 1 in S]. Then v is locally optimal in S in
the following sense: VJ C {1,..., N} such that G¢  is a tree, let I = {1,...,N}\J
and V', = V; \ V1, any other state v’ differing from v only on variables of V', has
lower weight that v in S.

Figure 10: Same notations as fig. 9. If J is such that Hy, has a tree as com-
munication graph, changing the value of all variables Vy (not only private variables
V') cannot give a more likely state than v. Here, taking J U {1} would violate this
condition : variable A would close a cycle through Ss.

In [1], this result is stated in a stronger form. Namely, all variables of V; can
actually be modified without improving W (v), provided the hypergraph ), has a
tree as communication graph (fig. 10). The proof of W (v%,v}™) > W (v, v}*) can
be obtained in a similar manner using a locally isomorphic system in which cycles
have been expanded, and relying on lemma 8.

12This relation holds for elements (v/;,v;,s) lying in both systems S; and Sy, of course.
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4.4 Specific properties of involutive systems
4.4.1 Comparison of stationary points of A; and A,

Lemma 9 In an involutive setting, let G¢ be a communication graph for S = 81 A
.NSn. Let the M;; and S| be a stationary point of Ay on G°, then the M” =
MZ,J AM;i, SI & S! define a stationary point of As.

Proof. Let us define S! as S!, and M, j as M; ; A M,;. On every edge (4,;) one
has

My, v, (8]) = My, M ASiA( N\ M)l = My A M4 (43)
keN(i)\j

using stationarity for Ay, so ./\;l,-,j = Iy, v, (8!) holds. Moreover,

(A Me)=8n( N\ M)A /\ Mig) =SiA( N\ Mig) = S;(44)
kGN(z keN(z) keEN(: kEN(3)

since §; A M; = S using involutivity and stationarity of Aj. So 5' = S A
( /\keN(Z) My Z) which proves stationarity of the update equations in As. O

The converse result cannot be proved so directly : there is no closed form expres-
sion of messages M; ; in terms of messages M; ;, so it is difficult to build a stationary
point of A; from one of Ay. Nevertheless

Theorem 5 In an involutive setting, let G¢ be a communication graph for & =
SiA...N\NSn. Algorithms Ay and A:g have the same accessible stationary point on
Ge (in terms of components S; and S,), if this point ezists for one of them.

The proof relies on the following lemma
Lemma 10 In an involutive setting, define relation T by
SICSy & S5ANS =68 (45)

Then C is a partial order relation which satisfies axioms (a6,a7,a8).

Proof. Transitivity, reflexivity and antisymmetry of C are obvious, so we have a
partial order. (a6) is a transcription of (a4), (a7) is obvious with S3 A §3 = S3, and
(a8) has been proved in lemma 1. O

Proof of theorem 5. By application of theorem 3, A; and As each have at most
one accessible stationary point (this point exists if components are finite). So we only
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have to prove they are identical. We proceed as for theorem 2, by running A;||As.
Properties (29,30) still hold: they don’t need any assumption on the underlying
graph of the algorithm. (But closed form characterizations (19,32) of messages in
terms of components are not valid anymore.) We conclude by observing that S’Z' =S
is true all along Aq||As9, so in particular when both A; and A, have converged to
their unique accessible stationary point. O

Remark: the proof also reveals that A; and Ay converge at the same time in
A1||Ag, still in terms of components S’Z’ and S;.

4.4.2 Invariance by graph change

For systems living on a tree, the result of A; or Ay is optimal, and in particular
insensitive to the choice of graph G°. For general systems, whether accessible station-
ary points depend on the communication graph chosen to run the turbo algorithm
remains an open question. However, this invariance can be proved for involutive
systems.

Lemma 11 In an involutive setting, let S = S1 A\... ANSn. Let graphs G1,Gs satisfy
Ge C G1 C Gy C G where G° is a communication graph of S, and G* its
connectivity graph. We assume Go = G1 U {(1,7)}, where (i,7) is a redundant edge
on Ga. Then Ay (resp. Ag) run on Gy or on Go yields the same accessible stationary
point, in terms of reduced components S}, (resp. S’,’c)

Proof. Observe first that theorem 5 remains valid for any support graph of A; and
As. So it is enough to prove the lemma for A,.

We denote by (i = ko, k1, k2, ..., kr = j) a redundancy path for edge (3, j) on Ga.
Let the S,g (and consequently the Mk 1) define an accessible stationary point of A
run on Gp ; we must show that these Sk are also accessible to As run on Gy, which
allows to conclude by unicity of accessible stationary points, as stated in theorem 5.

Let us define M;_; on the missing edge (i, 7) by M; ; = = Iy, (S = Hymy] (Sko)
Using the fact that V; N'V; C Vi, N Vi, and My g, HVkOfWkl (8’0), one has
M; ij N Mko,kl Mko k,, and consequently M” A Sk = Sk By recursion on the
same scheme, one has M; j A S,’C = S’ for 0 <1 < L. So the new message M, ;
doesn’t change SJ'. And conversely, the new message MN in the reverse direction

doesn’t change S!. We have proved that the 5~',’c form a stationary point for Ay on
Go. Accessibility of this point on Gy is obvious: simply run As on Gy ignoring the
presence of edge (%, j), which is equivalent to running it on G;. Then update messages
/\;li,j and ./\;t]-,i once the stationary systems SI’C are obtained. O
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Theorem 6 In an involutive setting, let S = S1 A ... ANSn, and G* be the connec-
tivity graph of S. Let graph G C G™® be obtained by removing some redundant edges
of G, Whatever the choice of G, A1 (resp. Ay) yields the same result, in terms of
components S! (resp. S!).

Proof. Direct, by recursive application of lemma 11. O

This result allows to replace the use of a communication graph, which requires
some global knowledge on the structure of §, by the connectivity graph, a purely
local information. It also evidences the strength of the involutivity assumption.

4.4.3 Refinements of the extendibility property

Lemma 12 In an involutive setting, let G¢ be a communication graph for S = &1 A
...ASn, and S} (resp. S;) be obtained at a stationary point of Ay (resp. Ay). Select
K CJC{l,...,N} such that subgraph G ; is a tree, and G|k a connected subtree

of G 5. Then Sy = Ty, (S]) (resp. St =Ty, (5}))

This lemma expresses that every state vk of S}, can be extended to any tree
around K. It generalizes theorem 4, which states the same property for K reduced
to a single vertex. A recursive use of lemma 12 shows also that a local state vg
can be progressively enlarged by “connecting” one element v; at a time, where v; is
taken in a neighboring system. This extension can progress as long as no cycle is
closed on G°€.

Proof. As for theorem 4, define S; = S; A (Aiengipg Mui), 1 <4 < N, where the
M,; are stationary messages of A;. Running A, on the tree G ; for components
S; yields the same S}, so one readily has S; = S} by lemma 2. But lemma 6 also
applies on G and gives Sy = Iy, (Ss) whence Sy = Iy, (S}). Similar arguments
prove the result for As. O

O

Figure 11: A graph G¢ (all edges) with subgraph Gk (thick edges) and G ; (solid
edges).
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This result can be further refined : any state of an S% can be extended to branches
outside K, even if G¢ i is not a tree. Notice however that S}, may very well be empty
if it captures cycles (see fig. 8 with K = {1,...,4} for an example): for k € K,
Iy, (Sk) = S}, is not guaranteed any more if G g is not a tree.

Theorem 7 Under assumptions of lemma 12, select K C J C {1,..., N} such that
G|k 15 a connected subgraph of G¢, and all cycles of G¢; are contained in G° .

Then Sy =Ty, (S) for A1, and S =TIy, (S}) for As.

Proof. As for lemma 12, running A; on G¢; with components Sj yields the same
stationary systems S;-, so we can restrict ourselves to G¢;, or equivalently assume
J ={1,...,N}. For simplicity, assume vertices of L = J \ K form a single branch,
connected to G¢ k by the edge (I, k). Then

HVK (53) = HVK (8}( A SIL) = S}( A HVK (S},) = 8}( A HVk (SIL) (46)

Applying lemma 2 on the tree G¢|z, one has S} = St A My, whence Iy, (S}) =
Iy, (Sp) A Mgy = My A Mg, But both M, and My are absorbed by Sj, so
also by S, and finally Iy, (S’) = Sk. The case of several branches connected to
G° K is proved similarly.

Again, a similar reasoning yields the result for As. O

4.4.4 Progressive reduction
The following result extends lemma 5 to any graph structure.

Theorem 8 In an involutive setting, whatever the structure of G¢ for S =S1A... A
Sn, algorithm A; preserves S = 8] A ... NS\ at any time, for S; defined by (18),
and similarly algorithm Ao preserves S = S| A ... AN Sy at any time, for S; defined

by (24).

Proof. Consider A;. The proof differs from lemma 5 since there is no closed
characterization of messages at every step. We rather proceed by recursion and show
that messages M; ; are still absorbed by 81 A... A Sy at any time, which induces
S =S| A...ANSy. This holds at initialization since M; ; = I, so assume it holds
at some point in A;. The updated message M5 = Ily,av; [Si A (Agengip; Mhsi)]
is absorbed by S; A (/\keN(i)\j My.;) which is itself absorbed by S; A ... A Sy using
the recursion assumption. A similar proof yields the result for As. O

This result means that A; and Ay progressively reduce components S;, borrowing
constraints from their neighbors, but do not introduce “wrong” constraints. At con-
vergence of the algorithm (if achieved), one gets partially reduced components, where
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constraints specifically due to cycles have not been considered to discard states. This
can be evidenced if a partial order C is available on systems (for example the one de-
fined in lemma 10): the true reduced system satisfies IIy, (S) = II, (S{ A ... ASy) =
S ATly, (A S} CSIE S

Figure 12: Reduced components are not a stationary point of As.

Remark. The true reduced components S £ Iy, (S) are “contained” in the par-
tially reduced components given by A1 or Ag, but in general do not themselves define
a stationary point of Ag, nor of * A;. Consider the following counter-example (dis-
played fig. 12). We take Vo = {4,B,C} and S; = {(a,¢), (a,), (d,c), (d, )},
S2 = {(a,b), (d',b)}, S3 = {(b,¢), (b, ) }}, 80 S = S1AS2AS3 = {(a,b,c), (a',b,)}.
Reduced components satisfy Sf = {(a,c), (d/,c)} and 8§ = Sy, S = S3. If sta-
tionarity holds for Ay, we must have ./\;l,-,j = ./\;lj,z- = IIy,ny;(S'), and check that
S=8 A (/\kEN(i) -A;lk,i)- But one has ./\;lg,1 = {a,d'} and ./\;13,1 = {c,}, so0
S A ./\;12,1 A M3’1 =8 # S{’.

5 Conclusion

We have proposed an algebraic framework allowing the derivation of turbo like re-
duction algorithms for a general family of modular systems. Its main advantage is to
rely on very few ingredients: two simple operations on systems, composition and re-
duction, and on a small set of axioms on these operations. Despite this parsimonious
setting, many properties of turbo algorithms can be obtained. In particular, local
extendibility and local optimality properties of solutions obtained at a stationary
point of a turbo procedure appear as “algebraic” in nature. Convergence results, on
the contrary, would require extra material in order to define an appropriate topology
on systems. In this framework, involutive systems form a notable exception. This
strong property allows to prove convergence of turbo algorithms, and uniqueness of

13This is more difficult to prove since one has to construct messages M; ;, but the result holds
in an involutive setting thanks to theorem 5.
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the limit, with a very simple form of topology. Further, it also provides insensitiv-
ity to the choice of the graph on which the turbo algorithm is run. The class of
involutive systems may essentially contain constraint systems, however, but it re-
mains interesting as a “benchmark” for properties of turbo algorithms. Finally, let
us mention that results presented here have a natural extension to dynamic systems.
Specifically, one can replace static components S; by components changing in time,
or even by automata. In this setting, turbo procedures naturally become distributed
on-line algorithms, and allow to address problems like distributed state estimation
for example [15, 20].

Acknowledgement : the author would like to thank Aline Roumy and Albert Ben-
veniste for fruitful discussions that helped improving early versions of the manuscript.

A Property of systems living on a tree
We prove the following result, mentioned at the end of section 3.1:

Theorem 9 If a compound system S has at least one communication graph which
s a tree, then all its communication graphs are trees.

The proof relies on the following lemmas.

Lemma 13 Let G be the connectivity graph of S ; if G™® has a single connected
component, every communication graph G¢ for S contains at least a spanning tree of

gcnm

Proof. This is obviously due to the fact that an edge can be removed only if it
belongs to a cycle, by definition of redundancy. As a consequence, if one gets a
tree in an erosion scheme of G°**, then the process terminates and this tree is a
communication graph. O

Lemma 14 In the process of building a communication graph G¢ for S, the redun-
dant edges recursively taken away from the connectivity graph G can be removed
in any order.

Proof. It is enough to prove that one can reverse the order in which two redundant
edges (i,7) and (k,l) are removed: permutations of two successive elements in a
sequence generate all possible permutations of that sequence.

Assume (4,j) and (k,l) are removed in this order, which corresponds to the
sequence of graphs Gg,G1,G2. (k,l) is obviously redundant on Gy, and could be
removed first. So we only have to show that (4, 7) is still redundant once (k,[) has
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been removed from Gy, which defines graph G;. There is a redundancy path for (k,1)
on Gy (and G3), which doesn’t use edge (i,j); we denote a generic element on this
path by n. In the same way, there is a redundancy path for (7,j) on Gy (and Gy),
the generic nodes of which are denoted by m. If this path doesn’t use edge (k,!), it
is still present on Gi, and thus (i,7) is redundant on G{. Otherwise, the edge (k,1)
can be bypassed through vertices n on G}, which defines another redundancy path
for (4,7): VinV; C Vi, Vi, 50 V;NV; € Vi NV, and by assumption Vi, NV, C Vy, so
ViNVY; C VY, for every n on the bypass. O

Lemma 15 Let G° be a tree-shaped communication graph for S, and (i,7) be an edge
of its connectivity graph G™* that is not in G¢. Then the single path linking i to j
on G° is a redundancy path for edge (i, 7).

Proof. We rely on the previous lemma: there exists an erosion scheme from G“**
to G¢ in which (4, j) is the last edge removed. On G°U{(z, )}, there is a single cycle,
containing (%, j), and (%, j) is redundant. O

Proof of theorem 9. Let G° and G°% be two communication graphs for S, such
that G¢ is a tree, and G has cycles. For the convenience of the reasoning, edges of
the tree G¢; are said to be red, and edges of G are said to be black. The objective
is to prove that there exists a redundant (black) edge on G%.

We now distinguish three cases.

Case 1. Since G has cycles, observe that there is at least one black edge (i, 5)
which is not red. There exists also a unique red path (i = ko, k1, k2, ..., kr—1,kr = j)
from ¢ to j (by lemma 13), which makes edge (7, ) redundant by lemma 15. If all
edges of this path are also black, then (i,7) is also redundant on G¢ and we are
done.

Case 2. Otherwise, there exists edges of the red path which are not black
(fig. 13). Let (k;, ki1+1) be such an edge. By lemma 14, (k;, k1) could be the last
edge removed to get G°, so there exists a black path P, from k; to kj41 which
makes (kj,kj11) redundant. Let m be a generic node on this path P}, one has
Vi, "Vi ., © Vi, but since V; NV; C Vi, Vg, (on the red path), one has also
ViNV; C Ve N Vg, C Vi Assume it is possible to select the black paths P, such
that none of them uses edge (4,7). Then, we recursively build a black path from 4 to
j by either keeping edge (k;, k;1) if it is black, or replacing it by the bypass F;. By
construction, this black path doesn’t use edge (7,j) and defines a redundancy path
for (i,7), so we are done.

Case 3. The construction above fails if, for some red edge (ki, k;4+1), all black
redundancy paths P} use the edge (4,7). In that case, we have Vi, N Vg, CViNYV;
using black edges, and V; NV; C Vi, N V,,, using red edges, whence V; NV, =
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Figure 13: Red edges are represented as rectangles, black edges as solid lines. A red
path from i to j allows to build a black redundancy path for edge (i, 7).

Vi, N Vi, - So, by adding edge (4, ) to G°1, one closes a (unique) cycle containing
edges (k;,ki+1) and (4,7), and both of these edges are redundant on this extended
graph. In other words, one can replace edge (k;, k;1) by edge (4, 7) in G¢; : this yields
a new spanning tree G¢|, which is therefore a communication graph. This operation
replaces a red edge, by another edge which is both red and black. We can thus go
back to the beginning of the proof, with G¢; replaced by G¢|. Since case 3 can only
apply a limited number of times, one necessarily discovers a redundant black edge
either by case 1 or by case 2. For example, in the worst case, all red and non-black
edges of G are turned into red and black edges, and case 1 necessarily applies. O
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