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Abstract: This article deals with specification, refinement and verification ap-
proaches for systems designed with synchronized components. First of all, we define
a synchronized composition of components. Transition systems are used to specify
or/and to model synchronized component-based systems. Second, we give refinement
semantics for these component-based systems before proposing a method to verify
the refinement of a whole system from the weak refinement of its components. We
also present SynCo (for Synchronized Component-based Systems): a tool we are im-
plementing using our method. Third, a compositional way to verify safety properties
is proposed: the unreachability of a (set of) state(s) can be efficiently ensured for a
synchronized component-based system.

The different aspects of our work are illustrated on an industrial example of a
wind-screen wipers system composed of a control lever, a rain sensor and two (left
and right) wind-screen wipers.
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Raffinement et vérification de systémes & composants
synchronisés

Résumé : Cet article traite de la spécification, du raffinement et de la vérification de
systémes congus sous forme de composants synchronisés. Pour spécifier et/ou pour
modéliser ces systémes, nous utilisons des systémes de transitions. Nous définissons
d’abord une composition synchronisée de systémes et donnons la sémantique du raf-
finement pour ce type de systémes. Ensuite nous donnons des conditions nécessaires
et suffisantes du raffinement du systéme complet & partir du raffinement affaibli
de ses composants. Un algorithme de vérification du raffinement pour ce type de
systéme est implanté dans SynCo (pour Synchronized Component-based Systems)
Finalement, un algorithme de vérification compositionnelle de propriétés de stireté
est proposé.

Les différents aspects de ce travail sont illustrés par I’exemple industriel d’un
controleur d’essuyage composé d’un levier de controle, d’un capteur de pluie et de
deux (gauche et droite) essuie-glaces.

Mots-clés : composition, synchronisation, vérification compositionnelle, raffine-
ment, vérification algorithmique, analyse d’atteignabilité
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1 Introduction

Verification across abstraction and refinement steps is a central and important issue
in formal system validation. It presents both practical and theoretical difficulties
that have not yet been satisfactory solved.

In this paper, we deal with specification and verification of component-based finite
state systems supporting a top-down refinement paradigm. We suppose a specifica-
tion obtained by a refinement process. Several methods, like B [1, 4], TLA+ [20],
CSP2B [12], etc. propose a refinement based development. The system specification
and modelling we consider in this paper, are inspired by the syntactic and semantic
concepts of the B refinement method which has been successfully used to specify
many reactive systems. On overview, the reader can refer to case studies such as an
industrial automatism [2], as well as industrial applications such as METEOR [5] by
Matra Transport International, and the SPECTRUM project [28] by GEC-Marconi
Avionics Limited.

In [16, 18], it has been proposed to enrich B specifications with dynamic prop-
erties formulated in the Propositional Linear Temporal Logic (PLTL). In [8], we
express the refinement semantics as a relation between transition systems. In general,
behavioural properties established for an abstract system model are not preserved
when the system is refined to a richer level of detail. It is not the case for us: in [14],
we show that our refinement relation preserves the abstract system PLTL proper-
ties. This way, an algorithmic verification of the refinement by model exploration
can be associated with the verification of the PLT L properties, by model-checking.

However, it is well-known that the algorithmic verification quickly meets its limits
when applied to huge systems. Therefore, we have to face the problem of combina-
torial explosion during refinement since details introduced by the refinement tend
to drastically increase the number of states of the systems. It is also the case while
verifying properties by model-checking. Compositional approaches partially avoid
this problem.

A way to have components in the B method is to decompose the application
into separate machines. There are many works on structured development using
decomposition into machines and refinement (see, for example [13, 11, 27]). Generaly,
B event systems which are closed systems can be used to describe the components.
So, the interactions between components have to be described independently. This
is the idea used for example in [12] or in [29].

Unlike the Schneider and Treharne’s approach [26], we propose in [9] to remain
in the framework of the B event systems. We assume that components do not share
variables and we propose to specify a synchronization as pairs of events belonging
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4 0. Kouchnarenko, A. Lanoiz

to two different components with feasibility conditions. These conditions achieve
the synchronization by constraining the activation of events of a component by a
predicate over the variables of another component. Moreover, during the refinement
verification we take the external non-determinism into account.

In this paper, we go further to conciliate the synchronized component-based spec-
ification with the refinement verification. First, we propose to use transition systems
both for specifying and for modelling synchronized component-based systems. Sec-
ond, we define a refinement relation of component-based systems which is weaker
than the refinement relation defined in [9]. Third, we give the conditions to ensure
the refinement of the whole system from the weak refinements of its synchronized
components, and vice versa. Furthermore, we propose to exploit the refinement to
verify safety properties in a compositional way. The interest of this proposition is
that the component-based refinement guarantees preservation of the abstract systems
properties for the refined systems.

As a comparison, our goal for addressing the B event systems composition is
different from the B decomposition one proposed by J.-R. Abrial. In [3], the event
systems decomposition is based on extern shared variables and synchronized events.
The main advantage of our technique is that it frees the user from the whole system
design.

This paper is organised as follows. After giving preliminary notions, we define,
in Section 2, the behavioural semantics of synchronized component-based systems.
In Section 3, we define a refinement relation for these systems and explain our main
compositionality result using for the compositional refinement verification. Then, in
Section 4, we investigate how our approach is used in the context of a compositional
safety property verification. Section 5 introduces a tool implementing the synchro-
nized component refinement verification. Throughout this paper, we illustrate the
use of our framework on an industrial example of a wind-screen wipers system. We
end by some perspectives.

2 Synchronized Parallel Composition

In this section, we introduce interpreted labelled transition systems to specify and
to model the behaviours of a component. We specify the synchronized behaviours
of components by tuples of labels with feasibility conditions constraining activations
of transitions with these labels. We provide a definition for a context-in component
(i.e. a component in the context of the others). This definition is required to define
the synchronized parallel composition of components under a synchronization.

INRIA



Refinement and Verification of Synchronized Component-based Systems 5

Let Var = {X1,..., Xy} be a finite set of variables with their respective domains
Di,...,D,. Let AP be a set of atomic propositions ap & (X; = v) with X; € Var
and v € ;. Let SP be a set of state propositions sp defined by following grammar:
sp1,8p2 i=ap | msp1 | sp1 V spa.

Definition 1 (Interpreted Labelled Transition System (LTS))
A interpreted labelled transition system S over Var is a tuple < Q,Qq, E, T,1 >
where:

- Q) is a set of states,

- Qo C Q is a set of initial states,

- F is a finite set of transitions labels or actions,

-T CQ X E xQ is a labelled transition relation, and

-1 :@Q — SP is an interpretation of each state on the system variables.

We define the sum of two transition systems over the same set of variables Var.
Furthermore, we will show how to compute a parallel composition of synchronized
components using this operator.

Definition 2 (Sum of Two LTSs)

Let §1 =< Q1,Qo1, F1,T1,l1 > and Sy =< @2, Qo2, Es,Ts,lo > be two transition
systems over Var. The sum of S1 and So, written S1 W Ss, is < Q1 U Q2, Qo1 U
Qo2, 1 U Eo, Th1 UTs, l12 > where 112 is defined by:

o ll(Q) Zf q € Q17
hala) = { lo(q) if q € Qo

Moreover, Vqi. g1 € Q1, Vg2. ¢2 € Q2. (li(q1) = l2(q2) © ¢1 = ¢2)-

In order to define our synchronized parallel composition, we give the definition of
a synchronization of n components. For that, we introduced a new transition label
'—7 for the fictive action “skip”.

Definition 3 (Synchronization of n Components)
Let S1,...,Sn, be n components. A synchronization Synch is a set of elements
(« when p) where:

- = (61, .- "en) € H?:l(Ei U {_});
- p Is a state proposition on the components variables.

To illustrate the previous definitions, we introduce the example of a car wind-
screen wipers system. Consider the wipers system WS4 composed by a control lever,
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6 0. Kouchnarenko, A. Lanoiz

a rain sensor and two (left and right) wind-screen wipers. The control lever CO4 can
select the mode of the wiper system: co=manual, co=auto or co=stop. Its behaviour
is shown in Fig. 1. The left and the right wipers have the same behaviour. The
transition system in Fig. 2 shows two positions for the left wiper LW 4: lw=leftUp
or lw=leftDown. It is the same thing for the right wiper RW 4. The rain sensor SE4
can detect the rain amount (se=not, se=tiny or se=strong). Moreover, it can be off

(se=off) (see Fig. 3).

seNot— Se:oﬁ
N

seOff

- coAuto seTiny  seOff -

; coStop, | - ; seNeot. ™ :
{coManual : seStrong ., >‘ :
| i -

coStop coAuto’ seNot | seTiny -

Ry lwUp lwDown
Ly _"coManual k q -
(eo=manal)* fw=tefiDoun

Figure 1: CO4 Figure 2: LW 4y Figure 3: SE4

sgsi;rong seOff

(lwDown,rwDown) when ((co=manual) A (se=off)) V ((co=auto) A (se=tiny)) V ((co=auto) A (se=strong)),
(lwUp,rwUp) when ((co=manual) A (se=off)) V ((co=auto) A (se=tiny)) V ((co=auto) A (se=strong)),
coManual when (lw=leftDown) A (rw=rightDown) A (co=stop) A (se=off),

coStop when (lw=leftDown) A (rw=rightDown)A (co=manual) N (se=off),

seTiny when (co=auto) A (lw=leftDown) A (rw=rightDown) A (se!=off),

seStrong when (co=auto) A (lw=leftDown) A (rw=rightDown) A (se!=off),

seNot when (co=auto) A (lw=leftDown) A (rw=rightDown) A (se!=off),

(coManual, seOff) when (co=auto) A (lw=leftDown) A (rw=rightDown),

(coStop,seOff) when (co=auto) A (lw=leftDown) A (rw=rightDown),

(coAuto,seNot) when (se=off) A (lw=leftDown) A (rw=rightDown)

Figure 4: Synchronization csw4

A synchronization cswy is given to describe the authorized behaviours of the
complete system WS 4. For example, the left and right wipers must move together
((lwDown,rwDown) and (lwUp,rwUp)), the rain sensor sends information only if
the control lever mode is auto (seTiny, (seStrong and seNot), the control lever
mode or the rain sensor can change only if the wipers are down ((coManual,seOff ),
(coAuto,seNot)), etc. cswy is given in Fig. 4. For readability reason the fictive
transition label ’-’ is not shown in cswy4.

Each component Si,...,S, is a context-free component. However, to take syn-
chronization into account, we need to define a context-in component, i.e. a compo-
nent in the context of the others under a synchronization Synch.

INRIA



Refinement and Verification of Synchronized Component-based Systems 7

Definition 4 (Context-in Component)
Let S1,...,S, ben components. Let Synch be their synchronization. A context-in
component S{ is defined by the tuple < Qf, Q§;, E,T¢, 1§ > where:
-Qf C Q1 X ... X Qp with (q1,...,qn) € QF,
- QF; € Qo1 X ... X Qon,
-Ef ={(e1,.-.,€i,...,en) | (((e1,---,¢€i,...,€e,) when p) € Synch)
/\(ei € Ez)};
-18((q15 - qn)) = Li(@r) A Aln(gn),
- T¢ C QF x Ef x Q° with
((q15---5qn), (e1,---5en), (g1, .,q,)) € T iff:
- ((e1,-..,e,) when p) € Synch,
-15((q1,---,qn)) = p, and
Vk.(k€{l,....,n} = ((ex = —ANgr = q;,) V (ex # — A (gr, e, q}) €

T)))-

All context-in components have the same set of variables Var = (J;_, Var;. Note
that the graph representing a context-in component may be unconnected.

Figure 5 shows a representation of the context-in component SE9 that pre-
sents all behaviours of SE4 under cswya. It is either simple behaviours (seNot,
seTiny, seStrong) or synchonized behaviours ((seOff,coManual), (seNot,coAuto)).
We have similar figures for the context-in components CO%, LW§ and RW§. Remark

se=not
A lw=leftDown
A rw=rightDown
A co=auto

4

se—off
A lw=leftDown
A rw=rightDown
A co=stop

xeNot,coAutg

se Off, coStop
seNot

(seOff,coStop) seNot
(seoﬁ,cbstap) . . :

- - .;JeSiTong
3e Tiny - (seOff,coManual)

se=strong
N lw=leftDown :
A rw=rightDown ;
N co=auto E
5 (seNot,coAuto)
(seOff,’coMa.nual)(SSOﬁ’ coMa.n'u.a.l)" ‘

se=tiny seStrong

N lw=leftDown i o

A rw=rightDown
A co=auto

SeTiny

se—off
A lw=leftDown
A rw=rightDown
A co=manual

Figure 5: SES
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8 0. Kouchnarenko, A. Lanoiz

that RW§ and LW} are identical. Indeed, all behaviours of LW and RW, are
synchronized ((lwDown,rwDown) and (lwUp,rwUp)).

The whole system is a rearrangement of its separate parts, i.e., the components
and their interactions. This arrangement is specified by a synchronized composi-
tion between components. We define a synchronized composition of n components
S1,..., Sy under a synchronization Synch by the sum of the n context-in components

C (&
1,...,Sn.

Definition 5 (Synchronized Composition of n Components)

Let S1,...,S, be n components and Synch their synchronization. Let SY,..., Sf
be their respective context-in components. The synchronized parallel composition of
Si,...,8, under Synch is defined by:

||Synch(Sla ) Sn) d:d wzlzl(szc)

Notice that our parallel composition is more expressive than the classical syn-
chronized product of transition systems. This is due to feasibility conditions, i.e.,
predicates over variables of the n components that constrain the composition. It is
not a designer’s task to write the context-in components nor their sum. As they
can be automatically generated (thanks to Definitions 2 and 4), the designer only
specifies the components and the synchronization.

Recall that the four context-in components have the same set of variables Var4 =
{co, lw, rw, se}. The wipers system WS4 = ||csw,(COa, SE4, LW4, RW 4) equals to
CO4wSEGWLWG W RWS.

3 Synchonized Component-based Systems Refinement

In this section, we first recall the refinement semantics given in [8, 9] for classical one
component transition systems. A refinement relation in the style of the Milner-Park
simulation relation between abstract and concrete transition systems is given. Sec-
ond, we want these semantics to fit with the synchronized component-based systems.
For that we define a refinement relation between transition systems which is weaker
than the refinement relation introduced in [8, 9]. Nevertheless, this weak refinement
allows us to ensure the refinement of the whole system in a compositional way, un-
like the refinement defined in [8, 9]. We begin by an example before giving formal
definitions.

Consider a refinement of the wind-screen wipers system, still composed of four
components: COpg, SEgr, LWg and RWg. In COpg the speed choice seCo is per-

INRIA



Refinement and Verification of Synchronized Component-based Systems 9

cor = stop lwg = leftDown
N seCo=sel A lws=Ils0

coManual

coS}tbp ‘ .. twDown . lwSpeed?2 lwDéwn
coAuto - iy ’ . lwSpeed1
: coStQp caStop‘ : » <
coManug : lwgp = leftDown lwgp = leftDown
cop = auto B ‘ cop = manual A lws=ls1 A lws=Is2
N seCo=sel e N seCo=sel ) ;
coAuto: " E E i 1 3
g : . lwUp Iy Up E
coAtuto coSelect 5, : ; ;
corp = manual lwg = leftUp lwg = leftUp
N seCo=se2 A lws=ls1 N lws=Is2
Figure 6: COg Figure 7: LWg

formed in the manual mode: seCo=sel for speed 1 or seCo=se2 for speed 2 (see
Fig. 6). In both LW§x and RWp the wind-screen wipers speed is taken into account.
For LWp a new variable lws (for left wiper speed) is introduced with D(lws) = {Is0,
Is1,1s2} for respectively, no speed, speed 1 or speed 2 (see Fig. 7). Idem for RW 4. In
the abstract system SFE4, there are two rain levels. We observe in SER both limits
of the tiny-rain level (seg =mazTiny) and the strong-rain level (seg =minStrong).
The authorized behaviours of the refined wipers system W Sg are described in
the synchronization cswg. We still have the old synchronized behaviours, i.e. left
and right wipers must move together ((lwDown,rwDown) and ((lwUp,rwUp)), the
control lever and the rain sensor change only if the wipers are down (coManual,
coStop, seTiny, seStrong), etc. In addition, some of the new transitions are also
synchronized. For example, the speed selection in the control lever manual mode
can happen only if the wipers are down (coSelect). The wipers change their speeds
simultaneously ((lwSpeedl,rwSpeed1) and (lwSpeed2,rwSpeed?)). In the control lever
auto mode, the tiny-rain detection is synchronized with the level 1 of the wipers
speeds ((seMazTiny,lwSpeed1,rwSpeedl)), and the strong-rain detection is synchro-
nized with the level 2 of the wipers speeds ((seMinStrong,lwSpeed2,rwSpeed2)).

3.1 Basic Transition Systems Refinement

Let SA =< Q4,Qoa,EA,Ta,la > be an abstract transition system over Var, and
SR =< QRgr,Qor, Fr,Tr,lr > a concrete transition system over Varg. In this
section, some basic definitions about transition systems refinement are given. The
syntactic concepts of the refinement are the following. Refinement introduces new

RR n° 4862



10 0. Kouchnarenko, A. Lanoiz

transition labels, so F4 C Fgr. Refinement introduces new variables and renames
abstract ones, so Vary NVarg = @.

Let GI be a formula over SP4 U SPgr U SP' where SP, is over Vara, SPg
is over Varg, and SP' ¥ {X, = Xg} with X4 € Vars and Xg € Varg and
D(X4) = D(Xg). GI is commonly known as a gluing invariant linking variables of
the abstract and concrete systems. A binary relation y C Qr x @4 allows us to
express this link between the states of two transition systems [8, 9.

Definition 6 (Gluing Relation)
Let GI be a gluing invariant between SR and SA. The states qr € Qr and g4 € Q4
are glued, written qg i qa4, iff Ig(qr) N GI = 14(qa).

((co=manual) < (cogp=manual)) A ((co=stop) < ((cop=stop) N (seCo=sel)))

A ((co=auto) & ((cop=auto) A (seCo=sel))) N ((se=off) & (ser=off))

A ((se=not) & (seg=not)) N ((se=strong) <& ((segp=strong) V (seg =minStrong)))

A ((se=tiny) < ((segp=tiny) V (seg=mazTiny))) A ((lw=leftDown) < (lwg=leftDown))
A ((lw=leftUp) & ((lwr=leftUp) A (lws#ls0))) A ((rw=rightDown) < (rwg=rightDown))
A ((rw=rightUp) & ((rwg=rightUp) A (rws#rs0)))

Figure 8: Gluing invariant GIy

The gluing invariant Gl linking variables of the refined system W Sgr and the
abstract system WS, is given in Fig. 8. The abstract variable co from COy is
linked with the concrete variables cor and seCo. If co=manual then cor =manual , if
co=stop then cog =stop and seCo=sel, and if co=auto then cor =auto and seCo=sel.
We have the same kind of links between the variables of SE4, LW,, RW4 and
respectively, SEr, LWg, RWg.

The semantic concepts of the refinement are the following.

1. In order to describe the refinement, we keep the transitions of Sg, the labels
of which are in E4 (i.e. labelled by the "old" labels) and we consider the new
transitions introduced during the refinement design (i.e. labelled in Er \ E4)
as being non-observable; they are labelled by 7 and called 7-transitions. Each
portion of path containing 7-transitions must end by a transition labelled in
FE 4. Therefore, the transition refinement is either a strict refinement or a
stuttering refinement (see Fig. 9).

2. In order to avoid livelocks, new transitions should not take control forever. So,
the paths containing infinite sequences of 7-transitions are forbidden.

3. Moreover, new transitions should not introduce deadlocks.

INRIA
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O'AEE(SA) @ e @ s .L.L. .............. @ s )
M? ngﬁ\\\

n n
O'REE( R) @ —— @ e .?.%. .............. .Tz>.

Figure 9: Path refinement

The refinement relation 7 is defined in [8, 9] as a restriction of y that verifies the
previous concepts.

Definition 7 (Strict Refinement Relation [8, 9])
Let SA and SR be two transition systems, and e be a label from E 4. We define the
refinement relation n as the greatest binary relation included into p and satisfying
the following conditions:
1) strict transition refinement
(@R 1 ga A qr = i € Tr) = 3¢y (qa = ¢4 €Ta A gz 1 d)),
2) stuttering transition refinement

T
(gr n g4 A qr = d € Tr) = (qg 1 q4),
3) lack of new deadlocks
(qgr 71 g4 N gr +R) = (g4 »4)",
4) lack of T-divergence

T, ! T, n T, T,

qrNga=>""(gr > dr = ¢ — ... > ...),
5) external non-determinism preservation
(g4 = ¢4 € Ta N arnqa) = 3 dpdipdh-(dg N qa N dp = ap € Tr N qa =
g4 €Ta N qdpndh)

We say that SR refines SA, written SR E S A, when the conditions above are verified
between the states of SR and SA i.e. SRC SA < Vqg. (qr € Qr = 3q4. (q4 €

Qa N qr 1 qa)).

It has been shown in [8] that 7 is a kind of 7-simulation. It is well-known that a
simulation can be computed iteratively for finite state systems. We have an algorithm
based on a depth-first search enumeration of the reachability graph of the refined
system. Its order is O(|SR|) where |SR| = |Qr| + |Tr|.

'We note ¢ » when Vg',e. (¢ €EQAe€ E= (¢ > q) ¢ T).

RR n° 4862



12 0. Kouchnarenko, A. Lanoiz

3.2 Compositional Component-based Systems Refinement

In this section, the refinement semantics is fitted with synchronized component-
based systems. We define a refinement relation weaker than the refinement relation
presented in Section 3.1, and we clarify how 7 covers the new transition labels.
Then we give a compositionality theorem allowing us to compositionally ensure the
refinement of the whole system from the refinement of its components.

We have shown in [21] that 7 is too strong to verify a component-based systems
refinement. The problem is that some new deadlocks in the context-in components,
could cause the refinement verification of a context-in component to fail whereas
the refinement of the whole system is verified. That is why, we introduce another
relation, called the weak refinement relation and written ny. This relation is fitted to
ensure the refinement verification in this case. The relation 7; uses the set D C Qg
of new deadlocks which is built during the refined system exploration.

Definition 8 (Weak Refinement Relation)

Let SA and SR be two transition systems, and e be a label from E4. Let D C Qg
(Initially D = &) be the set of new deadlocks. We define the weak refinement relation
ny as the greatest binary relation included into p and satisfying the conditions 1),
2), 4) and 5) of Definition 7 and the following condition:

3’) old or new deadlocks

(grnf aa A qr »r) = ((ga »a) V (¢4 = ¢4 € Ta) = (qr € D))).

We say that SR weakly refines SA, written SR Cp SA, when the conditions above
are verified between the states of SR and SA i.e. SRCp SA < Vqr.(qr € Qr =

Jga. (ga € Qa N qr 5 qa)).

The relation 7y can be computed by an iterative algorithm with a complexity
order in O(|SR|) too. It is easy to see that the strict refinement relation n implies
the weak refinement relation ny when D = @, and vice versa. Indeed, condition 3’)
of Definition 8 is verified for the old deadlocks, so D remains empty.

Property 1
Let SA and SR be two transition systems. Let D C Qg be the set of new deadlocks.
We have (SRC SA) < (SRCp SA N D =2).

We have to clarify how 7 covers new transition labels when we deal with synchronized
component-based systems. Indeed, we want to avoid the refinement verification
failure when an old transition and a new one are synchronized. The problem is then
to decide whether this synchronized transition has to be covered by 7 or not.

INRIA



Refinement and Verification of Synchronized Component-based Systems 13

Our approach is the following. On the one hand, the old transition label must
be saved if it is a label of the component being considered. On the other hand, the
transition must be kept out if its label is not a label of the considered component.
We define a context-in 7-component to be a context-in component covered by 7. The
first step of Definition 9 deletes some transitions and their labels, and the second
step covers by 7 the remaining transition labels.

Definition 9 (Context-in 7-component)
Let SA1, SA2, SRy and SRy be four components. Let SR{ be a context-in com-
ponent. The context-in T-component SRT is the tuple < Q%y, QRro1s ER1> This 171 >
where:

- Q1 = Qg1

- Qro1 = Qrors

-7 (g1, 42)) = 151 (g1, 42)),

- T}‘El = Pcll ~ {((QI, QQ)a (615 62)5 (qlla qg)) | ((QI, Q2)a (61’62)5 (qlla qé)) €

Tfu A e € Egp NEgq N eg € EAQ},

- E]T_—u = Eill N {(61,62) | (61,62) € Elc_n ANei1 € Egi N Eq Neg € EAQ}.
Then, the elements of Ep,, are covered as follows? :

- if (e1,—) € E}, and e1 € Er1 \ Ea1 then (e1, —)\T,

- if (e1,e2) € Efy, €1 € Epy N\ E4y and e3 € Epy \ E a9 then (e1,e2)\T,

- if (e1,e2) € Egy, €1 € Ea1 and ex € Ery \ E4o then (e, e2)\(e1, —).

Our first result is a compositional refinement verification theorem. This theorem
links the separate context-in components weak refinements with the component-
based system refinement. It is based on deadlocks reduction. A state inducing a new
deadlock in a component does not induce a deadlock in the whole system if there
exists another component in which this state is not a deadlock state.

Definition 10 (New Deadlocks Reduction)
Let SA1, SAs, SRy and SRy be four components such that SR] Cp, SA§ and
SRY Cp, SAS. Let Synch and Synch' be two respective synchronizations. The set

D1 C QR U Q% of states producing new deadlocks during the weak refinement of
SR1||5ynchISR2 is defined by:

def

D1,2 = (D1 N DQ) U (D1 N Q7I-%2) U (D2 ~N Q}-ﬂ)

We can compute the set D1, ., containing the new deadlocks during the weak re-
finement verification of ||synch (SR1,-..,SRy,). It is an associative computation:

*We note e1\e» the relabelling of e; by es.
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Di,..n = Dq,..n1)n = D1y, .n)- Then, Property 1 allows us to decide the strict
refinement of the whole system.

Theorem 1 (Refinement of a Synchronized Component-based System)
Let SAy,...,SA,, and SRy,...,SR, be n abstract and refined components. Let
Synch and Synch' be two respective synchronizations.

|synch! (SR1, ..., SR) C ||synch(SA1, ..., SAy) iff
“Vi.1<i<n = SRT Cp, SA¢
- Dl,...,n =9

A proof is given in [19].

This theorem provides a compositional refinement verification algorithm. This
algorithm is based on the computation of the relation 7 for each context-in compo-
nent SR} which complexity order is O (|SR]|). The complexity of this refinement
algorithm is O(|SR]| + - -+ |SR}|) but it can be iteratively computed. The greatest
memory space used by this algorithm computation is maz]_,(|SR]|), at most.

For our example, we built the refined context-in components. Figure 10 shows the
refined context-in component SE%. This context-in component only describes be-
haviours of SER under cswg that are either old transitions (seNot, seTiny, seStrong
or (seOff,coStop), (seNot,coAuto)) or new transitions (seMazTiny, seMinStrong or
(seMazTiny,lwSpeed1,rwSpeedl), (seMinStrong,lwSpeed2,rwSpeed?)).

By Definition 5, we have WSr = CO% WSEG LW WRWE over the set of
variables Varg = {cor, seCo,lwg,lws, rwg, rws, segr}. The weak refinement is ver-
ified for each context-in component. We have SE§ Cpy, SES where the set Dgg
contains two new deadlocks ¢§ and ¢§ (see Fig. 10). By Definition 10, we reduce
Dgsg and we show that Dco sg,rw,rw is empty. By Theorem 1, we conclude that
the wipers system W Sg refines W Sj4.

The refinement relation provides a formal framework for verifying system prop-
erties. When the refinement is verified, most properties that have been verified on
the abstract system are preserved on the refined one.

4 Compositional Property Verification
In this section, we propose a method to verify a class of safety properties on synchro-

nized component-based systems. These properties can be expressed as the unreach-
ability of a set of states. If this set is not reachable in the abstract system, then the

INRIA



Refinement and Verification of Sync

hronized Component-based Systems

15
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Figure 10: SE%
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refinement relation ensures the unreachability of the corresponding set in the refined
system.

Since we introduce new details in the refinement, the abstract system is usually
small in number of states while the refined system is likely to be very large. We want
to exploit the refinement approach enriched by a component paradigm. It allows us
to avoid the model-checking blow-up by verifying safety properties in a compositional
way.

The method we propose here is based on Definition 5. The idea is to verify
the reachability among the context-in components S; instead of exploring the whole
system || synch(S1,--.,Sn). Actually, the state space and the transition relation of a
context-in component are less important than the entire system ones. We reduce the
number of possible behaviours during the system exploration, and, consequently, we
postpone the state space explosion problem.

Let ||synch(S1,--.,Sn) be a synchronized parallel composition under Synch. The
reachability problem for ||syncn(S1,---,Sn) is the following decision problem.
Input: n context-in components S¥,...,S¢ and a target state ¢f s.t. ¢f € [J;—; Q5.

Reachability problem (RP): Determine whether ¢f is in {¢¢ | ¢¢ € U, Q5 A
g5 (g5 € Uiz, @G A Fw. (w € (UL B))" A (66, w,¢%) € (UL, T7)"))}, where
(Ui, TF)* is the reflexive and transitive closure of the transition relation |J;_; Tf.

Theorem 2 (RP for a Synchronized Component-based System)

There exists an algorithm to decide the reachability problem for a synchronized
component-based system ||gynch(S1,---,S,) whose complexity order is in O(|S§| +
-+ 155D

In practice, to verify the reachability of a target state gf in a context-in compo-
nent, we apply the backward-reachability analysis from ¢f. During this exploration,
the set @Qp of the deadlock states is built. If no initial state is reachable, we choose
another context-in component, and, often, a new target state among the deadlock
states (in @p), in order to continue the reachability analysis from this state. We
can choose a new target, since the state gf is reachable from this new state. We stop
when either an initial state g§ € |J;—, Q§; is reached or exploration of all possible
choices is already done.

The verification algorithm below formally presents the compositional reachability
analysis.
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Algorithm 1 (Compositional Reachability)

1 Input 23 deadlock := false
2 (Q§ = Ur=1 Q¢; (*Initial state space*) 24 Qsue = {45}
3 g € Ui—; Q5; (*Target state*) 25 Qpre = {}
4 CI C {S{,.--,S5} (*A set of context-in compo-ts*) 26 WHILE (deadlock = false) DO
5 Result 27 Predecessors (Q5ycr S5, Qorer QNp)
6 reach: boolean (*true if qf is reachable*) 28 Qp =Qp Qi;‘Dc ‘ pre
7 Variables 29 IF (QS ={}) DO

Te
8 Q:D’ QN D> Qsuc> Q;re C Uiz Q(c)i 30 de;dlock = true
9  sfecr 31 ELSE
10 (67 € Ui—1 @6 . . 32 IF (Q§ N Q5. # {}) DO
11 tested C Uiz Q5 X {ST,-- -, Sn} 33 deadlock := true
12 end, possible, deadlock: booleen 34 end = true
13 Begin 35 reach := true
;; Qf?i = }qtj} 36 ELSE

end := false c c
37 =
16 reach := false 38 FI Qsue Qpre
17 WHILE (end = false) DO 39 FI
18 Choice (QCD, CI, tested, possible, qf, S§) 10 ENDWHILE
19 IF (possible = false) DO
20 d:=t 4 e
gnd i=true 42  ENDWHILE

21 ELSE 43 End
22 tested := tested U{ (a5, S§)}

This algorithm uses the following procedures.
- Predecessors(Input: Q5,., S5, Output: Qp,., Qyp),
- Choice(Input: QF,, C1I, tested, Output: possible, gf, Sf).

The first procedure computes @y, in 57, i.e., the set of prececessors of Q5,.. The

states in Qg without predecessors are put in a set Q% , of new deadlocks. Formally
we have Qg & {¢° | (¢% o, q”) € TF N ¢° € Q5,.}- The second procedure chooses,
among both states in )%, and context-in components in CI, the most convenient
and not tested yet pair (¢f, S{). To be efficient, this choice has to be based on some
heuristics. For example, the strong dependency analysis of [22] between components
can be used for an efficient reachability analysis of their synchronized composition.

This compositional reachability algorithm becomes very interesting when com-
bined with the refinement verification approach. Indeed, all the components in the
context are computed during the refinement verification.

Theorem 3 (Correctness of Algorithm 1)
Algorithm 1 eventually terminates and indicates whether the target state is reachable
(reach = true) or not (reach = false).

Proof idea. The computation in the loop WHILE (deadlock = false) (lines 26-42)
stops. The predecessors computation stops either when an initial state is reached
(line 33), or when there are no predecessors (line 30). The computation of the
loop WHILE (end = false) (lines 17-42) eventually terminates. The variable end
becomes true since either an initial state is reached (line 34), or there is no other
choice for a pair of a context-in component and a deadlock state (line 20). The only
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possibility to have the variable reach equal to true (line 35) is to reach an initial
state.

For our running wind-screen wipers example, we want some states to be for-
bidden. For instance, states where the wipers system can move only one of the
wind-screen wipers, must be unreachable. Then we exploit the refinement to ensure
this property for the refined system.

Consider ¢f, a state such that {(gf) & (lw = leftDown A rw = rightUp A co =
manual N se = off). We want to ensure the unreachability of the state ¢§,, written
O(— ¢f) in PLTL. By Algorithm 1, it is possible to show that g¢f is not reachable
in the abstract system W.Sy. As the system WSk refines the system WS4 (as
explained in Section 3), the refined system states corresponding to ¢f by the gluing

invariant GIy are unreachable too.

5 SynCo: a Tool Verifying the Synchronized Component-
based Systems Refinement

-+ SynCo 1.0 - Synchronized Component-based System
File Edit Run Help

& i [screwit
© o fbs.Synchro [ zoomm |
© a Ref.Synchro
¢ @ conodo Zoom Out
© 4 Abs.Conponent
[ comodos. Tts fselVot] | l50ff]
A3 conodoaLcs 2 mtaeRanoth] seot]
® @ Ref.Component — [assi
[ comodor. Frs Bsestrongl "\ seldot] m
{8 conodorLts —
lseOff] J={seR=strongR} -
{8 conodorTau ’ S
d [ |
[ conodo. 1nv o — .
—seR= di
A3 conodaciue HobRnisiond)) EE=
9 @ ieft Wiper (seTig] | [seStrong] E
@ o fhs. Component D:I
§ 2 o - - ==l
L E, — — 0
© @ Right Wiper [setlaxTing] 7
@ & Ahs.Component . _
® o Ref.C 5 ={seR=maxTinyR}
)i ) omponent 5. eR=ms g: o @ o/b
@ @ Rain Sensor
© 4 Aps.Conponent

© a Ref.Conponent
e

Figure 11: The tool SynCo
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Theorem 1 in Section 3 gives the required conditions to ensure the strict refine-
ment of a whole system from the weak refinements of its synchronized components,
and vice versa. This way, we have an algorithm to verify the strict refinement of a
synchronized component-based system. The most important advantage of this re-
finement verification is that it is not necessary to build the whole system to verify
the refinement.

Transition System We are developing SynCo (for Synchronized
T aown « {LouopR, sutoR, manvaif) Component-based System Analyser)?; a tool im-
local coR : CONTROLR 3 3 3 _
local con SO plementing with Java the synchronized compo
Initially (coR = stopR) A (seCo = se1) nent refinement verification (Figure 11 show a
Transition coStop : . . -

enable (coR != stopR) ; capture of its interface). We specify the com-
assign coR := stopR, seCo := sel

ponents as transition systems using the STeP’s

Transition coAuto :

enable (coR != autoR) ; : LR
e con e amven. auCo = se Fair Transition Systems syntax [23, 10]. Each
Transition collanual : transition is specified with its activation condi-
enable (coR = stopR) V (coR = autoR) ; . . . . .
assign coR := mamualR, seCo := sel tion (enable) and its assignments (assign). Fig-
Transition coSelect : . . .
enable (coR = manualk) A (ssCo = set) ;  Ure 12 gives the STeP specification of the com-
assign seCo := se2

ponent COg.
Figure 12: COpg in STeP The context-in components are built auto-

matically from both STeP and synchronization
specifications. Each component or each context-in component can be visualised as
an automaton using the Java package Grappa from the toolkit Graphviz*.

Theorem 1 is implemented in SynCo to verify the refinement of a synchro-
nized component-based system. We compute the relation 7y for each context-in
T-component using a kind of depth-first search enumeration of the reachability graph
of this context-in 7-component. Then, we conclude about the refinement of the whole
system. Figure 11 shows the relation n; between a refined component and an abstract
component.

The refinement verification of a simple system can be done with SynCo too. We
assume that the simple system is the one component of a synchronized component-
based system. Obviously, the new deadlocks set is empty by Property 1.

With this tool the refinement verification of the wind-screen wipers system and of
an industrial robot has been done. Thanks to SynCo we can measure the efficiency
of our method. Tables 13 and 14 give the results of our tests. For the wind-screen
wipers system W Sk both the states and the transitions are decreased by a third
between the whole system and the greatest context-in component (see Fig. 13). We

38ynCo home page: http://lifc.univ-fcomte.fr/~lanoix/synco.html
*Graphviz official page: http://www.research.att.com/sw/tools/graphviz
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cos, | SES, | LWE | RWS || WSk crs, | LIg | HAS || ROg

|Qr] 8 10 18 18 20 |IQr| || 19 | 13 | 19 25

|Tg| 17 | 25 20 20 47 |Tr| || 21 | 13 | 20 40

|ISR| | 25 | 35 38 38 67 |SR| | 40 | 26 | 39 65
Figure 13: The wipers system Figure 14: The robot

have similar results in Fig. 14 for the industrial robot ROg moving pieces thanks to
a clip CLg, a handle HAR and a lift LIp. We plan to test SynCo on more complex
examples.

6 Conclusion and Perspectives

Compositional design and refinement paradigms are very convenient to specify and
to verify large embedded reactive systems such as automatic trains, car driving as-
sistance systems or communication protocols. In this paper, we propose a technique
to take advantages of both paradigms. This technique is based on a specific notion
of refinement relation defined in the style of Milner-Park simulation relation between
concrete and abstract finite transition systems.

The contributions of this paper are the following. On the one hand, we want
the refinement paradigm to be compatible with the compositional specification. For
that, we propose a new compositional specification method that allows us to ensure
the refinement of the whole system from the refinement of its context-in components,
and vice versa. Although context-in components seem comparable with the whole
system, they are generally smaller than the whole system. On the other hand, we
want to avoid the model-checking blow-up by verifying a class of safety properties in
a compositional way. For that, we give an algorithm to ensure the unreachability of
a set of states of a synchronized component-based system. Moreover, this algorithm
is very interesting when combined with the compositional refinement verification
algorithm.

A tool that implements the compositional refinement verification has been im-
plemented in Java. This tool, SynCo, allows us to measure the efficiency of our
approach, and to test it to real industrial examples. We are currently working on
extending this tool to incorporate the compositional reachability algorithm. In ad-
dition, we are going to use the strong dependency analysis of [22] as heuristics to
efficiently choose a pair (¢f, S¢). As far as we know, other compositional tools also
implement a reachability compositional verification (see for instance [15, 22]). How-
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ever, they were designed for a very different purpose than SynCo and, thus, do not
implement compositional refinement verification.

One of the consequences of the composition theorem in [25] is the limitation
of the compositional verification. It has been shown that the composition theorem
fails for very simple parallel operators if there is a property expressing that "there
is a path such that all the nodes of the path have a property p”. Moreover, we
have established in [14] that the strict refinement relation preserves the abstract sys-
tem PLTL properties, i.e. safety and liveness properties because of Conditions )
and 4) of Definition 7. This preservation partially avoids the combinatorial explo-
sion problem. Indeed, a property proof on an abstract system can be reused as a
hypothesis for its verification on the refined system. That is why we are interested
in a compositional verification of PLT L properties.

More generally, we are going to use the works on property preservation [14],
modular verification [24, 17], and dynamic property refinement [6, 7] in the framework
of the component-based system specification and refinement presented in this paper.
We hope this will allow us to verify a large spectrum of properties in a compositional
way.
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A Proof of Theorem 1

SR{ Ep, SA4f, [q]
We prove that SRlHSynchRSRZ E SA1||SynchASA2 [R] iff SR; EDQ SAg, [b]
Dy = @. [C]
It can be extended to n components.
For that, we show that items [a], [b] and [c] imply [R] (see Section A.1). Then, we
show that [R]) implies [a], [b] and [c] (see Section A.2).

Let Q% be the state set of SRy || synch, SR2, and Q4 the state set of SA1 | synch, SAa.
By Definition 2, we have Q% = Q% U Q% and Q4 = Q%; U Q%,-

A1 [ A A[d = [R]

def

Let M= {(dk,94) | ((ak € QriAdh € Q) V(9 € QRraNGh € Q%2)) A R 1y 44}
We show that M verifies the conditions of the refinement relation 7 (Definition 7)
using Lemmas 1, 2, 3, 4 and 5.

By [¢] we have D1y = @. As D13 = (D1ND2)U(D1\Q%y)U(D2\Q%,) (Definition 10),
we have [¢] : (D1 N Dy = @) A (D1 N\ Q% = D) A (D2 \ Q% = 9).

Lemma 1 (Strict Transition Refinement Condition)
Assume that ¢% > ¢5,' and a € E$; U E%,; we must prove that there exists ¢4’ such

that ¢4 N ¢%' and ¢%'n ¢4’
Proof on the form of a. There are three cases.

- a = (e1,—). By Definition 4, we have (¢%,(e1,—),q%') € Tf, 4% € Q% and

q%' € Q%,. Since SR] C SA§, we obtain that there exists ¢ such that ¢§ € Q%

and q%n ¢%. By condition 1 for SR] T SAS, there exists ¢4 such that ¢’ € Q%;,
) e

7% (e q%' and q%'n ¢4'. The states ¢4 and ¢4’ belong to Q% because of Q% =
Q%1 U Q%

- o = (—,e2). By Definition 4, we have (¢%,(—,e2),q%') € Ty, ¢5 € Q%, and
¢’ € Q%,. Since SR5 T SAS, we obtain that there exists ¢ such that ¢§ € Q%
and ¢%n ¢%. By condition 1 for SRj T SA$, there exists ¢4’ such that ¢5' € Q%,,

7% (_52) q%' and ¢%'n q4'. The states ¢4 and ¢4’ belong to Q% because of Q% =

Q1 U Q%o
- a = (e1,e2). By Definition 4, we have (q5%, (e1,e2),q%') € T&y, ¢% € Q%, and
q%' € Q%,. Since SR] C SA§, we obtain that there exists ¢ such that ¢ € Q%
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and q%n ¢%. By condition 1 for SR] T SAS, there exists ¢4 such that ¢’ € Q%,
) e

c (617_
9y — 44
Q%1 U Q%,-

Lemma 2 (Stuttering Transition Refinement Condition)
Assume that ¢ — ¢%'; we must show that ¢$'n q¢.

and ¢%'n ¢4'. The states ¢4 and ¢4’ belong to Q% because of Q5 =

Proof on the form of labels covered by 1. There are three cases.

- (¢},—)\7. By Definition 4, we have (g%, (¢}, —)\7,q%") € Tf, 4% € Q% and
4%’ € Q%,. Since SR] T SAS, there exists ¢ such that ¢§ € Q%, and ¢%n ¢%. By
condition 2 for SR] T SAS§, we obtain that ¢%'n q5.

- (—,e5)\7. by Definition 4, we have (¢%,(—,e5)\7,q%") € Tfy, 0% € Q%, and
4%’ € Q%,. Since SR T SA$, there exists ¢§ such that ¢§ € Q%5 and ¢%n ¢%. By
condition 2 for SRy T SA$§, we obtain that ¢%'n ¢5.

- (€},e5)\7. By Definition 4, we have (g%, (¢}, e5)\7,q%") € T5y, ¢% € Q%, and
¢%' € Q%,. Since SR] T SAS, there exists ¢ such that ¢§ € Q%; and ¢%n ¢%. By
condition 2 for SR] C SAS§, we obtain that q%'n ¢5-

Lemma 3 (Lack of New Deadlocks Condition)
Assume that ¢ —+; we must prove that ¢ —.

Proof on the structure of the state set. There are three cases.
- 0% € QR ~ Q%o As we have qiny ¢4, condition 3 in SRT Cp, SA{ gives:
- either ¢ -» and we are done,
- or ¢% 54 ¢4 and ¢§ € Di. As ¢4 ¢ Q%,, we have a contradiction with
Dy < Q(P:Q = .
- 0% € Q%o ~ Q% As we have q%ny ¢4, condition 3 in SR} Cp, SA§ gives:
- either ¢ -» and we are done,
- or ¢% 54 ¢4’ and ¢ € Dy. As ¢ ¢ Q%,, we have a contradiction with
Dy N\ Q% = 2.
- 0% € Q% N Q%e- As we have qgny ¢4, condition 3 in SR] Cp, SA{ gives:
- either ¢ - and we are done,
-orq4 54 ¢4 and ¢ € D.
Moreover, condition 3 in SR} Cp, SA§ gives:
- either ¢4 -» and we are done,
-orq4 54 ¢%', 9% € Dy and q§, € Dy. We have a contradiction with DiNDy = &.
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Lemma 4 (Lack of 7-divergence Condition)

We must prove that there is no (¢ — q%' — q}" = ... = ...) in M.

Proof by contradiction. We suppose that (qr — q%' — q%" = ... > ...) exists.

-4%,9%,4%", ... € Q%,. We have a contradiction with condition 4 for SR{ C SA§.
- 4%, q%’,'qu”, ... € Q%Q.' We have a contradiction with condition 4 for SRS C SAS.
- Elz'.(q;(z) € Q% A qz(zﬂ) € Q%,)- Inconsistence with condition 3 for SR] T SA§.

Lemma 5 (Non-determinism Preservation Condition)

Assume that ¢4 = q4'; we must show that there exists ¢%', ¢&" and ¢" such that

! 1 & " & " " n
a2 9%, 9% — d% > 94 — 94", and q5"'n ¢5".

Proof on the form of a. There are three cases.

- o = (e1,—). By Definition 4, we have (¢, (e1,—),q%') € T4, ¢% € Q% and
¢4’ € Q%,. Since SR] T SAS, there exists q% such that ¢% € Q%, and q%n ¢%. By

condition 5 for SR] T SA§, we obtain that there exist ¢%', ¢%" and ¢%" such that
c !t c !t c cl

a5'n 4% 4% = 45", ¢4 > 44" and qi"n ¢4
- o = (—,e2). By Definition 4, we have (¢%,(—,e2),q%") € TS, ¢4 € Q% and
¢4’ € Q%,. Since SR} T SA§ , there exists q% such that ¢§, € Q%, and ¢%n ¢5. By

condition 5 for SR} T SA§, we obtain that there exist ¢%', ¢%" and ¢%" such that
c !t c !l c cl

a5'n 4% 4% = 45", ¢ > 44" and qi"n ¢4
- a = (e1,e2). By Definition 4, we have (¢5,(e1,e2),q%") € TSy, ¢4 € Q% and
¢%' € Q%,. Since SR] T SA{ , there exists q% such that ¢%, € Q% and %1 ¢%. By

condition 5 for SR] T SA§, we obtain that there exist ¢%', ¢%" and ¢%" such that

! 1 & " o n n "
ax'n 9%, 9% — 4R 44 — 94" and q3"n ¢4".
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A2 [R]=[d A AL

Property 1 gives immediately D12 = @ [c] and SRi||synch SR2 Tp,, SA1|synchSAs2
[R']. We show that [R'] implies [a] and [b].

def

Let M1 = {(¢%1,9%:) | (a5 € QR Nai € Q%)

def
and My = {(qko, 9%2) | (dho € QRa A qhg € Qi) be two sets
with Vg%.(¢% € Q%1 U Q%o = 3¢5.(¢5 € Q% U Q% N a% 15 4%))-

We show that M; verifies the conditions of Definition 8 using Lemmas 6, 7, 8, 9 and
10. The proof is the same for Ms.

As Dip = @, we always have [¢'] : (DiNDy = @)A(D1\Q%y = D)N(D2\Q%; = D).

Lemma 6 (Strict Transition Refinement Condition)
Assume that g%, > ¢%,'; we must prove that there exists ¢%,' such that ¢5; — ¢5,’

and ¢%'n ¢4’

Proof on the form of a. There are three cases.

- o= (e1,—) or a = (e1,ez). By Definition 4, we have ¢, € Q%, and ¢%,' € Q%;.
Since q%, ny g5, for the whole system, we obtain that there exist ¢, and q%,’ such
that ¢%,,4%' € Q%, 44, — 44%,' and q%'n ¢%'. By Definition 4, we have ¢4, and ¢%,’
belonging to Q%,. We conclude that (¢%;,9%;,) € M.

- a = (—,e). Impossible because of Definition 4.

Lemma 7 (Stuttering Transition Refinement Condition)
Assume ¢%, — q%,'; we must prove that ¢%,'n ¢%-

Proof on the form of labels covered by 1. There are three cases.

- (e}, —)\7 or (€},€,)\7. By Definition 4, we have q%,; € Q%, and ¢%," € Q%,. Since
4%, Ny 5, for the whole system, we obtain that there exists q%; such that ¢%; € Q%
and g ' ¢-

- If ¢%, € Q%,, we conclude that (¢%,,9%,) € M;.

- If %1 € Q%9 ~ Q%1, then (¢%1,9%,) € M1 and we are done.

- (—, e4)\7. Impossible because of Definition 4.
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Lemma 8 (Old or New Deadlocks Condition)
Assume that ¢5,;, - with ¢%, € Q%,; we must prove that either ¢5; - or 3¢%,"-(¢%; ~
¢%,' and ¢%, € Dy).
- Suppose that q%, is a deadlock for SR ||synchy SR2. As we have g%, 1y q%, for the
whole system, we have two cases:
- either ¢5, -»;
- If ¢4, € Q%,, we conclude that (q%;,9%;) € M.
- If g% € Q%o ~ Q%;y, then (¢%1,9%,) € M1 and we are done.
- or 3¢%,"-(¢% = %' N ¢y € D12). Impossible since D1y = @.

- Suppose that g%, is not a deadlock for SR1||syncn SR2. Since q%, - for SRy, then
% 5 g%y’ for SRy. Then we have q%; € Q%,. We have ¢%; 1y 5 for the whole
system and:
- either ¢%, =»;
- If ¢4, € Q%, we conclude that (¢%,95%,) € M.
- If g% € Q%o ~ Q% then (¢%,9%;) ¢ M1 and we are done.
- or 3q%,"-(¢%, = @%');
- If ¢, € Q%y, we verify D1\ Q%y = @ because of ¢4, € Q%, and we conclude
that (qg,q%) € M.
- If g% € Q%o ~ Q%;1, then (¢%1,9%;) € M1 and we are done.

Lemma 9 (Lack of 7-divergence Condition)
We must prove that there is no (q%; — q%;' — 5" — ... = ...) in Mj.

Proof by contradiction. We suppose that (¢4, — ¢%' — ¢%," — .. — ...) exists.

Since ¢%;, 4%, 4%1", - - . € Q%, we have a T-divergence for the whole system.

Lemma 10 (Non-determinism Preservation Condition)
Assume that ¢%; — ¢%,'; we must show that there exist q¢%,’, ¢%," and ¢%," such

that qf'n g4y, dfn’ = ain"> ¢G> ¢ and g5y ¢%,"-

Proof on the form of «. There are three cases.

-a = (e1,—) or @ = (e1,e2). By Definition 4, we have ¢5, € Q%, and ¢5," € Q%;-
Since ¢, ny q%; for the whole system, we obtain that there exist ¢%,’, ¢%," and
q%," such that ¢$,'n ¢%y, €51 — 45", @5y — ¢5%," and ¢%,"n ¢%,"- By Definition 4,
we conclude that ¢%," and ¢%," belong to Q%,, and that ¢%," belongs to Q%,. We
conclude that (¢%,9%;) € Mi.

- a = (—,ey). Impossible because of Definition 4.
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