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Sur la complexité et la planification de trajectoires pour
métriques sous-Riemanniennes de co-rang un

Résumé : Dans cet article, nous étudions le probléeme de planification de trajectoires pour
une métrique sous-Riemannienne générique de co-rang un. Nous donnons des expressions
explicites pour la complexité métrique (au sens de F. Jean, [7],[8]), en terme des invariants
élémentaires du probléme. Nous construisons aussi la synthése optimale asymptotique. Il
se trouve que, parmi les résultats énoncés, le cas le plus compliqué est celui de dimension
3. Les résultats génériques sont obtenus dans la catégorie C°°, mais nous étudions aussi
quelques généralisations non-génériques dans la catégorie analytique.

Mots-clés : probléme de planification de trajectoires, complexité métrique, forme normale,
synthése optimale asymptotique



Complezity and motion planning 3

1 Introduction, notations and organization of the paper

1.1 Definitions

A motion planning problem is a triple ¥ = (A, g,T"), where (4, g) is a sub-Riemannian metric
over Ex, a N-dimensional manifold, N > 3, and I" : [0,1] — Ey is a smooth parameterized
curve (although there is no Riemannian structure assumed over =y, the curve I' has a length
parameter). As usual, A is a distribution over Zy and ¢ is a Riemannian metric over A.
Everything is smooth, which means at least C* and for technical reasons C* when explicitly
stated.

We shall consider co-rank 1 distributions only, that is, the dimension of A, is N —1
for all x € Z5. A convenient way to specify such a sub-Riemannian metric is to define it
by means of N — 1 vector fields over =y that are everywhere independent, generate the
distribution A, and provide at each point an orthonormal frame for g. It is not always
possible to define globally a sub-Riemannian metric in this way, but we shall limit ourselves
to this case. Hence in this paper a sub-Riemannian metric is a couple ¥ = (F,T’), where
F=(Xy,...,Xn_1) is a frame of smooth vector fields everywhere defined.

We shall consider generic motion planning problems. Since I'([0,1]) C Z,, is a compact
set, and since the problem is only local around the curve, the behavior of F' at infinity is
irrelevant. We shall denote as S (S“) the set of all motion planning problems, the topology
over S (S¥) is the C* topology (not Whitney).

dr
We assume that the curve T is well-parameterized, that is, E(t) # 0 for all t € [0,1].

Since NV > 3, it is clear that the set of motion planning problems, with A non integrable
(otherwise it does not define a sub-Riemannian metric), and with T having no double points,
is an open-dense set in S (S“). We limit ourselves to this case, and we denote again by
S5 (S8“) the set of such problems.

Let d denote the sub-Riemannian distance. Following F. Jean’s definition, see 7] and
[8], we chose a small real parameter ¢ > 0 and denote by T, the sub-Riemannian e-tube

T.={z € Ey|d(z,T) < e},
we define then the metric complerity MCs(e) of ¥ as follows:

1
MCsx(e) = EminA,{SR—length('y)}7

the minimum being taken among all (smooth) admissible (tangent to A) curves vy : [0,T,,] — Eu,
entirely contained in the tube T, and joining I'(0) to I'(1), that is, v(0) = T'(0) and
~v(Ty) = T'(1). For our purposes, it would be equivalent to consider continuous, piecewise-
smooth, or even absolutely continuous curves .

We are only interested with the asymptotic behavior of M Cyx(¢) when ¢ tends to zero.
In all the situations we consider, M Cy/(e) has an equivalent when e tends to zero, we shall
take both, M Cyx(g) and its equivalent indistinctly. In general, two functions ¢ (g) and ¢a(e)

tending to co when ¢ — 0 are said to be weakly equivalent (denoted ¢1 ~ pa), if

RR n° 4882



4 Romero-Meléndezé9 Gauthier J.P.& Monroy-Pérez

v1(e)
ore) ™ o)

are bounded when ¢ — 0. They said to be strongly equivalent (denoted ¢ i~ a), if
o 2106 _
£—0 g (5)

Contrarily to the results of F. Jean [7], [8] and [9], most of our expressions for the metric
complexity in this paper, are in the sense of strong equivalence.

1.2 The fundamental 2-form.

Let ¥ = (F,T) be given, we assume that I'(¢) is transversal to A(T'(¢)) for all ¢ € [0,1].
In this case, we say that X is relevant. Let S¥ and S% denote the corresponding sets of
relevant systems. They form open subsets of S and S“ respectively.

Now, let w be a one-form such that A = kerw, we can choose it in such a way that
drl

w(—(t)) =1, for all t € [0,1]. This one-form w is defined modulo multiplication by a

smooth function f that takes value 1 on T'.

We take a = dw and consider & = a|,. The map ¢t — &(I'(t)) determines along I a field
2-forms on A. This field is well defined and it is independent of f. In fact, since

62 = d(fw)lA )

then for all G, H sections of A, we have

a(G, H)(T(t)) = d(fw)(G, H) = df Aw(G, H) + fdu(G, H) = 0+ fdu(G, H)
but f(I'(¢)) =1, then &(T'(¢)) is independent of f.
Definition 1.1 We call a the fundamental 2-form associated to X.

The form & defines a skew symmetric (with respect to g) linear map A(t) : A(T(t)) —
A(T(t)), in the following way:

g(A®)X,Y)=a(X,Y), for X andY in A(T'(2)).

Then, once an orthonormal frame F; is given in A(I'(¢)), it defines an element of 50(N —1)
given by the matrix of A(t) in the basis F;. This matrix shall be typically denoted by A(t).

INRIA



Complezity and motion planning 5

1.3 Statement of our results and comments

Let k(t) = sup{| eigenvalues of A(t)|}. Let us denote by M Cx(e,T') the metric complexity
of the curve I": [0,7] — Ep, for T < 1. The following theorems are our main results for the
dimensions N > 4 and N = 3.

Theorem 1.2 (N > 4) There is an open-dense subset of S (and also of S, but in that
case k(t) is well defined except on a finite subset of [0,1]), such that

s 2 (T at
MCx(e,T) = = —_ 1
e [ (1)
T at
This integral is well defined and finite. Moreover, the function T +— / % is smooth ,
0

for ¥ € S%.

Theorem 1.3 (N = 3) There is an open-dense subset of S (and also of S*), such that

M
log ¢
MCs(e,T) > ——; ;C(ti), 2
where t; € [0,T], I'(t;) is o Martinet point of A, (i.e. T'(t;) is a point at which A has a
Martinet singularity), and C(t;) are constants. If there are no Martinet points, then the
formula for MCx(e,T) is still the one in Theorem 1.2.

In this paper we do not compute explicitly the constants C(t;) in the general case. We
provide an example that shows equality in (2), and for the example, we exhibit only rough
estimations for the constants C(t;).

In this paper we show also that in the analytic case, the asymptotics (1) is always
valid, except in very degenerate cases. For the analytic case under the assumption that the
fundamental form @(t) never vanishes, we prove the following theorem:

Theorem 1.4 If & is never zero, and X is analytic, ¥ € S, (or S“), then the asymptotics
(1) of Theorem 1.2 for the metric complexity is still valid. But, in that case, the map

T
T — / m is only C', piecewise analytic. Its second derivative has jumps at isolated
0o K

points.

Definition 1.5 A weak (strong) asymptotic optimal synthesis is a control strategy, depend-
ing on €, that realizes a weak (strong) equivalent of the metric complexity, when ¢ — 0,
i.e., it is a family {v:}, of admissible curves, v-([0,6:]) C T. satisfying 7.(0) = I'(0) and
v:(0:) = T'(1), such that,

é(SR-length('yE)) ~ MCx(e).

RR n° 4882



6 Romero-Meléndez69 Gauthier J.P.6§ Monroy-Pérez

In this paper, we will describe explicit asymptotic optimal syntheses (strong), in the case
of the Theorems 1.2, 1.4 above. We will also show a (weak) explicit optimal synthesis in the
Martinet case.

Remark 1.6 Non-relevant motion planning problems. Generically, for ¥ € S or
S« A is tangent to I'(t) at isolated points. Around these points, since the curve ' is almost
admissible, asymptotic optimal synthesis is rather trivial. In fact, if to is such a point on
T we have that }1_1)1(1) k(t) = 400, the integral in (1) is well defined and still yields the metric

complezity.

Our results have to be compared to those of F. Jean in papers [7]and [8], on which the

1 loge
asymptotics — and _ 08¢ already appear, however, with his technique, he only obtains
€

weak equivalence. Also, in his papers, there is no explicit construction of an asymptotic
optimal synthesis. On the other hand, the weakness of our paper with respect to F. Jean’s
results is the fact that we consider distributions of codimension one only.

1.4 Organization of the paper.

Apart from this introduction the paper contains five sections and one appendix. In section 2,
we state and prove some genericity results about co-rank 1 sub-Riemannian metrics and
motion-planning problems.

In Section 3, we present normal forms and normal coordinates for motion-planning prob-
lems. These tools are the key points in our treatment. The idea of normal coordinates
and the resulting normal forms were introduced for the 3-dimensional case in the papers [4]
and [5], the general contact case is discussed in [6]. For the quasi-contact, they were intro-
duced in [10]. Here, we generalize these normal forms and normal coordinates to generic
motion-planning problems, and also to degenerate ones, in the analytic case.

The normal coordinates are the sub-Riemannian analogs of the classical normal coor-
dinates in Riemannian geometry. Normal forms in the Riemannian case, similar to those
presented in this paper, were already well known by Darboux.

In Section 4, we use these normal forms for N > 4 (or N = 3, but contact) to construct
in a rather natural way an asymptotic optimal synthesis, then we obtain the asymptotics (1)
for the metric complexity of Theorem 1.2 and Theorem 1.3.

Section 5 is devoted to the Martinet Case. We prove Theorem 1.3, and, for an example,
we show in a constructive way, the equality in the asymptotics (2), i.e., we exhibit an
asymptotic optimal synthesis (but weak).

In the Section 6, we consider non generic situations, but analytic. We show that our
normal forms of Section 3, and formula (1) for the metric complexity still hold, as long as
the fundamental 2-form does not vanish along I'. This is Theorem 1.4. In fact, the results
are the same, the only difference is that the metric complexity becomes non smooth: it has
jumps on the second derivative. The strong asymptotic optimal synthesis turns out to be
slightly more complicated.

INRIA



Complezity and motion planning 7

In the Appendix (Section 7), we collect a few technical facts that are needed along the
paper. Results similar to Lemma (7.1) can be found in the literature. But for the sake of
completeness we provide a simple proof.

2 Genericity results

We consider the set S% of relevant motion-planning problems £ = (F,T') with the C'*
topology, we consider also the field ax of fundamental 2-forms along T' defined by X. As
explained above, in the coordinates on A defined by the frame F, to ax(I'(t)) corresponds
a skew symmetric matrix A(t).

As customary, §0(N — 1) denotes the Lie algebra of square (N — 1) x (N — 1) skew
symmetric matrices, we have the following result for relevant motion-planning problems.

Theorem 2.1 The mapping S¥ x [0,1] — s0(N — 1), (Z,t) — A(t) is a submersion.

Proof. Let us consider a fixed ¥ = (F,T') € S§, and an arbitrary ¢y € [0,1]. It is always
possible to choose a neighborhood V;, of I'(¢y), and coordinates (x,w) on V;, such that:

F(t) = (Ovt_t(])’ (3)
A(0,w) = kerdw. (4)

The frame F' = (F,...,Fnx_1) with

~ 0 0
B =2 Qg+ Ligy
i=1 ‘

writes in abbreviated notation as follows

0 0
F=Q/—+L—
Q@x t o’
with L(0,w) = 0.
The matrix Q(z,w) is invertible, because I' is transversal to A and F' is an orthonormal
frame. Let Qi_j1 denote the ij entry of the inverse matrix Q'.

Let Q = (wy,-..,wy) be the coframe dual to the frame (Fy,...,Fy_1, 3%). Then, by
definition we have
dwn | ey = @(L(2)).

Now, for each (z,w) we have that Q(x,w) is a (N — 1) x (N — 1) matrix, and also that
L(z,w) = (L1(z,w),...,Ly_1(z,w)) is a linear form. Furthermore, Q = (Qdz, Ldz + dw),
with

RR n° 4882



8 Romero-Meléndezé9 Gauthier J.P.& Monroy-Pérez

Q0 = Q Hzw),

wy = Ldz+dw=dw—LQ ‘dz. (5)
Therefore
No1L g No1 g
don(F,F) = 3, 5 (LiQ)(QuQor = QuyQue) + Z 50 (LiQ5") (L:Qi; = LiQsj),
1,5,k=1 Jj=1

and since L(0,w) = 0, we have:

N-1 aL; _,
don(F, F)lp = ) 5-Q0 (QuQsk = Qe Que): (6)

%,7,k=1

Let us fix @, and leave L free. By definition we know that

Aq(to) = dwn (F1, F.) (T (to))-

Let us consider the (N — 1) X (N — 1) matrices L and L, the entries of which are given as
follows

ij = Z &vk 1 (t0))s

~ 8Lz
L = T(ty)).
U

Then L = (Q~1)YL(I(t)), and (6) can be rewritten:

A(ty) = QLQ' - QL'Q" = Q(L - L')Q', (M)
where ’ denotes the corresponding transpose matrix. Then, A(to) = 0 implies L = L', which

means that L is symmetric, and that L = Q'(I'(t))S, where S is any symmetric matrix.
Therefore, the kernel of the linear map

Mpy_1xn—1 — S0(N —=1), L— A(ty),
has dimension (N — 1)N. Hence, its image has dimension (N — 1)(N — 2), and in
consequence it is surjective. This implies the theorem. o
Now, let us consider the following map:

p: 8% x [0,1] — §0(N — 1), (S = (F,T),t) —s A(t).

INRIA
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As a consequence of Theorem 2.1 we have that p is a submersion. We apply now standard
transversality techniques, (see for instance [1], [2], and [3]), to the mapping p, and to the
closed stratified subsets A;, As, A3z, A4 of $0(N — 1) which are defined in the Appendix 7,
Section 7.2. There is an open-dense subset S2° C S% such that, for any ¥ € S53° the

mapping

ev,(X) : [0,1] — s0(N —1), t+— p(Z,1),

is transversal to the aforementioned closed stratified subsets of §0(IN —1). It is enough to
evaluate the codimension of these sets to conclude that for ¥ € S¢° one has that

1. For all t € [0,1], A(t) is not an element of A, U A U A3, and
2. The set {t € [0,1]|A(t) € A} is finite.
In conclusion we have the following result:

Theorem 2.2 There is an open-dense subset S° C S¥, such that for all ¥ € S°, the
mapping t — A(t) has the following properties. For all t € [0,1]:

1. A(t) has no double nonzero eigenvalues.
2. The kernel of A(t) has dimension 1 if N = 2n.

3. The kernel of A(t) has dimension 2 on a (may be empty) finite subset of [0,1], and it
18 zero elsewhere if N =2n + 1.

In particular, and this will be a key point in the next sections, for ¥ € S2° and all t € [0,1],
if N > 4 then A(t) has a nonzero eigenvalue.

3 Normal Coordinates and Normal Forms

The results in this section are very close to the results in the papers [4], [5] and [6]. We
refer the reader to these references, and limit ourselves to explain in detail the points that
are different.

3.1 Normal Coordinates

Theorem 3.1 Let ¥ = (F,T') € S%. Then there is a global coordinate system (§,w) €
RN-1 x R, defined on a neighborhood of T'([0,1]), such that:

N-1
1. T(t) = (0,t), A(L'(t)) = ker dw and g| ) = Z de?.

=1

RR n° 4882
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2. Geodesics satisfying the Pontryagin Mazimum Principle’s transversality conditions
with respect to T' are the straight lines through T' contained in the planes S, =

{(&w) | w=wo}.

3. For ¢ small enough, the sub-Riemannian cylinder C. = {q|d(q,T') = €} is the Rie-
mannian cylinder {||¢||2 = €}, (here d denotes the sub-Riemannian distance associated
to X).

The coordinate system in the Theorem 3.1 is usually called a pre-normal coordinate
system. The proof of this theorem is included in the aforementioned references as well as
in [10]. The paper [4] discusses dimension 3, but in formal power series, whereas [5] does
it in the smooth case. Reference [6] studies the contact case in any odd dimension whereas
reference [10] treats the quasi-contact in any even dimension. In fact, there is no need for
the contact or quasi-contact assumptions, since the only crucial point in those cases is that
the curve I' has to be everywhere transversal to the distribution A, which is, by definition,
the case in Sg .

Now, in a pre-normal coordinate system (£, w) along the curve I', the vector fields

0 0
%6 By (8)

provide an orthonormal frame on A(T'(t)). Let A(t) be the matrix of the linear map A(t)
with respect to this frame.

Theorem 3.2 (Normal Coordinates) Let ¥ = (F\[') € S°. Then, there is a global
coordinate system (£, w), defined on a neighborhood of I'([0,1]), such that:

1. (&,w) is a pre-normal coordinate system.

2. In the coordinates &, the matrices A(t), t € [0,1] are (skew-symmetric) 2 x 2 block-
diagonal. (plus a 1 x 1 block if N = 2n).

Proof. By Lemma 7.1, Appendix 7, we can smoothly block-diagonalize the matrix A(t)

along the curve T, using a smooth orthogonal transformation U(t). Now, setting (&, w) =

(U(w)&,w) we obtain the desired coordinates, because such a change of coordinates does

not affect the properties of pre-normal coordinates in Theorem 3.1. o
Normal coordinates are unique up to a change of coordinates of the form:

(& w) = (T(w)§, w), (9)
where T'(w) is a smooth curve in the natural maximal-torus of the orthogonal group SO(N —
1).

In the contact and quasi-contact cases, we can do even more, because in those cases we
can consider, in normal coordinates, the planes S,,, = {({, w)|w = wg}. Since the curve I is
transversal to A, then the sub-Riemannian metric g(£,w) projects on a Riemannian metric
gw on the plane S,,. In fact, if IL,,, denotes the projection

INRIA



Complezity and motion planning 11

H'wo : E"N - Swm (é.vw) = (€7w0)7

we set

Guo (X, Y) = g((dug|a) 7' X, (dIlug |a)7'Y),  for XY € Tg,ug)Suws-

Theorem 3.3 If A is contact or quasi-contact, we can chose T(w) in such a way that for
all points (0,w) on the curve T, the sectional curvatures of the metrics g.,, with respect to
the 2-dimensional real eigenspaces of A(w) are zero.

This theorem is proved in [5] (3-dimensional case), [6] (general contact case), and [10]
(quasi-contact case). These normal coordinates are again unique, up to an element T'(wg)
of a maximal torus of SO(N — 1). (Once the T'(wg) in (9) is fixed for some wyp, then, it
determines T'(w) for all w, for the sectional curvatures being zero).

3.2 Normal Forms

Assume that ¥ = (F,T') is given, we write the normal coordinates (£,w) along the curve
T according to the following notation: (¢,w) = (x,y,w), for N = 2n + 1; and ({,w) =
(z,y, z,w), for N = 2n. Clearly £ = (x,y) and & = (x,y, 2) respectively, and

(z,9) = (1,91, TnyYn), for N = 2n + 1, whereas
(z,y) = (1,91, Tn-1,Yn-1), for N =2n.

Then, with an obvious abuse of notation, already used in section (2), we write in coordinates:

0 0

We expand Q(§,w) and L(£,w) in power series of the variables &;, at £ = 0, along T, as
follows:

Q(ng) = Qo(ng)+Q1(£7w)+Q2(§7w)+"'7 (11)
L(&aw) = LO(va)+L1(£7w) +L2(£7w)+7 (12)

where @ and L;, are homogeneous polynomials of degree k, in the variables z; and y; (and
z,if N = 2n). Then, for ¥ = (F,T') € S, setting i = v/—1, we know the following two
facts:

a). For N = 2n, the eigenvalues of A(w) are smooth functions: +iay(w), ..., xia, 1(w),0,
where a;(w) > 0 for all j. For all w ,we have that ay(w) # ay(w), provided k # I.
Hence, for all w, we can order the eigenvalues as follows:

ar(w) >+ > ap_1(w) > 0.

RR n° 4882



12 Romero-Meléndezé9 Gauthier J.P.& Monroy-Pérez

b). For N = 2n+1, the eigenvalues of A(w) are smooth functions: +ias(w), ..., tia,(w),
where again for all w we have that ax(w) # +a;(w) for k # [, and one at most is zero,
for isolated values of w. If none of the ;s vanishes somewhere, we proceed as in a).
If one vanishes for some wg, then, we order the eigenvalues at wy, as follows:

ai(wp) > -+ > an_1(wo) > an(wo) =0,

in any case, we can always conclude that for all w we have

ar(w) > ... > an—1(w) > an(w),

and a,_1(w) > 0 for all w. This last point (a,_1(w) > 0) holds, because if it were
not true, at some point w’, then a,,_1(w') = £a,(w') # 0, which is not possible.

In the normal coordinates, it might be eventually necessary to consider permutations
(x5,y;) — (yj,%;), to write:

dw|ar@y = ca(t)dz Adyr+ -+ an(t)de, Adyn, and
dwlA(F(t)) = o (t)dxl A dyl + ...+ Ozn_l(t)da:n_l A dyn—17
for N = 2n + 1, and N = 2n respectively.

_ Here the frame (8) along the curve I is orthonormal, as a frame on A, and the matrices
A(t) of the linear map A(t), with respect to this frame are the following;:

0 —ay(w) 0 ‘e 0 0
aq(w) 0 —as(w) . 0 0
_ 0 az(w) 0 e 0 0
0 0 0 ‘e 0 —an(w)
0 0 0 s o (w) 0
for N =2n+1, and
0 —ay(w) 0 0 0 0
ai(w) 0 —as(w) 0 0 0
0 as(w) 0 0 0 0
A(w) = ;
0 0 0 0 —an_1(w) 0
0 0 0 coo ap—t(w) 0 0
0 0 0 0 0 0 0
for N = 2n.

INRIA



Complezity and motion planning 13

Theorem 3.4 (Normal Form) Let ¥ = (F,T") € S, and let ({,w) = (z,y,w) or (§,w) =
(z,v,2,w), be a fized normal coordinate system. Then, there is a unique sub-Riemannian
orthonormal frame F (gauge equivalent to F), F = Q(%%—La% , with the following properties:

1) Q is symmetric

2) Qo(&,w) =Id

3) Q& w)§=¢

4) L(&w)-£=0

5 Q1 =0

6) Lo =0

7) The first order linear forms are given as follows:

ag(w) _al(w) an(w) an(w)

L1 = ( B Y, 2 T1y---, B) ny ™ B xn),and
a1 (w) oy (w) Qp—1(w) Qp—1(w)
Ly = (- - Gt I 1L0),
1 ( 9 Y1, 2 T, 9 2 Y 1 2 x 1 0)

for N =2n+1 and N = 2n respectively.

Proof. The identities 1) to 6) are proved in [6] for the contact case and in [10] for the quasi-
contact one. Equation 5) is an interesting sub-Riemannian analog of a Bianchi identity
in Riemannian geometry. We prove 7), which is the only different point. We prove it for
N =2n+1 only, (the case N = 2n is similar).

We already know (Section 2, proof of Theorem 2.1) that, if we take wy = dw — LQ~tdE,

then a(T'(w)) = dwn|a(r(w)) has A(w) as matrix. Now, on one hand, by definition of our
coordinates, we have that

dwn |ar(w)) = a1(w)dzy Adys + -+ + an(w)dz, A dyn, (13)
and on the other hand that

dwn|a(r(wy) = —d(LQ™dE) (T (w)).
Now, 6) implies
L = Li(w,2) + 0*(§) = (L1, My, ..., LT, MT") + 0*(¢),

and in consequence 4) yields,

Ligy + My + -+ Liwn + My, = 0.
Therefore, by writing for all &:
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Lk = Z(L’fjxj+Llijj), and
j
Mf o= ) (M7 + M{7y,),

J
we obtain

Z(L’fjxjxk + Llijjxk + Mlij]"yk; + Mlkjyjyk) =0,
g5k
which implies:
L =0, M =0, LV=—-r* ©I[¥V=_M" and M}’ =-M"

A straightforward calculation yields
d(Lydg)|r =2 Ly dwj Adey, +2  M{Pdy; Ndye + Y Ly dy; Adag + Y M7 da; Adys,
i<k i<k g,k ik

or equivalently

i<k Jsk

d(Lyd€)|r = 2 (Z(L}fjdxj Adxi + M7 dy; Adyy) — > Ly dzy, A dyj> :
Now,

—d(LQ™1dE) | a(r(w)) = —d(LdE)| A(r(w))»
(because Q1 = I'd + 0O?(¢)), and,

—d(Ld&)| AT (w)) = —d(L1dE)|a(r(w))-
By (13), we deduce that for all k¥ and j

M = 0, and
ZZLIfjda:k ANdy;, = —Zaj(w)dxj Ady;.
Jik J
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Hence,

Llfj = 0, for k#j, and
I = M=%

5
This gives 7), changing (x;,v;) for (y;, z;)-
S
Conversely, if we have a coordinate neighborhood of I" and a frame F' meeting conditions
1), 2), 3), 4), 7), then 5), 6) are automatically satisfied, and the coordinates turn out to be
normal.

3.3 Special Case: normal form in dimension 3

In dimension 3, the normal form is given by the frame F = {F}, G, }

0 o 0

— 2 -~ I J I
Fl - (1+y 5(9373/»71)))&6 xyﬂ(xava)ay +27(x7y7w)aw7
_ 0 9 0 = 0

where 3 and 7 are smooth functions.

In the contact case, (0,0, w) never vanishes, and we can take it positive. Furthermore,
we can normalize the function § by the condition $5(0,0,w) = 0, which is tantamount of
saying that the curvature or the metric g,,, (projection of g on the cross section S, = {w =
constant}), is zero. This normal form has been first given in [4], for the formal power series
case, and after in [5] for the smooth case.

4 Complexity and asymptotic optimal synthesis

We discuss now the metric complexity. The results of this section are valid for all N > 4,
and in the absence of Martinet points along the curve T, they are also valid for N = 3.

Using Theorem 3.4 (Normal Form), and the notations of Section 3, we consider a normal
coordinate neighborhood (£, w) of the curve I', and a normal frame along I', that we write
as:

F = (FA,Gy,...,F,,G,), for N=2n+1 or
F = (FlaGlan~7Fn—17Gn—17Hn)7 for N=2n,

where
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o= (14040 pr + (L) + 0(©) o)
Gi = (14 0@z +(~Faiw) + 05, (15)
Ha = (14 0%9) 50— +0%(€) 5

All the functions denoted by O(£) are (different) smooth functions in the variables (£, w),
that are in the i** power of the ideal generated by &, i=1,...,N — 1. R

Let us now consider any (smooth) admissible curve § : [0,T] — T, t — 6(t) = (£(t), W(¢))
entirely contained in the sub-Riemannian tube T, (hence, in normal coordinates, contained
in the Riemannian tube, because in normal coordinates, they are the same). Furthermore,
let us assume that the following conditions hold:

w(0) = wy, and @W(T)=w;.

Assume that the curve § is parameterized by arc length, assume also that the corre-
sponding control functions are u;(-) with i =1,..., N — 1. The length of ¢ is T, and

N-1
Y wuity=1, forall telo,T],
=1
and also
dii =112 :
- = 2 (LiEw) + 0*(©)us.
1=1

Let x(w) = sup;{a;(w)}, we have that x is strictly positive on the interval [wq,w:].
Furthermore, for N = 2n + 1 we have that

div _ k()
dt — 2

whereas for N = 2n

(1] [l + (1] fuz| + - + Gl lun—2| + [Ealluy-1]) +10*(E)],

dw K(W) /~ ~ ~ ~
< O Gl ol + 21l -+ (Gl v+ ] [ al) + [0°@)|
K(W) , A
< 008 1, +02(®),

where |E| and |u| are the vectors with entries |§:| and |u;| respectively. In any case, since E
is in the tube T;, and ||u||, = 1, we have that

INRIA
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@ < k(W)
dt — 2
for some constant K > 0. But then, there is a constant K’ such that

~ ~ k(W
11l flulll + 102@)] < =%2 + Kce2,

do  dt
— < e—(1 K’
@) S ek,

and consequently, there is a constant K", such that

T> 3/ A4k, (16)

T e Ju, K(w)

Remark 4.1 In order to reduce the burden in the notation for the constants appearing in
the estimates (K, K',...), in the remaining of the paper, we shall abuse the notation using
only one K for all the (different) constants.

Now, we shall exhibit a (strong) asymptotic optimal synthesis. We know that, for £ small
enough, the cylinder C. = {||{|| = ¢} is tranversal to the curve I'. Let us consider also the
following 2-dimensional cylinder

Cl={¢eC. |z} +yi=¢"}
Then, for € small enough, we have a (never vanishing) vector field X. on C! defined by
the following three conditions
a) Xc(&,w) € A(&w) NTie,w)(CL),
b) [|Xe (& w)ll, =1, and
¢) Lx_(w)>0.

On the cylinder C!, the integral curves of X, satisfy:

w = #s +e2F(e,0,w),

where F' is a bounded function; and 1 = £cosf, y; = esinf. This can be shown by
elementary but tedious calculations using the normal form. This shows that, for ¢ sufficiently
small, trajectories of X, can join any wy and w; with wy < wy and (0,wp), (0, w;) € T.
But then, since F' is bounded on T and |a;(w)| > A > 0 for some constant A, there is
a positive constant K such that
[ 1 ’K
% =c (5 +5F(5,0,w)) > g - 87

In consequence, if T'(¢) is the time to join wy to w;, then:
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and furthermore

T it [T [ )

c(1—eK) wo K(W) T € S

for some A > 0, if € is small enough.
Now, we can apply this to wy and wi, such that:

F(O) = (07w0)7 F(l) = (0,11)1)-

Our trajectory does not join I'(0) to I'(1), since it is entirely contained in C.. But then,
any (£, w) € C; can be joined to (0,w) in time ¢, by definition of C¢, and by the fact that the
rays through T' in the planes S, are geodesics. Therefore, we can construct an admissible
trajectory ¢ from I'(0) to T'(1), entirely contained in 7T, such that the time T'(¢) to join I'(0)
to T'(1) verifies:

21 —€cA) [ d
7o) < ) [Ty, (17)
£ wo (W)
Since both curves are parameterized by arc-length, then (17) together with (16), imply
2(1 K) [ 2(1 —cA) [™
( +25 )/ dw < MCs(e) < ( 25 )/ dw +a
€ wy  F(W) € wy F(Ww)
As a conclusion we have that
s 2 Yt dw
MC ~ — —
E(E) 82 /w0 I‘C(’w) ’

which finishes the proof of Theorem 1.2 and also that of Theorem 1.3 in the absence of
Martinet points. Even more, we have explicitly exhibited an asymptotic optimal synthesis
that goes under the following steps

a) Follow a horizontal geodesic, to go from T'(0) to CZ,
b) follow then the flow of X, on C! up to w1,

¢) connect the point reached on C! to I'(1) by a horizontal geodesic.
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5 Martinet Case

5.1 Proof of the Theorem 1.3

Now, we consider in R? the orthonormal frame {Fi, G}, in normal form (14),

P o P
— 2 = -~ g v
B = (1 +y /8($7y7w))6$ myﬁ(m7yaw>ay + zv(mayaw) ow’
_ ) , 9 )
Gl - —xyﬂ(m,y,w)%—}-(l%—a: /B(m7y7w))ay 27($7y7w)8w

Let us assume the existence of a single isolated Martinet point, at ¢ = (z,y,w) = 0 (we
know, generically that Martinet points are isolated). Then:

7(x7 yaw) = 70(w) + (.T?, y) ) ’71(1'7 va)v and 70(0) = 07 (18)

here and from now, (z,y) - 71 means the scalar product z7i + y+7.
For a generic problem ¥ = (Fy, G1), it is easy to check (we leave this to the reader), that

0
6—70 is non zero at the Martinet point. In fact, 8—?’3(0) is an invariant of the problem.

w
We can change the parameterization of I' using a smooth diffeomorphism @ in such a
way that, setting w = ®(w), we get:

9 _ a2
ow ow’
In what follows, we shall forget about w, and we shall take,

Yo(w)

Yo(w) = —rw.

Let us assume x > 0 (the case k < 0 is similar). Since the admissible curves are
parameterized by arc length, the controls u(t) and v(t) satisfy u?(t) + v?(t) = 1, and for a
trajectory entirely contained in the tube T, we have:

dw x
— = (Rt (@,y) (e y,w) (%u —5v)- (19)
Let us take an admissible curve ¢(t) = (z(t),y(t), w(t)), such that wy = w(0) < 0 <
w(T) = w1. And let us consider #; and t5 such that 0 < t2 < #; < T, w(ty) is zero for the
first time, and w(t2) is zero for the last time (continuity of ¢(t).)
Let us consider the piece w(-) > 0 of the curve (the piece w(-) < 0 is similar) and assume
that ¢(t) is contained in the e-tube T.. Then, on [ty,T], we have:
d
‘%u— gv‘ < %, and d_l: < (mu+5K)%,
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since 71 (z,y,w) is bounded on the compact tube Tk.
Now, since w(-) is at least absolutely continuous then,

W(t) = w(t)e 212,

is also absolutely continuous. A direct estimation yields

A dw s 4y, KE . _KE € ki KE
= - o< = Z Ke—%(t—ta) _ =
a at s Ut e 2
but then
dw _ &* . —Be(t—to) ~ € —5e(t—t2)
—tSEKe2 2) and w(t)ﬁ—]&(l—e2 2),
K
therefore

w(t) < EK’ (e%(t_h) — 1) < EK’e%e(f—tz)7
s <~

which means that:

rw(t)
(o () (222

ER

For the part of the curve corresponding to w(t) < 0, we get a similar estimation (changing
w for —w in (19) above, the computations are similar). At the end, if T' is the time to connect

wy to wy, we obtain that:

41ne 2 K2wow;
T>_"1E 2
T ke +am n( K2 ’

which shows that:

MC() > ——— + e

41ne 2 K2wowq
> —— In ;
K &2 2k

4
Now if we take any constant C such that 0 < C' < —, for ¢ small enough then
K

1
MC(e) > —Cg. (20)

And the proof of Theorem 1.3 is complete.

Remark 5.1 In fact, it can be proved that in general,
s 1 4 12
MC(e) = —C’n—;, where — < C < —, (21)
3 K K

however this estimation requires tedious calculations, that shall be discussed elsewhere. We
limit ourselves to analyze an example, for which the estimation (21) above holds.
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W=W1>0

—= W=Wc

.

\_/

Figure 1: The limit cycle

5.2 An example.

Before starting with the example, we shall explain what should be a (weak) asymptotic
optimal synthesis in the general Martinet case (k # 0 above). Starting with (19), we
consider the cylinder C.. Since T is transversal to A, and IT" is compact, then for £ small
enough, as in the section 4, A is tranversal also to C¢, and therefore, A defines a vector field
X on C;, (see figure 1).

We see in equation (19) that, for |w| large, this vector field points in the direction of
w = 0. Therefore, by the Poincaré-Bendixon theorem, there is a limit-cycle.

It is possible to check that, for generic problems, this limit-cycle is not horizontal (not
contained in a plane {w=constant}), has size €3, and is centered at a point w, of order £2.

Then, a well defined synthesis goes under the following steps:

e Starting from wy, follow any integral curve of X, up to the first time it crosses the
plane {w = w.}.

e Following horizontal geodesic, use at most 2¢ units of time, to cross the plane {w = w.}.

e Following (in reversed time) a suitably chosen trajectory of X., reach the desired
destination w;.

As we shall show in the example, this strategy gives a complexity which is strongly

Ine
equivalent to —12—-.
€
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Example 5.2 Consider in R® the frame

0 0
F = 2499
8:c+ Tow’
15) r 0
¢ = L.z, 9
Ay 270w’

with v = —aw + ax.

The fact that a is nonzero (an invariant fact in the general normal form) makes the
distribution non-integrable, and the limit-cycle non horizontal. In cylindrical coordinates,
(w,0,¢), it is to easy to see that:

190 ¢ 0
X. = —Zz T 5(—aw +aec050)%.

Then, we can explicitly compute the flow of X., to obtain

t
—— 46y, and
5

)
—~
~
~
I

ca 2a [P _ca
w(t) = e_Ttwo+7/ e~ 5 (=) cos f(s) ds.
0

After straightforward computations, we obtain

gat gat t
w(t) = (4+a?eH)™! (e_T [411)0 + o?etwg + ace ? €° cos(~ — )
€
act t
—aag® cosfy + 2ae”F 3 sin(= — 6y) + 2ae3 sin 00)]) . (22)
€
The expression for the limit cycle is the following
t
oty = —-,
() = -
s t t
w(t) = ﬁ (ae2 cos(g) +2 sin(g)>

which shows that w. = 0, and the size of the limit cycle is 353.

Now, starting from wo > 0, we want to go to w. = 0, using (22). We get

Ex Ex t
0=r¢ 2"(4wy + 2ac’(sinfy + €2 * sin(g —6p))) + O(*),
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4

e*) . ) .
(were ——— is bounded). We rewrite this:
€
ca ca t
dwge” 2t = —2qe® <sin fpe~ 2 +sin(- — 00)> + O(e%). (23)
€
It is clear that this equation in t has a solution, for which:
_eay a 3
e 2~ —g°.
211)0
Hence,
s 6
t~——Ine.
ac

Taking into account the part w(t) < 0 of the trajectory, we get that the complexity C(g)
of our synthesis (complexity = — length):
€

Ce) = —-12—. (24)

6 The non generic case.

6.1 Normal form

Here we shall restrict ourselves to C* (analytic) motion-planning problems. In this case,
prenormal coordinates of Theorem 3.1, Section 3 still exist, and they are C“ coordinates
along the curve I'.

Now, to obtain normal coordinates, (Theorem 3.2, Section 3), we need the analog of
Lemma 7.1, Appendix 7, for the analytic case. This is Lemma 7.2 of the same Appendix,
which claims that in fact, the smooth diagonalization property for the fundamental form &
always holds. Because of that, we have the following theorem:

Theorem 6.1 Normal Coordinates in the Analytic Case. Let ¥ = (F,G) € 5%. Then,
without any extra assumption, the conclusions of Theorem 8.2, Section 8, still hold, and the
normal coordinate system is compatible with the analytic structure.

We have also the analog of the Theorem 3.4, Section 3.2 in the analytic context. Let us
repeat it precisely:

Theorem 6.2 Analytic Normal Form Let ¥ = (F.T') € 5%, and let (§,w) be a fized
normal C¥ coordinate system along the curve T (it does exist by Theorem 6.1). Then, there
is a family of analytic functions ay(-),...,a,(+) : [0,1] — R, such that the fundamental
form a along T is

a(w) = ap(w)dzy ANdyy + -+ + an(w)dz, Ady,, N =2n, or 2n+ 1.
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Also, there is an orthonormal analytic sub-Riemannian frame F = Q— + L——, with the

o& ow
same properties 1) to 7) as those of Theorem 3.4, Section 3.

The only difference is that these analytic functions a;(-), ..., a,—1(-) are not necessarily
positive everywhere and their graphs might cross each other.

6.2 Metric Complexity

Let us make just the following assumption

k(w) = sup |a;(w)| #0 for all w € [0,1]. (25)

In fact this is equivalent to say that the fundamental form a(w) # 0, for all w € [0,1].
Then, the statements of Theorem 1.4 hold, namely
Complexity:

e Under assumption (25), formula (1) for the metric complexity is still valid.

T

t

e The function 7' — 2 / m, is of class C*, piecewise analytic, and its second deriva-
0o K

tive having jumps at a finite number of times.

6.3 Asymptotic optimal synthesis

We describe now the corresponding asymptotic optimal synthesis for the non-generic case.
The function & : [0,1] — R is clearly continuous, piecewise analytic, positive, with jumps
on its derivative at a finite number of points, say t1,...,t,. Between two successive times
t; and t;41, the supremum in assumption (25) is reached by one of the eigenvalues moduli
lvi,|. Also between the consecutive times ¢; and ¢;;1, we consider the cylinder C? in the
normal coordinates:

O ={(&w) : lE1* =<2 af +yf =<}

For ¢ small enough, A is transversal to C?, and defines a vector field X7 on C?.
Asymptotic optimal synthesis:

e between t; and t;1: follow the flow (any trajectory) of X7

e at t =t;,ort =0, or t = 1: follow horizontal geodesics in the planes {w=constant},
passing through I":

— at t = 0, in time exactly ¢, reach C! from T'(0)

— at t = 1, in time exactly ¢, go from CT to I'(1)
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—att =1/, join CZ~! to C7 in time less than 2e.

The proof of the fact that this is a strong asymptotic optimal synthesis, and the proof of
Theorem 1.4, are obvious modifications of the proof (Section 4) of Theorem 1.2: Theorem 6.2
allows us to repeat exactly the same arguments between two successive crossing points ¢;
and tj41.

7 Appendix

7.1 Diagonalization of 1-parameter families of skew-symmetric ma-
trices

Lemma 7.1 Let [0,1] — so(N,R), ¢t — A(t), be a smooth (C*®) curve of real skew-
symmetric matrices satisfying that for each t € [0,1] :

a) The kernel of A(t) is at most 2-dimensional, and

b) A(t) has no double nonzero eigenvalue.

Then, A(t) is 2 x 2 block-diagonalizable by a smooth curve

[0,1] — SO(NV,R) t+— U(t).

In the case N = 2n + 1, there is an extra 1 x 1 block.

Proof.

First, let us consider the map [0,1] — Py(R), t — A2(t), where Py(R) denotes the
space of real N x N symmetric matrices. By the assumptions a) and b), we have that for
all t € [0,1], the eigenvalues of A%(t) are double (at most one is identically zero and it is
simple, if N = 2n + 1).

We take Py(;)(\) to be either the characteristic polynomial of A(t), if N = 2n, or this
polynomial divided by A, if N = 2n + 1. Then, P4(;()) is a polynomial of degree n in
X =\

All the roots of polynomial P4(;)(X) are simple. Hence, for a root Xy, we can take a
to € [0,1], such that in a neighborhood of ¢y, there is a smooth real-valued function ¢t — X (t)
such that X (t9) = Xo.

If Xy < 0, then, in a neighborhood of ¢, we have that + i1/X(¢), is a smooth couple of
distinct eigenvalue of A(t). The only thing that might be unclear is that if Xy, = 0 then
+iy/X (¢) is smooth. In any case, we have at least n — 1 positive smooth functions

0,1 — R, t+— a;(t),

such that +ic;(t) are simple eigenvalues of A(t). These functions are smooth and globally
defined on [0,1]. Now fix one of these couples of eigenvalues +i «;(t) and consider the maps:
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[0,1] — Py(R), t — A%(t) + o (t)Id.

The kernels V; of these matrices A(t)+a;(t)Id, are well defined, smooth and 2-dimensional.
Then the set of the couples (¢, V;) defines a smooth sub-bundle of the trivial bundle

Im:[0,1] x RY —[0,1].

This sub-bundle is a vector bundle of 2-planes over [0,1]. Then, it is trivial and possesses
a smooth nonzero section ¢ — X;. We can assume that || X;|| = 1. The restriction of the
Euclidean metric g on RY to this bundle defines the following two smooth curves:

t — Y3, such that [|Yi]| =1, (X, Y;), =0.

We choose one of these curves, say ¢t — +Y;, and then, we have a smooth map ¢t —
(X(t),Y(t)), defined on [0,1], such that for all ¢ € [0,1], the couple (X;,Y;) forms an
orthonormal basis of the kernel:

ker (A%(t) + a? (t)Id) .

For N = 2n + 1, we have also the mapping t — V; = ker A?(¢), which defines a bundle of
lines over [0, 1], that has also a nonzero smooth section t — X;, with ||X't|| =1.

Now if N = 2n, it remains a single couple of eigenvalues, +ia, () such that o2 (t) is smooth,
but vanishes somewhere, and it is not clear that a,,(t) is smooth. But then the space:

Vi = ker (A%(t) + 02 ()Id) ,

is still well defined and smooth (we may also get it as the one which is orthogonal to all the
other smooth vector bundles).

Then, in the same way, we obtain a couple (Xt,Y;) of smooth orthogonal vectors in this
kernel. Now we have the mapping:

[0,1] — SO(N), t+—U(t),

which is smooth, and block-diagonalizes the curve A(t). This shows moreover that ¢ — «n,(t)
is smooth.
o
In the analytic case, there is a much stronger result. Let us consider the real C* map:

[0,1] — so(N,R), t+— A(t).

It follows from known results in perturbation theory for linear operators, see for instance
[12], that in the complex plane C, there is a neighborhood V([0,1]) C C of the interval
[0,1], and a holomorphic map,

V([0,1]) — My(C), t+—U(t),
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such that U(t) is unitary when restricted to [0,1], and diagonalizes A(t) for all ¢. The
following lemma is an immediate consequence of these considerations.

Lemma 7.2 Given any C* map

[0,1] — s0(N), t+— A(?).

There is a C* map

that 2 x 2 block-diagonalizes A(t) for all t. If N = 2n+ 1, then there is an extra 1 x 1 block.

7.2 Distinguished sets of the Lie algebra of skew-symmetric matri-
ces

We consider in this paragraph basic properties of certain distinguished sets of the Lie algebra
§0(N) of skew-symmetric matrices, that play a role in the proofs of our results. It is easy
to prove the following general fact:

(F.) The subset A, C 50(N) of matrices with kernel of codimension exactly
n(n +1)

5 , (not all n are possible for each

n, is a sub-manifold of codimension
N).

As easy consequences of this result we have the following three properties.

Fi. The subset A; of $0(2n) of matrices that have a nonzero kernel, is an algebraic closed
set with codimension 1.

F5. The subset A3 of $§0(2n + 1) of matrices that have a non-minimum kernel (i.e. not of
dimension 1) is and algebraic closed set with codimension 3.

F3. The subset A, of §0(2N) of matrices that have a kernel of codimension > 2 (i.e. > 4)
is algebraic, closed, and of codimension 6.

The following property is less straightforward and we shall provide a proof.

Fy. The subset A4 of Ax of ma,tri_ces with a double nonzero eigenvalue is semi-algebraic,
of codimension 3. Its closure A4 has the same codimension.

Proof. The fact that A4 is semi-algebraic can be easily verified, we check only that the
codimension of A, is > 3. In fact, this is the only result we use in the proofs. The set 44
is the union of the orbits under conjugation in SO(N, R) of block-diagonal matrices of the
form:
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diag(aJ, aJ,asJ, ..., a,J), if N =2n, and
diag(aJ,ad, a3, ...,a,J,0), if N =2n+1,
. 0 -1
with o # 0 and J = ( 1 0 )

Let D be the set of such matrices, and let A; C D be the set of generic elements of D,
that is, matrices such that

diag(asJ,...,a,J),
diag(aJ,aJ,asJ, ..., a,J,0),

is a regular element in §0(N — 4), that further satisfies o # 0, « # a; and «; # 0.

Then, for D € A4 an easy computation shows that keradD = g x Cy_4, where |y_4 is
a Cartan sub-algebra of $0(IN — 4), and } is the Lie algebra of matrices of the form:

0 a c d
—a 0 —d c
—c —d 0 e

d —c —e 0

Let now G be the 4-dimensional Lie group corresponding to g. The stabilizer S; of D € ;4:
is the set S; = T(N —4) x G, where T(N —4) is a maximal torus of SO(N —4). Its dimension
is dim(S1) =4+ n — 2 = n + 2. Therefore, the orbit under conjugation of D has dimension
M —n — 2, where

N(N -1)
—
Stabilizers of non-generic points of D are bigger, hence the orbits of these points have lower
dimension. At the end, all of these orbits under conjugation of the elements of D have

dimension < M — n — 2. Since the dimension of D is n — 1, it follows that the dimension of
Ay is smaller than M —n—-2+n—1= M — 3. Hence:

M =

codim A4 > 3.
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