N

N

On The Effect of Feedback Traffic in IEEE 802.11b
WLANSs

Daniele Miorandi, Eitan Altman

» To cite this version:

Daniele Miorandi, Eitan Altman. On The Effect of Feedback Traffic in IEEE 802.11b WLANs. RR-
4908, INRIA. 2003. inria-00071672

HAL 1d: inria-00071672
https://inria.hal.science/inria-00071672
Submitted on 23 May 2006

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00071672
https://hal.archives-ouvertes.fr

ISRN INRIA/RR--4908--FR+ENG

ISSN 0249-6399

ZIINRIA

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE

On The Effect of Feedback Traffic in IEEE 802.11b
WLANS

Daniele Miorandi — Eitan Altman

N° 4908
August 2003

THEME 1

apport
derecherche







% I N R I A

SOPHIA ANTIPOLIS

On The Effect of Feedback Traffic in IEEE 802.11b
WLANSs

Daniele Miorandi , Eitan Altman

Théme 1 — Réseaux et systémes
Projets Mistral

Rapport de recherche n® 4908 — August 2003 — 21 pages
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Sur P’effet du trafic d’acquittements sur les réseaux
locaux sans fil IEEE 802.11b

Résumé : Dans cet article nous étudions 'effet du trafic des acquittements en TCP dans
les réseaux locaux sans fils basés sur IEEE 802.11b. En particulier, nous présentons un mo-
déle analytique qui nous permet de calculer 'impact de 'option des acquittements retardés
(“delayed Acknowledgements”) sur le débit de TCP. En plus, nous étudions I'impact d’un
tel mécanisme sur les délais de transferts courts de TCP. Nous montrons qu’en choisissant
méticuleusement les paramétres du systéme, on peut gagner en débit de TCP ainsi qu’en
délai de transfert en utilisant les acquittements retardés.

Mots-clés : IEEE 802.11, TCP, réseaux sans fil, acquittements retardés
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1 Introduction

IEEE 802.11 [1] is the de facto standard for wireless local area networks (WLANs). WLANs
aim at providing wireless connectivity to the Internet, representing a valid alternative to
classical Ethernet LANs. Since they require no fixed infrastructure, the deployment of such
networks is fast and attractive from the economical point of view. Even if performances
cannot be directly compared to those obtainable by means of a wired network, it seems that
future developments of the standard (namely, IEEE 802.11a), capable of transfering data
at rates up to 54 Mb/s, will make it an even more attractive solution for ensuring nomadic
connectivity. Since wireless access to the Internet is the most common application of this
kind of networks, it seems reasonable to assume that the traffic will be carried over the
well-known TCP /IP protocol suite.

The IEEE 802.11 standard has been deeply studied in the last few years, and a multiplicity of
papers appeared in the literature, covering almost all aspects of the standard. However, up
to the knowledge of the authors, no satisfactory analytical model of the interaction between
the 802.11 medium access control (MAC) layer, and the feedback-based TCP congestion
control mechanism has been presented so far. A simple model for TCP throughput over
IEEE 802.11 has been presented in [2], where, however, a different scenario (uplink TCP
connections to a server connected through a wired Ethernet to the access point) is studied,
while we consider downlink traffic only, where files are downloaded from a cache placed di-
rectly on the access point '. Furthermore, as it will be discussed later in detail, the analysis
presented in [2], does not lead to satisfactory results when the number of contending hosts
gets large.

In this paper we will address this issue, with particular emphasis on the impact of TCP feed-
back traffic (namely, the flow of acknowledgment packets) on network performance. Limiting
the scope to single-hop networks allows us to neglect some complex phenomena occurring
in IEEE 802.11-based ad-hoc networks [3],[4], helping in getting a better understand of the
TCP-MAC interactions. Network performance will be evaluated first in terms of throughput
(evaluated at the transport layer) and then in terms of session delay for Pareto—distributed
file transfers. More in details, we will analyze the impact on such performance metrics of
the use of the well-known delayed ACKs option for TCP [5], together with some further
improvements proposed in [6].

In this study we will present some simple analytical models, which, albeit representing an
idealization of the real standard specifications, are able to capture the fundamental system
behavior. All analytical results are verified by means of extensive numerical simulations,
carried out using the ns2 [7] package.

The paper is organized as follows: in Sec.2 and Sec.3 a brief description of the protocol
behavior and of the delayed ACKs mechanism, respectively, are reported. In Sec. 4 the
throughput analysis is presented, whereas Sec. 5 deals with short TCP transfers. Sec. 6
concludes the paper with a summary of the results and some open issues.

1 This assumption enables us to focus on the impact of the ACKs flow on TCP performance, neglecting
the coupling between the traffic flow and some scenario—dependent parameters, such as RT'T and bottleneck
bandwidth.
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2 Protocol Description

In IEEE 802.11 standard, the medium access control is based on a distributed CSMA /CA
mechanism [1]. A node listens to the channel for a time equal to the ditributed inter—frame
spacing (DIFS). If the medium is sensed idle, then a random backoff is generated (this is the
collision avoidance part of the protocol). During the backoff the node keeps on sensing the
channel. If, at the end of the backoff, the medium is still found to be idle, the node gets the
token and may start trasnmitting. Since no channel load sensing mechanism is provided, an
explicit acknowledgment is necessary to inform the node of the success/failure of its trans-
mission. To accomplish that, when a node receives a packet, after a short interframe spacing
(SIFS), it sends a short ACK packet to inform the source of the outcome of the previous
trasnmission. Since SIFS is much shorter than DIFS; higher priority is given to the feedback
flow [8]. The length of the backoff interval, expressed in slots, is randomly chosen in the set
{0,1,...,CW — 1}, where CW denotes the actual window size. At the beginning, CW is
set to a predefined value CW,,;,,. If a collision or loss occurs, the network is assumed to be
congested; thus, the congestion window of the nodes involved in the collision is doubled and
another trasmission attempt is made. The congestion window cannot grow indefinitely, but
may reach a maximum value of 2m'CWmm = CWpnaz; moreover, if a packet incurs m colli-
sions, where m > m/, it is dropped. If a transmission is detected while the backoff counter
has not reached zero, its value is frozen and reloaded as soon as the channel is sensed idle
for a DIFS.

The standard encompasses also an extended interframe spacing, EIFS, which shall be used
whenever the PHY indicates to the MAC that a frame reception was not succesfully com-
pleted. EIFS is provided to let the transmitting station retransmit the packet without
interference from the receiving station. However, under the assumption of ideal channel
conditions, EIFS does not have a great impact on network performance. This is due to the
fact that EIFS acts at the receiver side. As an example, consider a pair of nodes exchanging
data. In such a situation, collisions may clearly occur. However, since a transmitting node
cannot receive data, nodes will become aware of the failure of a transmission attempt only
by means of the ACK timeout expiration. Thus, EIFS will never be used. Hence, even if
EIFS may actually be used when there are more than two nodes contending for the channel,
we will, in the following, neglect its impact on network performance. Simulation results will
support the validity of this assumption.

An optional RTS/CTS mechanism is encompassed by the standard to avoid the well-known
hidden terminal problem of CSMA-based MAC protocols. In this case, after a DIFS and
a random backoff, a RTS packet is sent to the intended destination. After a SIFS, the des-
tination replies with a CTS, signalling to all the stations in range the foreseen duration of
the packet exchange. After a SIFS, the sender may thus start its transmission. Note that,
in this way, a virtual channel sensing mechanism is provided, since all the stations which
received the CTS may update their network allocation vector (NAV) and go in stand-by
for the whole duration of the packet exchange (the channel is “virtually” sensed busy). The
DCF operations with RTS/CTS are depicted in Fig.1.

What we described above, is the so—called Distributed Coordination Function (DCF) oper-

INRIA
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DIFS B.O. SIFS SIFS

RTS . DATA fe—>

SIFS

CTS ACK

Figure 1: 802.11 DCF operations with RTS/CTS

Frame Duration Addr. Addr. Addr. Sequence | Addr. Frame FCS
Control ID 1 2 3 Control 4 Body

Field Length
(bytes) 2 2 6 6 6 2 6 0-2312 4

Figure 2: 802.11 MAC frame format

ation mode; the standard encompasses also an optional Point Coordination Function (PCF)
mode, which is well suited to centralized operation and handling of delay—sensitive applica-
tions. However, most of the WLAN cards actually availlable on the market do not implement
PCF for complexity reasons.

At the physical layer, the standard encompasses three different options: infrared, frequency
hopping and direct sequence CDMA. We focus on the last option (the one currently imple-
mented), and, furthermore, use the parameters described for operations in the 2.4 GHz ISM
band, known as 802.11b [9].

3 Delaying ACKs techniques

When running over bandlimited channels, such as wireless ones, one of the basic techniques
to improve TCP throughput is to thin the feedback traffic, by reducing the flow of acknowl-
edgment packets. In such a way, more bandwidth is ensured to the forward TCP link, thus
achieving a higher throughput. This idea, of course, presents drawbacks as well: the main
one is that, by thinning the ACK flow, at the beginning the congestion window grows slower,
and this results, in general, in an increased session delay for short TCP sessions, which con-
stitute most of the traffic carried over the Internet [10]. However, this drawback can be, if
not eliminated, seriously mitigated, by using adaptive techniques such as the ones described
in [6].

The standard delayed ACK technique for TCP [5] suggests that an ACK packet should be
sent every d = 2 received packets. If no packet is received for more than a timeout period
Tout, all acknowledgment packet has to be generated. It is clear that by further reducing the
number of ACKs, we may gain bandwidth, at the expense of a much slower growth of the
congestion window at the beginning of the connection or after a packet loss. Note that, in
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Parameter Value

Tslat 20”‘9
Tsrrs 10us
Tprrs 50us
Tp 14445
Tray 4818
CWonin 32
CWonaz 1024
m 7

Table 1: Parameters of 802.11b (long PLCP preamble)

802.11 networks, the feedback traffic has a very strong impact, due to the extremely high
overhead encompassed by the standard.

4 Throughput Analysis

In this section, we will provide closed—form approximate formulas for the throughput of a
persistent TCP connection. In Tab.1 we reported the parameters we used for evaluation
purposes. Tp and Tpyy represent the time necessary to transmit the long PCLP preamble
and the physical-layer header, respectively. Note that we assume that all nodes use long
PCLP header; however, by substituting the appropriate value, also the case of short PCLP
preamble may be treated in much the same way. As far as the transmission ranges are
concerned, we assume that all nodes operate in good channel conditions, and hence a data
rate of Ryoie = 11 Mb/s may be used. As a consequence, the control rate is given by
Reontrot = 2 Mb/s. Besides, we assume TCP packets are Lrcp = 8000 bits long. The
length of TCP/IP header is Lypy = 320 bits, whereas the length of RTS and CTS packets
are given by Lrrs = 180 bits and Lors = 112 bits, respectively. A MAC-layer ACK
consists of Lacx = 112 bits. As can be drawn from Fig.2, the overhead added by the MAC
layer (MAC header plus FCS field) amounts to Ly ac = 272 bits. The raw trasmission time
of a TCP forward packet, disregarding the backoff, is given by:

Lrrs Lers
Trcp_data = Tprrs +Tp + TPy + 7 l +Tsirs +Tp + Tpay + 7 l+
contro contro
L + L + L L
+Tsips+ Tp + Tpyy + —24< R;PH TP | Torrs +Tp + Truy + 7 ACKZ~ (1)
ata contro

INRIA
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As far as the TCP ACK is concerned, we get:

L L
Trcp ack =Tprrs +Tp +Tpuy + RTSl +Tsrps +Tp +Tpay + 7 ors ; +
contro contro
L + L L
+Tsips+Tp + Tpuy + —2AC T ZIPH | 1o ips + Tp + Tray + —o22 (2)
Rdata Rcontrol
With the values discussed above, we obtain:
TTCP_data = 0.0018167 s (3)
Trcp ack =0.0010895 s (4)

As it becomes apparent, the impact of TCP ACKs is very high, due to the inherently high
overhead of 802.11 [11]. Things even worsen when we consider the presence of an ad-hoc
routing protocol, which, even if not necessary for WLANs, may in turn provide seamless
connectivity for the nomadic user. If the advertised window was set equal to 1 (in this sense
we force the TCP source to always wait for the corresponding ACK) we would have that
the average backoff time of a given node is:

Tslot : (Cszn - ]-)

ty, = 5

(5)
The above equation holds since, in this case, no collisions occur. However, if the advertised
window is much bigger than 1, as it is common in real implementations, we have that both
TCP source and sink contend for the channel. Let us start by considering the case where no
collisions occur: in that case the freezing mechanism of DCF has to be taken into account.
Denoting with Cs and Cp the randomly picked backoff values of source and destination,
respectively, we have that the first node accessing the channel will do it after min{Cs,Cp},
whereas the other will freeze its transmission, wait for the channel to idle again, and then
resort with a backoff counter set to max{Cs,Cp} — min{Cs,Cp}. If both hosts have
congestion window equal to CW, we easily get:

(a+1)? a?
P Cs,Cp}=a]l = — . 6
[ma${ S? D} a] CW2 CW2 ( )
Then, denoting with E[-] the statistical expectation operator and using Gauss formula, we
get, for the average time spent in backoff in case of contention for the channel:

(CW —1)-(4CW +1) )
6-CW '
Next step is to consider the probability of collision: since for presistent standard TCP

connections nodes may assumed to be always backlogged, we have, by considering that both
the involved nodes are in the same congestion stage:

Po(CW) = oo (8)

fb(CW) = Tslot : E[max{057 CD}] = Tslot .

RR n° 4908
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When using the RTS/CTS mechanism, collisions may occur just on RTS packets; by con-
sidering that retransmission are triggered after a SIFS (i.e. when no CTS is detected by the
sender), we get that the time “lost” in a collision is:

Teou =Tprrs +ty +Tp +TpPry + RLRiiSl +TsrFs. 9)
If congestion is a rare event, we may well take CW = CW,,;, in the equations above.
Furthermore, we assume that collisions, when occur, are resolved in the next stage (i.e. the
congestion window may take two values, CW,,;, and 2 - CW,,;,. Under such assumptions,
the average time spent in backoff for sending a TCP packet and the corresponding ACK on
the reverse link is given by:

7y = (1 = Po(CWinin )i (CW) + Po(CWinin) - [Teout + t5(2CWinin)] (10)

TCP throughput may be calculated as:

Lrcp
Step = . 11
Trcp_data + TrecP_ack + o (1)

4.1 Delaying ACKs

By delaying the acknowledgment packets, and using d > 2, we may get a great performance
improvement in terms of TCP throughput. In Fig.3 we reported some simulation outcomes
(obtained by using the ns2 simulator [7]), plotted together with the maximum achievable
TCP throughput:

Lrcp

Srop = (12)

Trop_data + 1t
As it may be seen, decreasing the frequency with which ACKs are sent has a beneficial
impact on network performance, although even with n = 10 we are not approaching the
theoretical limit.

Assume an ACK is sent by the destination node every d received packets. Thus, in steady
state, for a fraction of ‘%1 of times, no contention for the channel occur, whereas that
happens with probability %. Of course, when no ACKs are sent, no collisions may occur.

Hence:
Lrcp

Trop data + 2t + 2 [Trop_ack + 7]

As shown in Fig.4, the analytical data match well the simulation ones (the error is below

1.5%).

STCP = (13)

4.2 Effect of the maximum congestion window

In [4],[12] it is noted that, in multihop networks, there exist an optimum TCP window size
which leads to throughput maximization. This optimum window size coincides with the

INRIA
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36
34r

Maximum TCP throughput

32 ©

Throughput (b/s)
w
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24K
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Number of delayed ACks

Figure 3: Impact of the number of delayed ACKs

Throughput (b/s)

22 Il Il Il Il Il Il
1 2 3 4 5 6 7
Number of delayed ACks

Figure 4: Impact of the number of delayed ACKs:
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spatial capacity of the network, i.e. with the maximum number of concurrent transmission
which may simultaneously take place by exploiting the spatial dimension of the network.
For our single-hop network, this would reduce to an optimum window size of 1. However,
as we will see, this does not hold. The reason is twofold. When the advertised window W is
set to 1, no contention for the channel occurs, and we have a stop—and—wait like transport
protocol. With W > 1, contentions for the channel do occur due to the interference with
the concurrent ACKs flow. However, the freezing mechanism provided by the IEEE 802.11
DCF MAC tends to let the nodes behavior become more aggressive when more hosts are
trying to access the channel. To take into account the delayed ACK option, we will consider
the cases W = d and W > d, respectively. For the latter, eq. (13) holds, whereas for the
first case we have:

Lrcp

S W =d)=
ror( ) Trop_data +to + 5 {TrcP_ack + 1t}

(14)

The results are plotted in Fig.5, together with some simulation outcomes.
Furthermore, another phenomenon takes place, which is not taken into account in the pre-
vious equations. The queues which try to access the channel in the case W > 1 are, in
fact, coupled. Let us denote by X;.,(t) the number of TCP packets delivered within time
t; analogously, X,.x(t) denotes the number of ACK packets delivered within the same time.
It is clear that, at any ¢,

Xtcp(t) Z Xack (t)

If we force W = 1, the equality holds at any time instant; on the contrary, for W > 1,
equality holds over an infinite horizon (i.e. for ¢ — 00), whereas in general this in not
true for a finite ¢. Basically, by enlarging the TCP congestion window limit we allow for a
“statistical thinning” of the ACK flow, thus providing a performance improvement.
However, in case of many hosts contending for the channel, the probability of collisions would
tend to increase with an increase in the maximum allowable congestion window. Hence, it
seems reasonable that, for a sufficiently large number of connections, there will be a finite
optimal value of the congestion window which leads to throughput maximization. Another
observation which may be drawn from Fig.5 is that the delayed ACKs option makes TCP
more insensitive, i.e. robust, w.r.t. the advertised window size.

4.3 Multiple connections

Now we aim at extending the model to treat the case when multiple connections are present
inside the network. In particular, we will limit ourselves to the case of one-to—many con-
nections, which is the most likely scenario for WLANS, in which most of the traffic will be
carried from the access point to the nomadic hosts. To carry on our analysis, we will make
some simplifying assumtpions, whose soundness will be supported by means of numerical
simulations. Let us denote with n the number of nodes present in the network, and assume
there are n concurrent TCP connections, each going from the access point to one of the
mobile hosts. First, we need to find the probability of collision given that n stations are

INRIA
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3.6

*0

345

3.2

— th, W>>d
th, w=d
O ns2, W=1000
* ns2, W=d

w

Throughput (b/s)

N
©

2.6

2.4
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1 2 3 4 5 6 7 8 9 10

Number of delayed ACKs

Figure 5: Impact of the maximum congestion window size

backlogged. To do so, we thread the footprints of [13], enhancing the model by considering
that, at backoff stage k, the average backoff time is MV% if k <m' and 2"(]”;#
for m’ < k < m. Furthermore, we neglect the possibility that a packet may incur more than
m — 1 collisions (equivalently, we neglect the packet drops due to reached maximum number
of retransmissions). Hence, denoting with P the probability of collisions, and considering
it to be independent of the backoff stage the node is in (this has been proven in [14] to
provide good approximation), the average time spent in backoff by a node is given by:

CWin — 1 20W,im — 1 ) 2m' OW,im — 1
#+Pg(1—Pg)ﬁ+...+Pgﬁ (1—Pc)f+

, 2 OW,im — 1 . 2™ CWnin — 1

ty = (1-Po)

1-Po) ™ 2 CWipim — 1
(7CZP020WW”—)+ 5 (1-Pg) chz
k=0

1-@2Po)™ 1-P7| 2 CWmm—l(l_PC)PC - Py _

(1-Po)
= C min
' 1Py

2 1-2P 1-Pg 2

1-P, 1—(2P)™ 1—-P™ 2" CW,im — 1
_ C)CWmm (2Pg)™ ¢,

5 -2k 7 > (Pe —pg) (15)
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Thus, taking all n nodes to be backlogged (this happens if, for any TCP connection, the
congestion window is bigger than one, which is reasonable), we may, as in [13], find the
collision probability by numerically solving (15) together with:

Po=1- (1 _ l)nl. (16)

ty
The probability of dropping a packet may then be evaluated as
Pirop = PE.

For our assumption to hold, it must be Py.,, < 1. Numerically, it turns out that with
n = 15 (which is a reasonably high number of active TCP sessions for a typical WLAN
configuration), we have Py, = 7.9689-10 4, which proves the soundness of our assumption.
As mentioned in the introduction, a model for computing the TCP throughput in presence
of concurrent TCP sessions has been presented in [2]. Apart from the different network
configuration, we feel that their model does not track well the network behavior when
the number of nodes, n, gets large. Indeed, they neglect multiple successive collisions, a
simplifying assumption that, although providing good results with a low number of active
connections, clearly underestimates the time spent in backoff by any single node as soon as
n gets large, leading to an overestimation of the TCP throughput.
Consider that the access to the channel is fair, and hence, in steady state, any backlogged
node has the same probability of transmitting. However, we have to take into account that
an ACK generation is triggered by the reception of a TCP packet. To do so, we consider an
equivalent token—passing systems. In such a system, the token is let circulating among the
n — 1 contending TCP connections (in other words, we are splitting the access point into
n — 1 virtual nodes). In this way, at each time only one sender—destination is contending for
the channel. We considered, furthermore, that they have an equivalent congestion window
equal to: B

CW =2 -t,+1. (17)

Hence, on average, the equivalent time spent in backoff for a complete TCP packet exchange
equals t,(CW). On the whole, the throughput of a single connection may be found as:

Lrcp
—— (18)
(n - 1) . I:TTCPidata + TTC’Piack + tb(CW) + C{-T;‘lfljl

Srop(n) =

Simulation and analytical results are plotted versus the number of contending TCP connec-
tions in Fig.6. It is apparent that the good match validates in turn our analytical procedure.

In the case of multiple connections, delaying ACKs has a duplex beneficial effect: first,
it reduces the contention for the channel and, second, it reduces the time taken by each
sender—destination pair to exchange packets. Thus, by considering that any TCP sink sends
an ACK every d received packets, we proceed as above, by considering an equivalent number

INRIA



On The Effect of Feedback Traffic in 802.116 WLANs 13

x10°
251
*
* ns2
th
2L
F15F
8
5
2
2 *
<]
=
Eo1k
*
*
05f %
* *
*
*
*. * * % %
0 I I I I I I )
0 2 4 6 8 10 12 14

Number of TCP connections

Figure 6: TCP throughput with multiple TCP connections

of TCP connections given by 2-1. Hence eq. (16) becomes:

-1

PC:1—<1—l)nd. (19)

ty

Then, by solving (19) together with equation (15), we may get the average time spent in
backoff and the collision probability. Then, denoting with CW = 2 - t;,, we may compute
the TCP throughput as:

L
Srop(n,d) = - CACEE— — — (20)
(n—1)- [TTCPidata + 5 (TTCPiacIc +t,(CW) + —C{,V”) + %tb]

The level of approximation we may get with the previous formula has been tested through
extensive numerical simulations. In Fig.7 we reported the TCP throughput, as a function
of d, for n = 10. Note that the above formula has been derived neglecting the possibility
of timeout to expire: with a high number of nodes, this would lead to an extremely high
timeout value, which is not suitable for practical applications due to its negative impact on
short TCP sessions, as it will discussed in the subsequent section.

It is then interesting to see if, even with multiple connections, enlarging the maximum TCP
window size is beneficial. To do so, we note that, applying our model to the case W =1
(for the sake of simplicity we do not take into account delayed ACKs in this case), we get,

RR n° 4908
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Figure 7: TCP throughput vs. number of delayed ACKs, n = 10

neglecting the possibility of collisions to occur:

Lrcp
S n,W=1)= . 21
TCP( ) (TL - 1) : [TTC’Pidata + TTCPiack + Tslot : (Cszn - 1)] ( )

In Fig.7 we reported a comparison of the curves obtained by using (21) and (18). We note
that, as expected, while with W > 1 better performances may be achieved with a low num-
ber of nodes, when the contention for the channel get harsher (i.e. the number of active TCP
connections increases), working with W = 1 may lead to a little performance enhancement.

At this stage, we would like to stress an interesting feature of the 802.11 MAC-layer spec-
ifications. The access to the shared medium is performed via a plesiochronous mechanism,
which may, in principle, suffer from unfairness problems due to the different spatial location
of the hosts. This, in general, could lead to different RT'Ts for different TCP connections,
providing thus an inhomogeneous throughput to various TCP links. However, by employing
a slotted backoff, and by choosing the slot time to be much bigger than the propagation
delay, DCF is able to “hide” the differences in RTT due to the propagation delay. This is
of course a desirable feature, which allows, from a performance evaluation point of view, to
“forget” the spatial dimension of the network (of course under the assumption that we are
dealing with a single-hop scenario).

INRIA
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Figure 8: TCP throughput vs. number of nodes: the impact of the advertised window size

5 Short TCP connections

It is widely acknowledged that, although a study of throughput for persistent TCP connec-
tions is of interest to characterize network performance, it does not reflect the real nature
of Internet traffic. Indeed, most of the TCP sessions are short, and, thus, a characterization
in terms of session delay is definitely more important to characterize the overall network
performance. In this section, we will provide an analytical framework to compute the av-
erage session delay for Pareto—distributed files transfer over an 802.11 radio interface. To
accomplish so, we will make use of the outcomes of the previous analysis of TCP through-
put. In particular, we noted that the maximum congestion window size has a negligible
impact on the connection throughput. Hence, our analysis will be based on the assumption
W = 1. Under such an assumption, 802.11 MAC will provide, in the scenarios we study,
collision—free access to the wireless channel. The analytical results will then be compared
with the outcomes of extensive simulations done by using ns2 [7].

5.1 Scenario description

We start by considering the simplest scenario, namely a couple of nodes, one of which
generates non—overlapping TCP connections at random times (this is compliant with HTTP
1.1). Each session consists of a file transfer, whose size, X, is Pareto—distributed with mean
30 KByte and shape factor g = 1.5 [15].
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5.2 Delay analysis

Let us start by considering standard TCP. If W = 1, the average time spent to send a packet
and receive the relative acknowledgment, is given by Trop data + T1op ack + (CWinin —
1) - Tyor. Furthermore, we should take into account for the connection setup time, due
to the three-way handshaking of TCP protocol. Under the assumption that we are using
HTTP1.1 (which uses the same TCP connection for multiple files trasnfer), the impact of
the connection setup time should be divided among the files which are delivered in a single
session (which represents usually the objects of a web page). For the sake of simplicity, we
will assume throughout the analysis that in any session just one single file is downloaded by
the client; the framework may however be easily modified to account for different parameter
values.

Neglecting the propagation delay, and taking into account that the third packet necessary
to setup the connection may be piggybacked within a data frame, the connection setup time
may be written as:

CWnin — 1)T, L
Tsetup:2' TDIFS+TP+TPHy+( man ) slot + RIPH+
data

Lack

+Tsrrs +Tp + Tpay + 7
control

(22)
TCP encompasses a 4—way handshake to close down the connection; however, after the
delivery of the last TCP segment, the file is taken to be sent to the destination, and hence
we may neglect it in the calculations For transmitting a message of size X (in bits), after
some easy algebra we obtain an average session delay of:

X
Tsession = Lsetup + [ -| (TTC'P_data + TTCP_ack + (Cszn - 1)Tslot) -
P

Lrcp
_([ X -I_[ X J)_LTCP—XmOdLTcP
Lrop Lrcp Riata ’

(23)

Basically, by assuming W = 1 we end up with a model which is linear in the file size. This
means that, in our model, the average session delay is sensitive only to the mean packet
size, and not to its distribution. Although this seems odd, simulation results show that our
first—order approximation, although slightly overestimating the session delay, is nonetheless
able to track the system behavior with a good level of approximation. In order to validate
the model, we simulated 10000 file transfers over 802.11b using the ns2 simulator 2; the
results are reported in Tab.2. As expected, the more aggressive behavior obtainable by
using a bigger congestion window leads to better performance in terms of session delay.

X

2In reality ns2 implementation of TCP provides bit padding and, hence, all the ’—m-‘ packets generated

present a payload of size equal to L7cp. Furthermore, no explicit connection closing is provided.
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ns2, W =1 ns2, W>1 analytical
Mean Session Delay (s) 0.1099 0.1064 0.1095
95% Conf.Int.(s) [0.0956,0.1243] | [0.0928,0.1199] -

Table 2: Session delay for short TCP connections, mean and 95% confidence interval

5.3 On the use of delayed ACKs for short TCP connections

The use of delayed ACKs for short TCP connections presents mainly three drawbacks. The
first one is that, by thinning the ACKs flow, the congestion window grows slower, which
may have a negative impact on very short connections [10]. However, as it will become
apparent from the discussion below, this factor does not have a great impact in our scenario,
mainly due to the bottleneck represented by the access to the radio channel in our one-hop
network. The other problems arise at the beginning and at the end of the file transfer. At
the beginning of the file transfer, the TCP receiver will wait for d packets before transmitting
an ACK. However, if the initial window size is smaller than d segments, a timeout will occur,
which triggers the expedition of an ACK by the TCP receiver. A similar situation occurs

I -| mod d # 0: the TCP source will wait for the
TCP

acknowledgment of the last packets transmitted, while the receiver will not send the ACK
packet till the timeout expires. The first problem may be solved by enlarging the initial
window size to d packets, which can be made according to [16]. It is worth noting that
increasing the initial window size does not lead, in our setting, to a more aggressive nodes
behavior, as it is the case in wired network, due to the one—packet—at—a—time capacity of our
configuration. Note, however, that such an assumption would require the TCP sender to
know the receiver delayed ACKs mechanism settings, which, in turn, would require extra—
signalling at higher layers.

In order to partially solve the second problem, a careful tuning of the timeout interval at
the receiver is necessary. It is apparent that, in any case, the impact of the timeout value on
the session delay depends on the number of packets for session. The longer the session, the
smaller the impact of the timeout value. As an example, in Fig.9 we reported the simulation
outcomes, in terms of session delay vs. timeout interval, for the standard delayed ACKs
option (d = 2), averaged over 5000 file transfers. It is apparent that the timeout interval may
have a great impact on network performance and, in particular, the choice of a high timeout
value may have a negative effect on session delay. Accordingly, we set for our simulations
Tout = 40 ms. The results are presented in Tab.3, for d varying between 1 (i.e. standard
TCP) and 5. We think there is no real reason to go beyond d = 5, since, as it is apparent from
simulation results, increasing too much the number of delayed ACKs has not a beneficial
impact on network performance. This may be understood by considering the effect of the
timeout at the end of the file transfer. Indeed, by increasing d, we increase the probability
that the receiver will be forced to send an ACK due to timeout expiration. To investigate
the impact on session delay of the slower congestion window growth, we simulated also the
dynamic delayed ACK scheme proposed in [6]. Basically, it tunes the number of ACKs to

at the end of the file transfer, in case [
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Figure 9: Effect of the timeout value, d = 2

d=1

d=2

d=3

d=4

d=5

0.1064
[0.0928,0.1199)]

0.1044
[0.0934,0.1154]

0.1053
[0.0951,0.1156]

0.1043
[0.0945,0.1141]

0.1090
[0.0993,0.1188]

Table 3: Session delay for short TCP connections with delayed ACKs, mean and 95%
confidence interval (s), 7o, = 40 ms

delay on the sequence number of TCP packets, starting from d = 1 (for the first packet,
to avoid timeout expiration), d = 2 for packets {2,3,4}, d = 3 for packets {5,...,8} and
d = 4 for the rest of TCP session. Surprisingly, we obtain results worse than the “standard”
d = 2 option, namely an average session delay of 0.1080 s, with a 95% confidence interval of
[0.0980,0.1180] s.

On the whole, we may thus conclude that, by choosing an initial window size equal to d, and
by appropriately tuning the timeout interval, the delayed ACK option, with d = 2, 3,4 may
overperform standard TCP and also the more complex multi-threshold scheme proposed in

[6].

5.4 Multiple transmission

We studied also (only by means of numerical simulations) the impact on network perfor-
mance of the delayed ACK option in case of multiple nodes trying to access the channel.
By taking advantage of the results of previous section, we limited ourselves to the cases
d = 2,3 and to the dynamic mechanism proposed in [6]. The initial congestion window size
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Figure 10: Average session delay vs. number of nodes

was varied accordingly. In our scenario, there are n nodes, any of which requires to the ac-
cess point the delivery of files whose size is Pareto—distributed according to the parameters
described above. After the completion of a file transfer, a node generates a random backoff
time, which is exponentially distributed with mean A = 0.1 s~! [17].

In our simulation scenario, any of the n — 1 mobile nodes generates 100 TCP connection to
the access point. The results are averaged over all sessions. With such a choice of simulation
parameters, it is clear that, unless a pretty high number of nodes is present in the network,
no superpositions of active sessions will occur, and thus we will get exactly the same results
obtained in the previous section. Thus, we simulated our network with a number of nodes
varying from n = 10 to n = 50, which may well represent a hot—spot scenario. The results
are reported in Fig.10. As it is clear, delaying ACKSs helps in reducing congestion arising in
scenario with a high number of concurrent TCP connections, which leads to a substantial
performance improvement for 802.11 hot—spots.

6 Conclusions

In this work we investigated the effect of the feedback traffic generated by TCP in a 802.11
WLAN. The results show that the flow of acknowledgment packets strongly reduces the
throughput which may be achieved by the forward link. By using delayed ACK techniques,
a substantial throughput increase may be achieved, both in single and multi—user scenarios.
We then analyzed the impact of such mechanisms on session delay for short TCP sessions.
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Simulation results show that, by enlarging the initial window size to a value equal to d,
and by carefully tuning the timeout interval at the receiver, even when a single—connection
is active, a slight performance improvement may be achieved. In case of many concurrent
flows, as it is the case in hot—spot scenarios, a substantial reduction of the average session
delay may be observed. However, all these benefits may be achieved only with an appropriate
choice of the system parameters; it is thus of interest the study of adaptive algorithms to
dynamically tune these settings, in order to adapt to varying network and traffic conditions.
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