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Abstract: Compression systems of real signals (images, video, audio) generate sources
of information with different levels of priority which are then encoded with variable length
codes (VLC). This paper addresses the issue of robust transmission of such VLC encoded
heterogeneous sources over error-prone channels. VLCs are very sensitive to channel noise:
when some bits are altered, synchronization losses can occur at the receiver. This paper
describes a new family of codes, called multiplexed codes, that allow to confine the de-
synchronization phenomenon to low priority data while allowing to reach asymptotically the
entropy bound for both (low and high priority) sources. The idea consists in creating fixed
length codes for high priority information and in using the inherent redundancy to describe
low priority data, hence the name multiplexed codes. Theoritical and simulation results
reveal a very high error resilience at almost no cost in compression efficiency.
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Une nouvelle classe de codes pour la compression robuste
de données hétérogénes: les Codes Multiplexés

Résumeé : Les systémes de compression de signaux réels (images, vidéo, son) produisent
des sources d’informations de priorités différentes, qui sont encodées en utilisant des codes &
longueur variable (VLC). Cet article traite du probléme de la transmission de telles sources
sur des canaux sujets & erreurs. Les codes & longueur variable sont trés sensibles au bruit
de transmission: lorsque des inversions de bits se produisent, la synchronisation est perdue
au décodeur. Une nouvelle famille de codes, les codes multiplexés, permettent de confiner
le phénoméne de désynchronisation & des données moins prioritaires, tout en permettant
d’atteindre la borne entropique pour ’ensemble des données. Le principe consiste & créer
un code a longueur fixe pour la source de données prioritaires et d’utiliser la redondance
intrinséque de ce code pour décrire les données moins prioritaires. Les résultats de simula-
tions et théoriques démontrent une résistance aux erreurs trés importante pour une perte
d’efficacité en compression trés faible.

Mots-clés : codage de source, codes & longueur variable, compression de données, com-
munications numériques, codage entropique
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1 Introduction

Entropy coding, producing variable length codewords (VLC), is a core component of any
data compression scheme. Unlike fixed length codes (FLC), variable length codes are de-
signed to exploit the inherent redundancy of a symbol distribution. The main drawback of
VLCs is their high sensitivity to channel noise: when some bits are altered by the channel,
synchronization losses can occur at the receiver, the position of symbol boundaries are not
properly estimated, leading to dramatic symbol error rates.

This phenomenon has first led some authors to abandon VLCs, and prefer a pre-processing
(e.g. non-uniform quantization) providing uniformly distributed symbols, and allowing the
usage of fixed length codes. However, the high computational cost of signal-adaptive non-
uniform quantizers has in parallel motivated studies of the synchronization ability of VL.Cs
as well as the design of codes with better synchronization properties. The authors in [7] have
developed a state model for synchronization recovery suitable for analyzing the performance
of various codes with respect to error recovery. It is shown that Huffman codes generat-
ed for a given source may have different “re-synchronization” capabilities. In particular, in
[13], the authors show that some Huffman codes, tailored to a given source, may contain
a codeword that can serve as a “re-synchronization” point. However, the existence of this
codeword depends on the source statistics, hence it may not always exist. Modified VLCs,
self-synchronizing Huffman codes [8], and reversible VLCs [11, 14, 3|, have been designed
to fight against desynchronizations. They all add redundancy in the generated bitstream.
In video coding standards (H.263, MPEG1-4), synchronization codewords (synchronization
markers) are inserted at fixed intervals in the bitstream.

Soft VLC decoding ideas, exploiting residual source redundancy (the so-called “excess-
rate”), have also been shown to reduce the “de-synchronization” effect as well as the residual
symbol error rates. These ideas rely on capitalizing on source coder suboptimality, by
exploiting inner codeword redundancy and exploiting correlation within the sequence of
symbols (inter symbol dependency). Models incorporating both VLC-encoded sources and
channel codes (CC) have also been considered [9, 5, 3]. The authors in [9] derive a global
stochastic automaton model of the transmitted bitstream by computing the product of the
separate models (Markov source (MS), source coder (SC) and channel coder (CC)). The
authors in [6] push further the above idea by designing an iterative estimation technique
alternating the use of the three models (MS, SC, and CC).

The above methods often consist in re-augmenting the redundancy of the bitstream, by
introducing an error correcting code or dedicated patterns in the chain. Also, the decoding
algorithms, often relying on MAP estimators, have a rather high complexity. Here, we con-
sider instead the design of a new family of codes, called “multiplexed codes”, that allow to
control (even avoid) the “de-synchronization” phenomenon of VLC encoded sources, while
still allowing to reach asymptotically the entropy bound and to rely on simple instanta-
neous decoding techniques. The principle underlying these codes builds upon the idea that
compression systems of real signals generate sources of information with different levels of
priority (e.g. texture and motion information for a video signal). This idea underlies un-
equal error protection (UEP) techniques, which allocate different levels of protection to the
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4 Hervé Jégou , Christine Guillemot

different types of information, either to signal frequency bands [12], to bit planes [10], or to
quantization layers [4].

In the wake of this idea, we consider two sources, a high priority source and a low
priority source referred respectively as Sy and Sp, in the sequel. The codes designed are
such that the risk of “de-synchronization” is confined to the low priority information. The
idea consists in creating a fixed length code (FLCs) for the Sy source, and in exploiting the
inherent redundancy to represent or store information of the low priority source Sy,. Hence,
the source Sy inherits some of the properties of FLCs such as random access in the data
stream and high error resilience. It is shown that these codes allow to almost reach the
entropy bound.

The rest of the paper is organized as follows. Section 2 introduces the notations we use in
the sequel. Section 3 outlines the principle of multiplexed codes, discusses their compression
properties and describes the first coding algorithm in the case of two sources. The approach
relies on a mapping of the low priority flow of data into a sequence of N;-valued variables,
where NN; depends on the realization of the high priority sequence of symbols. A mapping
that would be optimal with respect to reaching the entropy bound may require the variable
N; to take its value in a very large set. An optimization aiming at reducing the complexity
of the mapping is proposed. It relies on a hierarchical processing of the variables to be
computed. Still to reduce the computational cost, a second method is described in section 4.
The approach relies on a decomposition on a constrained set of N;-valued variables (i.e. on
a constrained partition of the fixed length codewords into equivalence classes) expressed in
terms of prime-valued variables. The resulting loss in compression depends on the distance
between the respective probability density functions (pdf) of the constrained set of N;-valued
variable and of the source Sg. A heuristic method for selecting the set of N;-valued variables
(i.e., the partition) that would best approximate the pdf of the source Sy is described in
section 5. The impact of channel noise, considering a binary symmetric channel, on the
overall source distortion is analyzed in section 6. Last, the choice of the parameters of the
algorithm are discussed in section 7 and simulation results are provided in section 8.

2 Problem statement and Notations

Let Sy = (S1,S52,...,5¢,...,5k,) be a sequence of source symbols of high priority taking
their values in a finite alphabet 4 composed of  symbols, A = {a1,as,...,ai,...,aa}.
Note that, in the following, we reserve capital letters to random variables, and small letters
to values of these variables. Bold face characters will be used to denote vectors or sequences.
The stationary probability of the source S is denoted p = (p1, pi2, - - -, fhi, - - - , i2), Where p;
stands for the probability that a symbol of Sy equals a;. Let h be the stationary entropy of
the source per symbol, given by h = — E?Zl piloga(p;). Let S = (51,85, .-.,8u,---,5k,)
be a sequence of source symbols of lower priority taking their values in a finite alphabet
A’. We assume that the realization sy, of this source has been pre-encoded into a bitstream
b = (b1,b2,---,bp, ..., bxy) with a VLC coder (e.g. Huffman or arithmetic coder). The
problem addressed here is the design of a family of joint codes for the two sources Sy and

INRIA
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| class C; codeword c¢;,q | symbol a; | N;=card(C;) probability u; | index ¢ |

C1 0000 a1 6 0.43 0
0001
0010
0011
0100
0101
C2 0110 as 5 0.30
0111
1000
1001
1010
Cs3 1011 as 4 0.25
1100
1101
1110
Cy 1111 a4 1 0.02

OIW N - Ok WN - OO W -

Table 1: An example of multiplexed codes (¢ = 4).

St that would guarantee no “de-synchronization” of the high priority source Sy at almost
no cost in terms of compression efficiency.

3 Multiplexed Codes

3.1 Principle

Let ¢ be a fixed number of bits reserved for the representation of any symbol of the alphabet
A. The c bits define a set of N = 2¢ codewords. This set of codewords is partitioned into 2
subsets, C;,i = 1...Q, called equivalence classes associated to symbols a; of the alphabet A,
as shown in Table 1. The condition ¢ > logs(Q) is required to have at least 1 codeword per
subset. Each equivalence class C; contains a set of codewords {¢;,0,¢i,15-+-,Cigr- -+ Ci,N;—1}»
where the integer N; stands for the number of codewords in the subset (cardinality of the
equivalence class) and is such that 2?21 N; = N.

A symbol S; = a; of the flow Sy can be encoded with any c-bit codeword ¢; 4 belonging
to the equivalence class C; (see example of Table 1). Hence, each codeword S; can be mapped
into a pair (C;, @) of two variables denoting respectively the equivalence class and the index
of the codeword in the equivalence class C;. The variable @) is an N;-valued variable, taking
its value between 0 and N; —1 (see Table 1) and representing the inherent redundancy of the
c-bits fixed length codes. This redundancy will be exploited to describe the lower priority
flow of data. Therefore, to the realization of the sequence of symbols Sy one can associate
a sequence of N;-valued variables N = Ny,...N;,... Nk, , which will be used to describe

RR n°® 4922



6 Hervé Jégou , Christine Guillemot

S ay ay as asg as as ay ay

o y Cs Cy Cs Cs o o

0000| |0000| |1011, 40110 K 1011| |1011| |OOOO| |00CO
0001| 40001 |1100| /|0111| }|1100| |1100| ,0001  |0001
0010| / | 0010 K 1101{/ [1000| |]1101x]|1101|/|0010| |70010
0011|0011 |}1110f« |1001| ||1110] |]1110/+|0011| ||0OO11

0100| ||0100 1010 0100| | |0100
0101] || 0101 0101 ||0101
q 3 1 3 0 2 3 1 2

Figure 1: Link between the source Sy, the low priority source formatted as a state flow q of
N;-valued variables, and multiplexed codewords. Here, the path in red denotes the chosen
codewords.

jointly the Sy and Sy data flows.

Definition 1: A multiplexed code is defined as the function which maps a c-bits fixed
length codeword c; 4 into a pair of variables comprising the symbol value a; of the alphabet
A (on which the high priority source is quantized) and the value ¢ of a variable () denoting
the index of the codeword in the equivalence class associated to a; as:

Ciq S ( a;, q ) (1)

For example, let A = {a1,as, ag,as} be the alphabet of the source Sy with the stationary
probabilities given by p; = 0.43, po = 0.30, us = 0.25, and pg = 0.02. Table 1 gives
an example of partitioning of the set of N = 2¢ codewords into the 4 equivalence classes
associated to the alphabet symbols. This partitioning reveals 4 N;-valued variables, where
N; is the cardinality of each class. Note that, in Table 1, the codes are ranked in the
lexicographic order, but the method is not restricted to this order. Knowing the sequence sy
to be transmitted, it appears that several choices of codewords are available, as depicted in
figure 1. Thus, additional variables realizations can be described by the indexes of codewords
within the equivalence classes related to the realization sg. These indexes are referred to as
state values q,

INRIA
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3.2 Conversion of the lower priority bitstream

It appears from above that the design of multiplexed codes relies on the choice of the
partition C = {C;,...,Cq}. The encoding then proceeds with the conversion of the lower
priority bitstream into a flow of variables taking their values in the different sets of N;-valued
variables.

In order to be multiplexed with symbols of Sg, the lower priority bitstream b must
be mapped into a sequence of N;-valued variables. Let us consider the mapping of the
realization sy = s1...8¢...8K, into the sequence n = ny...n;...ng, . The sequence of
n¢-valued variables can also be seen as a unique A-valued variable 6, where A = Hf: .
The variable 8 hence verifies 0 < 8 < A — 1. The quantity A denotes the number of different
multiplexed sequences of codewords c¢; 4 that can be used as a coded representation of the
sequence sg. One of these sequences can be used as a multiplexed coded description of the
two sequences sy and sz 1. The sequence of multiplexed codewords to be transmitted will
then depend on the bitstream representation b of the source Sy.

The maximum amount of information that can be stored in the A-valued variable 6 is
theoretically log,(A) bits. However, since this variable is used to store bits of the bitstream
b, only Kj = |log2(A)] bits can be stored, leading to an overhead equal to %.

The last? K bits of b are then seen as the binary representation of an integer y comprised
between 0 and 255 — 1, that can be expressed as

Kp
Y=Y birrks-ky) 27" (2)

r=1

The variable v must then be expanded into a sequence of pairs (n,q;) that will provide
entries in the multiplexed codes table. Let us recall that ¢; denotes the index of a codeword
in the equivalence class associated to the realization s; of a given symbol S;. There are
different ways to expand the variable « into the sequence of n;-valued variables (¢;), where
t=1,... Kg. One possible method is to use the recursive Euclidean decomposition:

Definition 2: The recursive Euclidean decomposition of a positive integer by a se-
quence y = (y1,¥s,---, YKk ) of positive integers is the unique sequence r = (r1,72,...,TK) €
NK such that:
r=r+ yl(r2 + yg(. .. (Tt -+ yt(- .. (TK—I + Yk—1 ’I"K) .. )) .. )) (3)

Vit € [].K],O S r¢ S Yt — 1

It leads to expand v as q1 + n1(g2 +na(-- - (gk -1 + NKkx—19Ks) - - -))- The components
g: can then be calculated by the algorithm 1.
In summary, the encoding proceeds as follows:

!n fact, only a part of sy,, whose length depends on the multiplexing capacity of the sequence sy
2 Any other subset of K, bits of b can be used

RR n°® 4922



8 Hervé Jégou , Christine Guillemot

Algorithm 1 Conversion of the integer v into the sequence q
fort=1to Kg do
g = 7' modulo ny

y =t
end for
t St Nt ’)” qt Ci,q¢
1| a1 6 159 957 | 3 | 0011
2 | a1 6 26 659 1 | 0001
3| a3 4 4 443 3 1110
4 | as 5 1110 | 0 | 0110
5 | as 4 222 2 1101
6 | a3 4 55 | 3 | 1110
71| a1 6 13 | 1 | 0001
8 | a1 6 2| 2 | 0010

Table 2: Euclidean decomposition of the variable « and corresponding multiplexed code-
words.

1. For t = 1,... Ky, let ng be the cardinality of the equivalence class associated to the
realization s; of the symbol S;.

2. The integer A is computed as A = [[1" n;. The number K} of bits of the lower

priority bitstream b that can be jointly encoded with the sequence Sy is given by

[loga(A)].

3. The K last bits of the low priority bitstream b are converted into the sequence of
pairs (ng,q:), t =1... Ky, using the algorithm (1) of the Euclidean decomposition of
Eqn. (3).

4. The sequence of pairs (s¢,q:) provides the entries in the table of multiplexed codes,
hence allows to select the sequence of ¢-bits fixed length codes to be transmitted on
the channel.

5. If K < Kp, the Kp — K} first bits of the bitstream b are then concatenated to
the sequence of multiplexed codewords. Otherwise, the remaining symbols of Sy are
not multiplexed but sent using other codes on the channel, such as FL.Cs or Huffman
codes.

As all steps are reversible, the decoding proceeds in the reverse order.

INRIA
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Algorithm 2 Conversion of the integer «y into the sequence of states q using the hierarchical
algorithm (for sequences such that 31/Kg = 2).

for j =1 to I do {Processing of values n}> involved in further processing}
for i =1to 277 do
t=(i—1)2 +1
ty =127
tm = (t1 + 1y — ].)/2
ng; =gy nii—i—l
end for

end for

for j =1to 1 by —1 do {Processing of values g7}
for i =1 to 2!=7 do
th=0{—-1)27 +1
t2 == 12]
tm = (t1 +t2—1)/2
qf;” = qif modulo ni;”
g2, = (@2 —q)/ng
end for
end for

3.3 Example

Let us consider again the source alphabet described in section 3 and the multiplexed code
given in Table 1. Considering the sequence of symbols Sy given in Table 2, the algorithm
proceeds first with the derivation of the sequence of n; variables as shown in Table 2. This
leads to A ~ 2'8:56_ Therefore, the last 18 bits of the bitstream b = 1010 1011 0000 1110 01
are used to process the variable v = Eiil b,.2" "1 =159 957. The Euclidean decomposition
of the variable «y according to Eqn. 1 leads to the sequence of ¢; variables (indexes of the
codewords in the classes of equivalence associated to the sequence of symbols) given in
Table 2. The sequence of pairs (s, ¢:) provides directly the entries in the table of ¢-bits
fixed length codewords, i.e. in the table of multiplexed codes.

3.4 A hierarchical algorithm for the computation of ~

The decomposition of v involves to deal with long integers. If the long integer 7 is comput-
ed according to the algorithm 1, i.e. as in the example of Table 2, the complexity can be
evaluated as follows. Each step of the algorithm presented in Table 2 computes a modulo
operation and a division whose operands are respectively v’ and the integer n;. Such opera-
tions can be processed with O(K ) elementary operations. It leads to a maximal complexity
in the order of O(K%).

RR n°® 4922
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Algorithm 3 Conversion of the sequence of states q into the global state v using the
hierarchical algorithm (for sequences such that 31/ Kg = 2).

for j=1tol do
for i =1to 277 do
th=3G-1)27 +1
ty =027
tm = (t1 + to — 1)/2
42 =4 + T 4
ngd =ng ng g
end for

A hierarchical algorithm allows to reduce this complexity using another decomposition

of 7. For sake of clarity, we assume that Ky = 2!. The approach can be easily extended to

any length. Let nif denotes the product H?:tl n¢. Similarly, qff is defined as

42 =y + 1y (@1 + - (@1 + Niporary) - ). (4)

If the number of terms in Eqn. 4 is a power of two, i.e if to —t; — 1 = 2’1, then the entities
nif and qﬁf can be respectively decomposed as

tott;—1

ta _ 2 to
Ny = Ny, Mgty 41s (5)
p)
. tott;—1 tatti=1
2 2 3 2
qt1 - qtl + nt1 qt2+i1+1 - (6)
p)

Notice that v = qfl, hence the state v can be decomposed as

-1 -1 ol
V=G AN Gy (7)

Similarly, each term of Eqn. 7 can be recursively decomposed using Eqn. 5 and Eqn. 6.
Thus, the conversion of the integer v into a sequence of states q can be done iteratively, as
described in algorithm 2. Note that each level j generates the variables required for level
j+1. The reverse algorithm is also described (algorithm 3). The complexity of this algorithm
strongly depends on the complexity of the algorithms used for the multiplication, division
and modulo operations. Karatsuba [2] has explicitly shown that these operations have a

log3
subquadractic complexity. For example, the multiplication can be done in O(N ﬁ) with
the Karatsuba, algorithm®. For implementation purpose, efficient algorithms are described in

3Some algorithms, such as the Toom-3 and the FFT multiplication algorithms, perform better.

INRIA
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the GNU Multiple precision computing library [1]. Now, let us assume that the complexity of
long integer operations are given by C(K), where K is the block size of the largest variable
involved. Then, processing the level j in algorithm 2 has the complexity 2!=7 C(27) =
Ky 277C(27). Assuming that C(K) = O(K™) with r > 1, the overall complexity can be
written as

Ki Z 2790((29)") (8)

Or, from C(K) = O(K"), we deduce that 34 > 03B > 0 / VK € N— {0}, C(K) <
A+ B K". This leads to the following inegality

l l
Ky 277C(2) <Ky ) 277 (A+B(2%)") (9)
Jj=1 Jj=1
l l

<KyAY 279+ KyB Y 21 (10)

j=1 j=1
< KA+ KgB2t+)r=1 (11)

Since we have

2(l+1)(r—1) — (KH)T—I 27‘—17 (12)

it appears that the complexity of processing the level I and the overall complexity are of the
same order, i.e O((Kg)"). The same analysis applies to the algorithm 3. As an example,
Fig. 2 illustrates the hierarchical algorithm with the same data as in table 2. Note that

some values nif processed in Fig. 2 are not required (for example, the value n{(H =A).

3.5 Compression efficiency

Each symbol of the sequence Sy is associated to a c-bits fixed length codeword, leading
to a total length of the multiplexed flow equal to c.Kg. Therefore, the compression rate
is determined by the amount of Sy, information that can be jointly coded by the sequence
of multiplexed codewords. Let us consider again the realization s; of a symbol S; of the
sequence Sg. One can associate an ns-valued variable to the symbol value s;. The amount
of data that can be represented by this variable is loga(n;) bits. Since the ¢ bits of the multi-
plexed codeword code both the symbol value s; and the index ¢; describing the low priority
bitstream realization, the mean description length (mdl) for the symbol s; is theoretically
¢ —loga(ng) = —loga(5t) bits. The amount of data, in bits, that may be multiplexed with
a sequence sy using the n;-valued variables is given by

- Y loge(3) (13)

1<t<Kp

RR n°® 4922
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. to
Processing of values ng?

nl=6 nZ==6 n3 =4 nj=5 nd =4 ng =4 ni=6 n§ =6
n? =36 n3 =20 n =16 nd =36
nt =720 nd =576

)
)
)
)

Figure 2: Hierarchical decomposition of ~y.

In order to minimize the mdl / of the source S H, one has then to choose the partitioning
C of the set of N = 2°¢ fixed length codewords into equivalence classes C; of cardinality
N;,i=1...Q, such that

Q
N; A
(N1,Nay...,N;,...,Nq) = arg min <— Zp,- logz(ﬁl)> = arg min(h) (14)
i=1

In order to have a rate close to the entropy bound of the source Sg, the quantity % should
be as close as possible to p;. We come back in section 5 on how to calculate an efficient set
of N; values for a given source pdf.

The entropy of the source Sy introduced in section 2 is h = 1.658. The partition C given
in Table 1 leads to an mdl of Sy of h = 1.692. Note that an Huffman encoder of the source
would have led to an mdl equal to 1.840. The choice of ¢ as well as of the partition C has an
impact on the coding rate. For example, for ¢ = 6, the partition into classes of respective
cardinalities (N1, N2, N3, N;) = (28,19, 16, 1) produces an mdl equal to 1.662.

Property 1: Ve > 0,3¢ € N such that h—h<e

In other words, the mdl of Sy can be made as close as required to the entropy, by increasing
the length ¢ of the codewords. The proof is provided in Appendix A.

INRIA
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4 A class of fast-computable multiplexed codes

The complexity of the previous algorithm, induced mainly by the Euclidean decomposition
of the global variable v, is O(Kg?). In order to reduce the computational cost, we introduce
in this section a class of constrained and fast-computable multiplexed codes. Thus, the pre-
formatted lower priority bitstream is not seen as the representation of a unique variable ~,
but as a sequence of “elementary variables”. An elementary variable is defined as a variable
which takes its value in a set of small dimension: it is a k-valued variable, k£ being small.

4.1 Constrained choice of partition C

The N;-valued variables, 1 < i < 2, are decomposed into a set of elementary variables as
follows:

N =[] £ (15)
j=1

where f; are prime factors, for example fi =2, fo =3, f3 =5,f4 =7, fs =11,... The term

fv; denotes the highest prime factor in the decomposition of IV;. The term «; ; stands for

the power of the prime factor f; in the decomposition of IV;. In order to proceed with the

expansion of the N;-valued variables, the recursive Euclidean decomposition (cf. Eqn. (3)

and (1)) of N; by the sequence of its prime factor (2,...,2,..., fu.,---, fu;) is computed.
Qi,1 Qi

This expansion of NV;-valued variables can be represented as:

0,1 binary variables

' a;,2 3-valued variables
N;-valued variable 2 . (16)

04.y; fv;-valued variables

Note that, if N; is a prime factor, the previous decomposition is identity, and the algorithm
has to proceed as in section 3.2. In order to limit the encoding complexity, the partitioning of
the set of ¢-bits fixed length codes must be such that the set (IV;)1<i<o will not result in prime
decompositions into factors greater than a given prime value f,, hence N; = H;le ff 7. For
example, for ¢ = 4 and f, = 5, each integer N; must be chosen in the following set: 1, 2,
3,4,5,6, 8,9, 10, 12, 15, 16. These additional constraints on the partition C will induce a
loss in accuracy of the approximation of the pdf of the Sy source resulting in a higher mdl.

4.2 Conversion of the low priority bitstream into f;-valued variables

Consecutive segments of the low priority bitstream are seen as the binary representations
of integers to be decomposed this time into a set of vz binary, vy s 3-valued, ..., v ;

RR n°® 4922



14 Hervé Jégou , Christine Guillemot

t 1 2 3 4 5 6 7 8

St ai ai as a2z as as al ai

I 6 6 4 5 4 4 6 6
ag1 1 1 2 0 2 2 1 1 | di=10
a2 1 1 0 0 0 0 1 1 dz =4
aiz | 0 0 0 1 0 0 0 0 d3=1

Table 3: Calculation of the number of available f;-valued variables.

bit 1 bit 2 bit 3 | 3-valued variable 1 = 3-valued variable 2

0 0 0 0 0
0 0 1 0 1
0 1 0 0 2
0 1 1 1 0
1 0 0 1 1
1 0 1 1 2
1 1 0 2 0
1 1 1 2 1

2 2

Table 4: Example of transformation 7 (ur = 3).

j-valued, ..., v7, f,-valued variables. This section introduces transformations that can be
used for this conversion.

Let 7 be a transformation that takes u7 bits and produces a set of f;-valued variables.
Let vr j, 1 < j < v, be the number of f;-valued variables produced by a transformation 7.
The number of possible values that can be taken by the set of f;-valued variables resulting
from the transformation 7 applied on uz bits of the bitstream b is given by

Ar =57 (17)
Jj=1

This Ar-valued variable allows to theoretically store loga(A7) bits. Note that A7 may be
higher than 2“7 . Therefore, there is an overhead per bit given by

_ loga(AT)
= o2t/

e (18)

For example, the transformation 775 shown in table 4 applied on 3 bits produces two 3-
valued variables, leading to a number of states increased from 8 to 9. On the decoder side,
the extra state can not be observed if the transmission is error free, and can thus be used
for error detection.

INRIA
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| T. identifier || uT, || UT, 1 | UT, 2 | UT,,3 | oT, |

To 1 1 0 0 | 0.0000
T 15 0 8 1 | 0.0001
T 21 0 3 7 | 0.0004
T 19 0 12 0 | 0.0010
Ta 25 0 7 6 | 0.0011
Ts 24 0 2 9 | 0.0028
Te 14 0 3 4 | 0.0030
T 18 0 7 3 | 0.0034
Ta 27 0 1 11 | 0.0047
To 17 0 2 6 | 0.0060
Tho 30 0 0 13 | 0.0062
Ti1 20 0 1 8 | 0.0080
Tiz 11 0 7 0 | 0.0086
Tis 23 0 0 10 | 0.0095
Tia 6 0 1 2 | 0.0381
Tis 3 0 2 0 | 0.0566
Tis 2 0 0 1 | 0.1610
Tomoo =Tz || 1 0 1 0 | 0.5850

Table 5: Transformations used for f, =5

Note that it is not useful to choose transformations with vz ; > 0, since they transform
binary variables into binary variables. Note also that the transformations as well as the
parameter v can be chosen such that A7 < 232, to avoid arithmetic operations on high value
integers.

Table 5 enumerates the transformations used for f, = 5. If f, = 3, only the trans-
formations that do not use 5-valued variables are valid: 7Ty, 73, T12, T15, Ti7- They are
sorted by increasing loss in compression efficiency. Among all the possible sets vy =
(vra,v7,2,--.,07,,-..,07,,) explored under previous constraints, only those for which the
transformations introduce an overhead lower than 1% are kept. Increasing f, reduces this
overhead.

4.3 Optimal set of transformations

Let again sy, be the realization of a source Sy mapped into a sequence of n;-valued variables.
Each n;-valued variable is decomposed into a set of f;-valued variables, each one being used
vr,; times. Let d; be the total number of f;-valued variables involved in the expansion
of the entire sequence of n;-valued variables. The encoding proceeds with a projection of
segments of the low priority bitstream into the set of f;-valued variables resulting from the
expansion of the n;-valued variables associated to the realization sp of the sequence of high
priority symbols. Let g7, be the number of transformations 7.,z = 0,. .. Zmar hecessary to
convert the low priority bitstream into the f;-valued variables. There are several possible
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Algorithm 4 Choice of the transformations to be used
z=0
while sum(d;) > 0 do {while some f;-valued variables are not computed yet}

97, = floor(min(vij’j) {Calculation of how many transformations 7, can be used}
for Vj between 1 and v do {Update the number of f;-variables to be transformed}
dj = dj — g1, ¥V,
z=2z+1 {Try next transformation}
end for

end while

sets g = (97, ---97.,---97.,,,)- The optimum set of transformations is the one which will
minimize the total overhead, given by

Zmaz

0= g7. ur. or. (19)

z=0

The choice of g is an optimization problem. Knowing the transformation set (T)o<z<zn..
andd = (di...d;...d,), the optimal vector g is estimated by the algorithm 4.

4.4 Encoding procedure

Assuming that the low priority source sy has been pre-encoded using efficient VLCs, the
encoding of the two sequences sy and sy using fast multiplexed codes proceeds as follows:

1. For a given maximum value f,, the partition, hence the set of parameters (V;), i =
1,...,9, is calculated according to the criteria (14), under the constraint (15). For
this purpose, the heuristic algorithm described in section 5 can be used.

2. For each prime integer f;, 1 < j < v, the number d; of f;-valued variables resulting
from the expansion of the sequence of n;-valued variables associated to sy is calculated.

3. Consecutive segments of the low priority bitstream b are transformed into a sequence
of fj-valued variables. The number g7, of transformations 7. needed to perform the
conversion is given by the procedure described in 4.3.

4. The transformations 7 are applied on consecutive segments of uz, bits of the bitstream
b, leading to the generation of sequences of f;-valued variables.

5. The value ¢; taken by the n;-valued variable associated to the symbol realization s;
and to the realization of the low priority bitstream b is obtained by the euclidean
multiplication of the f;-valued variables calculated in the previous step.

6. The resulting pair (s, q:) provides entries in the multiplexed codes table, leading to
the selection of the multiplexed codes to be transmitted.

INRIA
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t 1 2 3 4 5 6 7 8
St ai ai as az as as ai ai
binary variables 1 0 10 10 11 0 0
3-valued variables 0 1 2 0
5-valued variables 1
qt 1 2 2 1 2 3 4 0
ct 0001 0010 1101 0111 1101 1110 0100 0000

Table 6: Construction of the sequence of multiplexed codewords.

The decoding algorithm is made in the reverse order. As a consequence, it is not necessary
to receive the whole sequence of codewords to decode the information of high priority sy:
it is directly read in the multiplexed codes tables. Moreover, random access is also possible
for the flow sqy.

4.5 Example

Let us consider the sequence of 8 high priority symbols given in Table 3, with the corre-
sponding mapping into the sequence of n;-valued variables according to the multiplexed
codes given in Table 1. The sequence of n;-valued variables is decomposed into a sequence
of d; binary, d» 3-valued, and d3 5-valued variables with respective powers oy 1, a: 2, and
ay,3 (cf. table 3).

In a second step, one has to convert the low priority bitstream into the binary, 3-valued,
and 5-valued variables. It appears that the transformations 7o, 715 and 716 have to be used
(see section 4.3) 10 times, 2 times and 1 time, respectively. Thus, 18 bits can be multiplexed
with the realization sy of Sy, leading to a mdl of 1.75 bits per symbol. The transformation
To being identity, the first 10 bits of the bitstream b are multiplexed unchanged. For each
transformation 7, the w7 input bits are seen as the binary representation of an integer 61
as

T Input bits — 67 — (3-valued variables, 5-valued variables)
Tis 001 - 1 - (01, )
Tis 110 - 6 - (20, )
Tie 01 - 1 = (s 1)

and leading to the sequences 1010101100 of binary variables, 0120 of 3-valued and 1 of
5-valued variables. The value g; taken by the n;-valued variable associated to the symbol
realization s; and to the realization of the low priority bitstream b is obtained by the
projection of the segments of «; ; bits of the sequences of binary (j = 1), 3-valued (j = 2)
and 5-valued (j = 3) variables on the basis formed by the set of f;-valued variables. The
resulting pair (s¢,q;) provides entries in the multiplexed codes table (see Table 1), leading
to the selection of multiplexed codes ¢; given in Table 6.
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5 Probability distribution function approximation

As already mentioned above, the mdl h of the source Sg is function of the sizes N; of
the equivalence classes C;,4 = 1...Q. This section describes an algorithm that aim to
approximate, under constraints, the pdf of the source Sy. The probability distribution
function estimator £ is defined by

N1 N, N; NQ) (20)

ﬂ':(ﬂl:ﬂ%"':ﬂi;"'all/Aﬂ): (W,W"”’W,”.,W

where E?:1Nz‘ <N=2.Letp={no =112 =2,...,0, -, Mmaz = N} be the set
of possible values N;. A higher number of valid values for N; leads indeed to a better

approximation of the pdf of the source Sg. The probability p; of a symbol cannot be lower

than % The alphabet A is partitioned into two subsets A,, and A, of sizes Q,,, and Qy/,

and defined respectively by
. 1 . 1
a,-EAmlffu,-<NandaieAlefpiZN (21)

Let fi be the probability distribution function of symbols a; € A given by

~ i
bi= =
ZaiEAM 'ul

The algorithm aiming at the best partition of the set of codewords proceeds as follows:

(22)

1. For each a; € A,,,, N; is set to 1.

2. The probability density function @z of symbols belonging to A, is calculated. Since
Q,, codewords have already been affected to classes of equivalence in the first step,
there is still N —,,, codewords to be assigned to classes of equivalence. The expression
(14) can then be written as

. N;
(N1,Na,...,N;,...,Nq) = arg min (logg(N) Z i — Z i lom(#)) (23)
a;i€EAm ai€AM

Since the first part of expression (23) is a constant and N; = 1 when a; € A,,, the
optimization is performed for symbols of 4,; only, and can be expressed as
(NZ)ZGAM = arg min (_ EaiEAM Hi logz(%))
—_ y i N; N—Qm
= arg min (— D aicAns ﬁw (loga(§F2g) +loge (TR )))

= argmin (=3, ca,, Fi 1092(F25—) = Yaican i logz(NA?m))
= argmin (=3, ca,, Hi (l092(1v]—vézm ))
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As ) ,.ca,, Fi =1, expression (24) can be seen as the expression of the mdl when the
index i is constrained to be such that a; € Ajys. Consequently, assuming that Nivém
can take any real value, the optimum is given by:
N; .
Va; € Am, N—izﬂ,n = [ (25)

In the following, the index i is supposed to be chosen such that a; € Ayy.

3. For each a; € Ay, N; is set to the highest value in m such that NV; < ;. (N — Q).
The remaining number of codewords to be assigned to equivalence classes is then given
byazN—Z?lei >0.

4. As a consequence, it is possible to increase some values of N;. For each index i
between 1 and (2, if the value 71 is used instead of 7, the mdl h decreases of a
positive value T'; = logp("f}%). The decreasing mdl is induced by the assignment of
Nk+1 — Nk Dairs (a;, N;) to classes of equivalence and, in average per codeword, is given
by v; = nk+1;i_ e These pairs are then sorted by decreasing values of «;. The way
to proceed is to choose the pair (a;, N;) with the highest associated value ~;. For a
given variable N; set in the previous steps, it is possible to re-set it to ng+1 instead
of i only if ng+1 — ne < o, i.e. if there is a sufficient number of codewords still to
be assigned. If it is not the case, the pair (a;, N;) is ignored in the next iterations of
the algorithm. The procedure continues with the treatment of the pair with the next
value ;. If ng41 — i < o, then N; = 141, the value o is set to 0 — ng41 + Mk, and
the variable +; is updated for this symbol.

6 Error handling on a binary symmetric channel

In this section, we analyze the impact of channel errors on the distortion of the source
Su. The impact on the sequence b is also discussed. The part of the flow b that is not
multiplexed is supposed to be lost if an error occurs on the channel.

We consider a binary symmetric channel (BSC) with a bit error rate p. Let ¢ =1 —p be
the probability that a bit is correctly received. The pdf p of Sy being known, it is possible
to calculate the reconstruction accuracy in terms of Mean Square Error (MSE). Since each
state g; calculated from b can be seen as a uniform random variable, a symbol a; of A has
the same probability to be encoded with any codeword of its equivalence class C;. Hence,

P(eiz) = ]’;— (26)

Let us consider a source represented by ¢ bits fixed length codewords. The probability
to receive the symbol y,, if z,, has been transmitted, is function of the Hamming distance
hm,n between the symbols y,, and z,,, and is given by

P = P(yn/2m) = pimom gt lmn (27)
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The MSE induced by the channel noise is then given by

MSEy;, = Z Wi Z pii A(Xi, Xir) (28)

X;eX XyeXx

where A(XZ,XZI) = ”Xz — XZ'IHQ.

The reconstruction error of the source Sy encoded with multiplexed codes in presence
of channel noise can be estimated similarly. Since the codewords ¢; are FLC, Eqn. (27) still
applies. The MSE of the reconstructed Sy stream in presence of bit errors can then be
expressed as

MSEmut,sw = », Pleiy) >, Plewj/eiy) Al(cig,co ) (29)

ci,; EC c;yr j1€C

where P(cy j /c; ;) stands for the probability to receive the codeword ¢; j, if ¢; ; has been
transmitted, and where A’(c; j, ¢y j») denotes the distortion of the Sy source induced by the
reception of ¢y j instead of c; j. Let respectively a; and ay be the symbols decoded from
Ci,j and Cit 5! - Then A/(Ci,j, Cy! ,j/) = A(ai, ai/). This leads to

1
MSEnmu,s4 = Z i Z A(aiaai’)ﬁi Z Z P(civ,j [cig), (30)

a;€EA  ay€A ¢i,; €Ci c;1 ;1 €Cyr

~ -

P(ayr /as)

where P(ay /a;) is the probability to decode the symbol a; if a; has been transmitted.
Therefore, the choice of the partition C has a major impact on the final distortion. However,
the number of partitions for a given set of N;-values is very high. For example, the number
of partitions such that Ny =6, Ny = 5, N3 =4, N, = 1, is 10 090 080.

Ezample: let us consider again the example of source alphabet given in section 3. Let

01 49
1 01 4
A_4101
9410

be the corresponding distortion matrix of elements A(a;,a;). The probabilities P(a; é)ai)
can be deduced from Eqn. 30. They are described by the transition transition matrix P 4,
which is given by

69* +14pg® +12p%q% +4p3q 7pg® +14p2¢% +8p3 g +p* 3pq3+8p2¢% +9p3q+4p* 2p%¢%+3p3q+p*
71)613+14p2462 +8p3g+p* 5q4+6pq3+4p942+61*3q+4p4 6pq3+9pgq2+5p3q pqs+3pgq2+P3q
Pa= 3;0q3+8p2¢125+9p3q+4p4 6pq® +9péq2+5p3q aq* +4pq3+56p2112+2;03q 3pq3ip2q2
224 + 3p%q + p* ¢+ 307 + p%q 3p¢® + P2 g*

For a BSC of BER equal to 0.1, the summation of Eqn. (30) leads to MSEs of 0.3686 and
0.4960 for respectively multiplexed codes and FLCs. Albeit quite surprising, this result is
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engendered by the fact that the probabilities associated to symbols on which transmission
errors will induce the largest distortion values (4 and 9) are lower for the multiplexed codes.
The respective error resilience of FLCs and multiplexed codes hence depends on the statis-
tical characteristics of the source Sy. Cases where the channel induced distortion is higher
with multiplexed codes than with FLCs may exist as well. However, practical sources gen-
erated by compression systems, can often be modeled as sources with generalized Gaussian
pdf. For these sources, higher distortion values are induced by lower probability symbols,
resulting in better performances for the multiplexed codes.

7 Discussion on Parameters choice

The choice of the parameters ¢ and v has a major impact on the performance, in terms of
compression and error resilience, of the codes. Let h be the entropy per symbol of the source
and h the mean codeword length produced by the algorithm. The overhead rate is given by
rL = % As ¢ bits are always used to represent a symbol of the source Sy, the rate of
high priority data in the final multiplexed c-bits codewords stream is given by 7 = %

We have seen above that ¢ must be high enough so that one can find a partition, that
will closely approximate the pdf of the source Syy. On the other hand, a high value for the
parameter ¢ will result in a decreased rate of synchronous data. Thus a compromise has to
be found between reaching the entropy (compression efficiency) and the rate of synchronous
data in the multiplexed flow (error resilience). The ability to closely approximate the pdf of
the source Sy (hence the closeness to entropy) depends also on the parameter ». Fig. 3 shows
the influence of the parameters ¢ and v on the rate r,. For a source of cardinal 2 = 256, the
value f, = 5 leads to a small overhead when the codeword length is ¢ = 14. Notice that the
number of available transformations and the number of flows of f;-valued variables increase

with v. Therefore, the computational cost of the algorithm increases with v.

8 Simulation results

To evaluate the performance of the multiplexed codes, experiments have been performed
by considering a high priority source with a Gaussian distribution characterized by a zero-
mean and a standard deviation ¢ = 25, and taking its values between —127 and +127.
The source has been quantized with a scalar quantizer of step size 1. The entropy of this
source is h = 6.771. We have considered a sequence sy of 200 symbols. We assume that a
lower priority sequence of symbols st, has been pre-encoded into a bitstream b with a VLC
coder. In the experiments reported here the sequence of bits b has been generated by a
uniform random binary variable. Its length has been fixed to 2000. All the simulations have
been performed assuming a binary symmetric channel with varying bit error rates (BER).
The results are averaged over 100 channel realizations. Simulations have been performed
considering respectively FLCs (8 bits), Huffman codes and lexicographical multiplexed codes.
For the multiplexed codes, the parameters ¢ and f, have been set to ¢ = 14 and f, = 5. The
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mdl of the sequence Sy is 6.775. Fig. 4 shows the PSNR curves obtained for the sequence
Su with the three codes for varying channel BER. This figure reveals significantly higher
performance for the multiplexed codes, even with respect to FLCs. The main reason is
that the Hamming distance between symbols of “opposite” values is higher in the case of
multiplexed codes: the Hamming distance is 14 for symbols —127 and +127, whereas it
is only 8 in the case of FLCs. It has been observed that the average position of the first
impaired bit in the Huffman bit stream is roughly the same. The reason is that the mean
position of the first disturbed bit is statistically localized on the part of the low priority
bitstream which is not multiplexed.

The multiplexed codes have then been experimented with real sources. We have consid-
ered a simple image coding system where the image is first decomposed into 16 subbands
using a two-stage wavelet transform. The low and high frequency subbands have been quan-
tized respectively on 7 and 4 bits. The high frequencies have been encoded with an Huffman
algorithm, and then multiplexed into the low frequencies using multiplexed codes of param-
eters ¢ = 16 and f, = 5. A synchronization marker has been used every four lines for both
Huffman codes and the low priority part of the multiplexed codes. The bit rates obtained
with Huffman and multiplexed codes are quite similar and given respectively by 1.713 bit
per pixel (bpp) and 1.712 bpp. When considering FLCs, the average bit rate obtained is
6.187 bpp. Fig. 5 depicts the PSNR and visual qualities obtained with the three codes.
This figure evidences significant improvements both in PSNR and visual quality when using
multiplexed codes even in comparison with FLCs and for a similar compression factor as
the one obtained with Huffman codes.

9 Conclusion

We have introduced a new family of codes called “multiplexed codes”. These codes avoid
the “de-synchronization” phenomenon for the high priority source, while still allowing to
reach asymptotically the entropy bound for both (low and high priority) sources. The low
priority source can be pre-encoded with any efficient VLC. A FLC is created for the high
priority source, its inherent redundancy being exploited to represent information from the
low priority stream. Theory and simulations on both theoretical and real sources have
evidence very high error resilience at almost no cost in terms of compression efficiency.
Another key advantage is that they allow to make use of simple instantaneous decoding
techniques. They hence appear to be excellent alternatives to reversible variable length
codes (which suffer from some penalty in terms of compression efficiency, while not avoiding
completely error propagation despite a decoding in two passes) or to classical VLCs for
which robust decoding make often use of computationally expensive Bayesian estimation
techniques.
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Appendix A: Proof of property 1

Let ¢ € R — {0}. The problem consists in finding a partition C that verifies the property.
Let ¢y, be the integer defined as ¢, = [—logs(min;e 4(p;))]. By definition,

VieA p>2°n (31)

For all ¢ € Nsuch that ¢ > ¢;, we choose N; = [u;2°]. From )7, ,p; = 1 we get
Diealmi2¢] <237 o 4 pi = 2¢. Moreover, Vi, N; > 1. Therefore this choice of (IV;)1<i<@
is valid. By construction, p; 2° — 1 < N; < p; 2%, hence,

2¢ 1

1<p—=<1+

_ 2
N S o (32)

The difference J§;, between the mdl and the entropy is given by

5 N; i 2°
dh=h—h=-— Z i lng(;) + Z Wi loga(u;) = Z i logg(HN. ) (33)
icA icA icA ¢

therefore, from Eqn (32), it can be seen easily that dy, verifies

o < Dieal 1092(1+—,“21c—1)

i 34
= 0 < EieAui;—l—Zz’eAr—l%' (34)

From Eqn. (31) and (34) we get
Q

1
6h S Z 2¢ _ 9Ch = 2¢ _ 9¢h (35)
ic A

Thus, using ¢ = flogz(% +2¢)] and Vi, N; = |p; 2], the inequality dp, < € is verified.
Notice that, for any code for which the inequality ¢ > ¢, is true, this proof provides an
upper bound for the mdl. O
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Figure 3: Closeness to entropy of fast-computable Multiplexed codes (Gaussian source).
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Figure 4: PSNR of the source Sg (Gaussian distribution)
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Huffman codes Multiplexed codes

Fixed length codes

A

PSNR = 19.63 dB

PSNR = 13.99 dB

Figure 5: PSNR performance and visual quality obtained respectively with FLCs, Huffman
codes and multiplexed codes. The channel bit error rates are 0.0005 (top images), 0.005
grﬁidn(ilgg%lages) and 0.05 (bottom images).
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