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Abstract: The goal of this paper is to study pricing of differentiated services and its im-
pact on the choice of service priority at equilibrium. We consider both TCP connections as
well as non controlled (real time) connections. The performance measures (such as through-
put and loss rates) are determined according to the operational parameters of a RED buffer
management. The latter is assumed to be able to give differentiated services to the appli-
cations according to their choice of service class. We consider a best effort type of service
differentiation for both TCP as well as real-time traffic where the QoS of connections is not
guaranteed, but by choosing a better (more expensive) service class, the QoS parameters of
a session can improve (as long as the service class of other sessions are fixed). The choice
of a service class of an application will depend both on the utility as well as on the cost it
has to pay. We first study the performance of the system as a function of the connections’
parameters and their choice of service classes. We then study the decision problem of how to
choose the service classes. We model the problem as a noncooperative game. We establish
conditions for an equilibrium to exist and to be uniquely defined. We further provide condi-
tions for convergence to equilibrium from non equilibria initial states. We finally study the
pricing problem of how to choose prices so that the resulting equilibrium would maximize
the network benefit.
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Tarification de la différenciation de services : une
approche par la théorie des jeux

Résumé : L’objectif de ce rapport est d’étudier la tarification de la différenciation de
service et son impact sur le choix de la priorité de service & ’équilibre. Nous considérons
simultanément des connexions TCP et du trafic non controlé (temps réel). Les mesures de
performance (telles que le débit et le taux de perte) sont obtenus en fonction des paramétres
opérationnels de gestion d’un buffer RED. Ce dernier est supposé capable de fournir des
services différenciés aux applications, selon leur choix de classe de service. Nous considérons
un service de type best effort pour & la fois le trafic TCP et le trafic temps-réel, ou la qualité
de service des connexions n’est donc pas garantie, mais en choisissant une meilleure (plus
chére) classe de service, les paramétres de QoS d’une session peuvent étre améliorés (tant
que les classes de service des autres sessions restent fixées). Le choix de la classe de service
d’une application dépendra 3 la fois de I'utilité et du prix & payer. Nous étudions d’abord la
performance du systéme en fonction des parameétres des connexions et de leurs choix de classe
de service. Nous étudions ensuite le probléme de décision pour le choix de la classe de service.
Nous modélisons le probléme par un jeu non coopératif. Nous établissons des conditions pour
qu’un équilibre existe et soit unique. Nous donnons de plus des conditions pour qu’il y ait
convergence & partir d’états initiaux de non-équilibre. Nous étudions finalement le probléme
de tarification tel que 1’équilibre précédent maximise le bénéfice du réseau.

Mots-clé : TCP, RED/AQM, Equilibre de Nash, Tarification, Economie
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1 Introduction

We study in this paper the performance of competing connections that share a bottleneck
link. Both TCP connections with controlled rate as well as CBR (Constant Bit Rate)
connections are considered. A RED buffer management is used for early drop of packets.
We allow for service differentiation between the connections through the rejection probability
(as a function of the average queue size), which may depend on the connection (or on the
connection class). More specifically, we consider a buffer management scheme that uses a
single averaged queue length to determine the rejection probabilities (similar to the way it is
done in the RIO-C (coupled RIO) buffer management, see [9]); for any given averaged queue
size, packets belonging to connections with higher priority have smaller probability of being
rejected than those belonging to lower priority classes. To obtain this differentiation in loss
probabilities, we assume that the loss curve of RED is scaled by a factor that represents the
priority level of the application. We obtain various performance measures of interest such
as the throughput, the average queue size and the average drop probability.

We then address the question of the choice of priorities. Given utilities that depend on
the performance measures on one hand and on the cost for a given priority on the other
hand, the sessions at the system are faced with a non-cooperative game in which the choice
of priority of each session has an impact on the quality of service of other sessions. For the
case of CBR traffic, we establish conditions for an equilibrium to exist. We further provide
conditions for convergence to equilibrium from non equilibria initial states.

We shall finally study numerically the pricing problem of how the network should choose
prices so that the resulting equilibrium would maximize its benefit.

We briefly mention some recent work in that area. Reference [5] has considered a related
problem where the traffic generated by each session was modeled as a Poisson process, and
the service time was exponentially distributed. The decision variables were the input rates
and the performance measure was the goodput (output rates). The paper restricted itself to
symmetric users and symmetric equilibria and the pricing issue was not considered. In this
framework, with a common RED buffer, it was shown that an equilibrium does not exist. An
equilibrium was obtained and characterized for an alternative buffer management that was
proposed, called VLRED. We note that in contrast to [5], since we also include in the utility
of CBR traffic a penalty for losses (which is supported by studies of voice quality in packet-
based telephony [6]), we do obtain an equilibrium when using RED. For other related papers,
see for instance [§] (in which a priority game is considered for competing connections sharing
a drop-tail buffer), [1] as well as the survey [2]. In [13], the authors present mechanisms (e.g.,
AIMD of TCP) to control end-user transmission rate into differentiated services Internet
through potential functions and corresponding convergence to Nash equilibrium.

The approach of our pricing problem is related to the Stackelberg methodology for hier-
archical optimization: for a fixed pricing strategy one seeks the equilibrium among the users
(the optimization level corresponding to the “follower”), and then the network (considered
as the “leader”) optimizes the pricing strategy. This type of methodology has been used in
other contexts of networking in [3, 7].

RR n~° 4946



4 E. Altman, D. Barman, R. El Azouzi, D. Ros, B. Tuffin

The structure of this paper is as follows. In Section 2 we describe the model of RED,
then in Section 3 we compute the throughputs and the loss probabilities of TCP and of
CBR connections for given priorities chosen by the connections. In Section 4 we introduce
the model for competition between connections at given prices. In Section 5 we focus on the
game in the case of only CBR connections or only TCP connections and provide properties
of the equilibrium: existence, uniqueness and convergence. In Section 6 we provide an
algorithm for computing Nash equilibrium for symmetric case. The optimal pricing is then
discussed in Section 7. We present numerical examples in Section 8 to validate the model.

2 The model

RED is based on the following idea: there are two thresholds gui, and gmax such that the
drop probability is 0 if the average queue length q is less than qu;,, 1 if it is above gpax,
and p(4)(Z — ¢min)/(¢max — Gmin) if it is & With gmin < Z < gmax; the latter is the congestion
avoidance mode of operation. This is illustrated in Figure 1.

drop probability

p() T

average queue length

I I
9 min A max

Figure 1: Drop probability in RED as function ¢

We consider a set N containing N TCP flows (or aggregate of flows) and a set 7 con-
taining I real time flows that can be differentiated by RED; they all share a common buffer
yet RED treats them differently!. We assume that they all have common values of gmin
and gmax but each flow i may have a different value of p(i), which is the value of the drop
probability as the average queue tends to gmax (from the left). In other words, the slope ¢;
of the linear part of the curve in Figure 1 depends on the flow i:

p(i)

gmax — qmin
IRED punishes aggressive flows more by dropping more packets from those flows

ti =

INRIA
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Denote t = (t;,7 € ZUN). We identify t; as the priority class of a connection. The
service rate of the bottleneck router is given by pu.

3 Computing the throughputs

We use the well-known relation for TCP rate:

1 o
ANi=—/—, 1 R 1
R 1eN (1)

where R; and p; are TCP flow 4’s round trip time and drop probability, respectively. « is
typically taken as 3/2 (when the delayed ack option is disabled) or 3/4 (when it is enabled).
We shall assume throughout the paper that the queueing delay is negligible with respect to
R; for the TCP connections.

In contrast, the rates \;, for ¢ € Z, of real time flows are not controlled and are assumed
to be fixed. If V' = ) we assume throughout the paper that -, ; A; > p (unless otherwise
specified), otherwise the RED buffer is not a bottleneck. Similarly, if 7 = {) we assume that
TCP senders are not limited by the receiver window.

In general, since the bottleneck queue is seen as a fluid queue, we can write

Y oA —p) =p

JETUN

If we operate in the linear part of the RED curve then this leads to the system of equations:

Yieron Ai(l=p) = p
pi = ti(¢ — gmin), VieZUN

with (N + I + 1) unknowns: q (average queue length), and p;, i € ZU N, where )\;, i € N/
is given by (1). Substituting (1) and

Pi = ti(q — Gmin) V4, (2)
into the first equation of the above set, we obtain a single equation for ¢:

Z L $(1 _tj(q_qmin)) +Z)\j(1 —tj(q—qmin)) = L. (3)

= Bi V5@ = dmin) =
If we write £ = \/¢ — qmin, then (3) can be written as a cubic equation in z:
Z(z) = 237" + 202° + 212+ 20 = 0 4)

where

ZgZZAjtj, zy = Z Ri\/OAT], Z1 ZH—Z/\]',

jez jen 79 jeT

RR n~ 4946
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1 a
== RVES
jeNRJ b

Note that this equation has a unique positive solution if there are only TCP or only real-time
connections; in either case, it becomes a quadratic equation.

Proposition 1 Fiz the values of tj, j € ZUN. The cubic equation (4) has a unique real
positive solution. Assume that the solution lies in the linear region of RED. Then the average
queue size is given as qmin + T2 where x is the unique positive solution of (4) and the loss
probability for session i is given by p; = t;(q — Gmin)-

Proof. Assume first that Z and A are both nonnempty. Since the coefficients of the
cubic equation are real, it has either a single real solution and two other conjugate complex
solutions, or it has three real solutions [14]. Consider first the case in which all solutions are
real. Then since the product of solutions is positive (it equals —zp), there are either one or
three positive solutions. But the latter is excluded since the sum of solutions is positive (it
equals —zy).

Next consider the case of a single real solution. Since the two other solutions are conju-
gate, their product is positive. Then since the product of all solutions is positive (it equals
—Zp), the real solution is positive.

|

Note that, in the case of only real-time connections (N = @) operating in the linear
region, we have

Zjel Aj—

q = Qmin T Zjez /\jtj and (5)
p; = tiw (6)
2 jer At
(Recall that, throughout the paper, when considering this case we shall assume that
2 A > )
J€T

In the case of only TCP connections (Z = (}) operating in the linear region, we have

<_u+ \/ﬂ2 Tha ) (Ri/t‘) P (R—\/t_)f

4a(2 @)

q = Qmin +

JEN

INRIA
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and

4 Utility, pricing and equilibrium

We denote a strategy vector by t for all flows such that jth entry is t;. By (¢, [t]—:), we
define a strategy where flow ¢ uses ¢; and all other flows j # i use t; from vector [t]_;.

We associate to flow ¢ a utility U;. The utility will be a function of the QoS parameters
and the price payed by flow 4, and is determined by the actions of all flows. More precisely,
Ui(t;, [t]-:) is given by

aiXi(1 — p(ti, [t]-i)) — bip(ti, [t] i) — d(t:)

where the first term stands for the utility for the goodput, the second term stands for the
dis-utility for the loss rate and the last term corresponds to the price d(¢;) to be paid by
flow ¢ to the network.

In particular, we find it natural to assume that a TCP flow ¢ has b; = 0 (as lost packets
are retransmitted anyhow, and their impact is already taken into account in the throughput).
Moreover, since A; for TCP already includes the loss term p;(t;, [t]—;), the utility function
of TCP is assumed to be

Ui(ti, [t]-1) = aiXi(1 — p(ti, [t]-:)) — d(t:).

We assume that the strategies or actions available to session 7 are given by a compact
set, of the form:

t; € [t instoae] s 1 € TUN.

Each flow of the network strives to find its best strategy so as to maximize its own
objective function. Nevertheless its objective function depends upon its own choice but also
upon the choices of the other flows. In this situation, the solution concept widely accepted
is the concept of Nash equilibrium.

Definition 1 A Nash equilibrium of the game is a strategy profile t = (t1,t2,..,tar) where
M =1+ N from which no flow have any incentive to deviate. More precisely the strategy
profile, t is a Nash equilibrium, if the following holds true for any i

t; € arg{'e[tima)ii ]Ui(fi, [t]-i).

min’ ' maz

t; is the best flow i can do if the other flows choose the strategies [t]_;.

RR n~°4946
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Note that the network income is given by Y~ d(t;). Since the p;(¢;, [t]—;)’s are functions
i€TUN
of t; and [t]_;, d can include pricing per volume of traffic successfully transmitted. In

particular, we allow for d to depend on the uncontrolled arrival rates of real-time sessions
(but since these are constants, we do not make them appear as an argument of the function
d).

We shall sometimes find it more convenient to represent the control action of connection 4
as T; = 1/t; instead of as ;. Clearly, properties such as existence or uniqueness of equilibrium
in terms of ¢; directly imply the corresponding properties with respect to 7;.

5 Equilibrium for only Real-Time sessions or only TCP
connections

We assume throughout that t¢, . < 1/(¢maz — @min) for all connections. The bound for ¢¢
is given so that we have t{ . (¢max — gmin) < 1. From (2) we see that p; < 1 with equality
obtained only for the case t; = 1/(¢maz — @min)- 2

In our analysis, we are interested mainly in the linear region. For only real-time sessions
or only TCP connections, we state the assumptions and describe the conditions for linear

region operations and we show the existence of a Nash equilibrium.

Theorem 1 A sufficient condition for the system to operate in linear region is that for all
1- For only real time connections :

A-p
A(Qmax - Qmin) )

2
—n+ [p?+4a( Y 7o)
i jen v
t (10)

in >
min 4/TO‘QZRL].

JEN

A>poand t >

(9)

2- For only TCP connections :

where A = Y Aj and Aq = ¢maz — Gmin-
j€z

Proof: The condition (9) (resp. (10)) will ensure that the value of ¢ obtained in the
linear region (see (5) (resp.(7))) is not larger that gmqee. Indeed, for real time connections,

2Note that if the assumption does not hold then for some value ¢/ < gmaz we would already have for
some 4,p; = 1 so one could redefine gmqz to be ¢'. An important feature in our model is that the queue
length beyond which p; = 1 should be the same for all j.

INRIA
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(9) implies that

ZAﬂpA;“

jet Gmaz — 9min

which implies together with (6) that ¢ < gmae-

Finally the fact that we are not below the lower extreme of the linear region (i.e. p; > 0
for all 4) is a direct consequence of A > p.

The case of only TCP connections is proved in Appendix 10.1. ]

The following result establishes the existence of Nash equilibrium for only real time
sessions or only TCP connections.

Theorem 2 Assume that the functions d are convez in T; := 1/t;. Then a Nash equilibrium
exists.

Proof: See Appendix 10.2.

5.1 Supermodular Games

In Theorem 3 (resp. Theorem 5) we present alternative conditions that provide sufficient
conditions for a supermodular structure for real-time connections (resp. for only TCP
connections). This implies in particular the existence of an equilibrium. Another implication
of supermodularity is that a simple, so-called taténnement or Round Robin scheme, for
best responses converges to the equilibrium. To describe it, we introduce the following
asynchronous dynamic greedy algorithm (GA).

Greedy Algorithm: Assume a given initial choice t° for all flows. At some strictly
increasing times 74, k = 1,2, 3, ..., flows update their actions; the actions t¥ at time 7, > 0
are obtained as follows. A single flow ¢ at time 7,41 updates its tf""l so as to optimize
Ui(.,[t¥]—;) where [t*]_; is the vector of actions of the other flows j # i. We assume that
each flow updates its actions infinitely often. In particular, for the case of only real time
sessions, we update t*T1 as follows:

i

ghtt = ABIMAX (L= pi) — bipi — d(t; 11

‘ tz e [t:nin7t:nax] az l( pl) Zpl ( l) ( )
where p; in (11) is given by (6).
For the TCP-only case, we update

arg max a; [«

min?® “max

th+1 as follows:

where p; in (12) is given by (8).

RR n~ 4946
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Remark 1 For the case of real-time sessions, we could obtain closed form solution for t?"'l
with specific cost function d(t;) such as {i_ which will lead to update of tf‘H as follows,

> Atk
5k — i#i

i \/(ai')\i+b¢)(%:z Aj—p)( ; AjtE)—Xivd

where 8¥ is such that %

L= 0 and U; corre-

i

sponds to utility function of real time session i. Then tf"'l is given by :

i ifsk <0,
£ Sk k
tl'c+1 — t:nax lf5 < tinmﬂ 51 > 0
' thin 07 > thax, 0f 20,

0; otherwise

Theorem 3 For the case of only real-time connections we assume that Vj, Apin < A; <
Amax, ond
(I - 1)/\mm min 2 /\maxtmax;

where tpin, = mln,e;r{tmm} and tmax = max;er{ti . }. Then there is smallest equilibrium t
and largest equilibrium t, and the GA dynamic algorithm converges to t (resp. t) provided
it starts with t* . for all j (resp. tmm for all j)

min

Proof: Both statements will follow by showing that the game is super-modular, see [11, 12].
A sufficient condition is that

°U; >pi
> 0.
otot; 8t —(@di +b) 55 2 0
We have
apz 1 172
— A —
Z (Zje[ Ajtj (Zjel ’\jtj)2>
leading to

0“p Z)\ _Z]EI /\jtj +§ti/\i
Ot; 6tk (ZjeI Ajt;)

It is non-positive if and only if Zj 2i Ajt; > Aiti. A sufficient condition is that (1 —
D) Amintmin > Amaxtmax- Lhus the game is super-modular. The result then follows from
standard theory of super-modular games [11, 12]. [ |

Theorem 4 For the case of only real-time connections, we assume that Vj, Amin < Aj <
Amax, and 263, X2 > 3 N2 .. Under supermodular condition, the Nash equilibrium is
unique.

INRIA



Pricing Differentiated Services 11

Proof See Appendix 10.3.

Theorem 5 For the case of only TCP connections, assume that V7, tmin < t < times and

Opi Op; Ppi . .,
; >2pi(pi+1 . 1
Then the game is super-modular.
Proof: See Appendix 10.4. ]

Remark 2 It would also be interesting to consider a price per unit of received volume, i.e.,
of the form d(t;)\;(1 — p;). However, looking at the super-modularity of the utility function
gives a condition depending on d'(t;), d(t;) and the t; that does not seem tractable. On the
other hand, we can consider a pricing per unit of sent volume, i.e., of the form d(t;)\;
(since A; is fized), Conditions of Theorems 2-8 then hold to provide a Nash equilibrium.

6 Symmetric Users

In this section, we assume that all flows have the same utility function (for all i, a; = a,
X; = A and b; = b for real-time sessions and a; = a and R; = R for TCP connections) and
the same intervals for strategies (£;, = tmin and t,, = tmax)-

Algorithm for Symmetric Nash Equilibrium:

For symmetric Nash equilibrium, we are interested in finding a symmetric equilibrium
strategy t* = (t*,t*,..,t*) such that for any flow ¢ and any strategy ¢; for that flow (real-time

session or TCP connection),
U(t*) > Ul(ts, [t"]-i)- (14)

Next we show how to obtain an equilibrium strategy. We first note that due to symmetry,
to see whether t* is an equilibrium it suffices to check (14) for a single flow. We shall thus
assume that there are L + 1 flows all together, and that the first L flows use the strategy
t° = (t°,...,t°) and flow L + 1 use ty4;1. Define the set

Qu41(t°) = argmax, ,, cip,n i (U4, ) 241)) )
where t° denotes (with some abuse of notation) the strategy where all flows use t°, and
where the maximization is taken with respect to t;. Then t* is a symmetric equilibrium

if

t* € Q1 (tY).

RR n~ 4946



12 E. Altman, D. Barman, R. El Azouzi, D. Ros, B. Tuffin

Theorem 6 Consider real time connections operating in linear region. The symmetric e-
quilibrium t* satisfies:

. ad(T) _al+b
T or ENE (15)

where T* = 1/t* and d(T) = d(7).

Proof: Recall that A = I\. Then for real time connections, we have

U=a)— (aX+ b)% —d(Ty)
J#

which gives, when considering the derivative,

(A= 1) X MT; ;

ou < i ad(T;)
= (a\+b)—= . -
oT; (ad+ )()\ +T; Y ANT)? oT;
J#i
Equating g—% = 0 we obtain (15). |

7 Optimal pricing

The goal here is to determine the pricing that maximizes the network’s benefit. Assume
that we are in the situation of this last remark. The goal is then to find out a function

I
o(t") = argmax, 3 (),

i=1

where t* is a Nash equilibrium which can be obtained when considering special classes
function of d. For instance, consider the set of functions d(t) = d/et. We then obtain
a system of equations that can be solved numerically (to get the t* satisfying the Nash
equilibrium). Then a numerical optimization over the parameter d can be obtained.

Nevertheless, an assumption of this optimization problem is that the network knows the
number of flows and the parameters a;, b; and R;Vi.

A more likely situation is when the network only knows the distribution of the number of
players I (now a random variable) and the distribution of parameters a;, b; and R; (assumed
independent and independent between flows for convenience). A numerical investigation of
optimal parameters can be realized as well.

INRIA



Pricing Differentiated Services 13

8 Numerical Examples

In the following simulations, we obtain a unique Nash equilibrium for only real-time sessions
or only TCP connections without satisfying the conditions in Theorem 4. Moreover, the GA
algorithm converges without satisfying the conditions of supermodularity. All the conditions
of supermodular games (Theorem 3 and Theorem 5) and uniqueness of Nash equilibrium
(Theorem 2 and Theorem 3) are only sufficient but not necessary as shown in the numerical
results.

The pricing function that we use for player ¢ throughout this section is d/exp(t;). We
shall investigate how the choice of the constant d will affect the revenue of the network.?

8.1 Symmetric Real-Time flows

In the following numerical evaluations, we show the variation of different metrics as function
of d. Figs. 2, 3 and 4 correspond to a unique symmetric Nash equilibrium case in which all
the real time flows have \; = 2Mbps with t,in = 0.01, tmax = 100,Z = 20, ¢min = 10, gmax =
40, p = 30Mbps. Here we set the values of parameters to ensure that the system operates in
linear region such as ti, > Aiq(l — ﬁ) = 0.0083. The bound on ty,,x is needed only to
JET
limit the value of loss probability to 1. The value of d which maximizes the network revenue
occurs at d = 25.75. All the flows attain a loss rate of 0.25. Note that for real time flows
symmetric case, p; = (> A\j—p)/ > A;j at the Nash equilibrium is a constant. The average
J€Z je€T

queue size, given by gmin + p} /tF, is shown in Fig. 2. We observe the value of t* at which
maximum network income is achieved is close to tmin While the system operates in the linear
region of RED throughout.

35 T T T T T 35

Queue Size
N oW
® 8
T T

N

S
T
-
)

e
o]
T

L L L L L L L L L
0 5 10 %15 20 25 30 0 5 10 ES 20

(a) queue size vs. d (b) t* vs. d

Figure 2: Symmetric Real Time flows: (a) queue size and (b) t* vs. d

We plot in Fig. 4 sample paths of a connection that uses the Algorithm for symmetric
users (Sec. 6) (the evolution for all connections is the same). The figure shows convergence

3We note that it is desirable to have a “nontrivial” parameterized pricing function that leads to an optimal
revenue for some parameter. We also tested other pricing functions that did turned out to be “trivial” in the
sense that the benefit was always monotone in the parameter; an example of such a function is exp(—gt;)
and the network optimizes with respect to 3.

RR n~ 4946
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Utility
Lo

L L L L L
5 10 }15 20 25 30

(a) utility vs. d (b) network income vs. d

Figure 3: Symmetric Real Time flows: (a) utility and (b) network income vs. d

to the same Nash equilibrium when #° started from tmin Or tmax. We plot it for d = 41.525.
In Figure 4(a), the value of ¢* is 3.6163, and in Figure 4(b), it is 3.6162.
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Iteration Step, k Iteration Step, k

(a) 9 = tmin (b) 0 = tmax

Figure 4: Symmetric Real Time flows: Convergence to Nash equilibrium

8.2 Non-symmetric real-time flows

In the next experiment, instead of having symmetric case, the rates, A; are drawn uniformly
from [1,10] Mbps with tmin = 1, tmax = 100, gmax = 40, gmin = 10,Z = 20, u = 30Mbps.
Figures 5, 6 and 7 show how different metrics vary with d at unique Nash equilibrium. To
ensure that the flows operate in linear region, we need tyi, > Aiq > Aiq(l - ﬁ) We

observe that d = 27.27 maximizes the network revenue. Figure 5(b) shows that values of
t* for flows having higher rates increase slower than that of flows having lower rates, i.e.,
higher rate flows experience less loss rates. Figure 6(a) shows that flows having different
rates gains similarly in their utility functions. We plot the average loss rate in Figure 7. We
confirm in these experiments about uniqueness of Nash equilibrium, although the sample
path of different connections will depend on the connection rates.

8.3 Symmetric TCP Connections

For symmetric TCP connections we have considered R; = R = 20ms for all connections with
tmin = 0.1, tymee = 100, = 30Mbps, N = 20. Figures 8, 9, and 10 show the corresponding

INRIA
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Figure 6: Non-symmetric Real Time flows: (a) utility and (b) network income vs. d
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Figure 7: Non-Symmetric Real Time flows: Average Loss Prob vs. d

figures. The maximum value of network revenue is found at d = 0.4040. In this symmetric
case, the loss probability is given by

R 3D (P R P
P= 32\ TR T g
= 0.0017

To ensure that the symmetric TCP flows operate in the linear region, we satisfy the

—p+ 244 1y2
pt fw (jg\rRJ)

condition on tmin > v

RR n-~ 4946
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Figure 8: Symmetric TCP flows: (a) queue size and (b) t* vs. d
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Figure 9: Symmetric TCP flows: (a) utility and (b) network income vs. d

We plot sample paths of a connection which show convergence to Nash equilibrium when
t0 started from tmin OF tmax. We plot it for d = 3.821. In Figure 10(a), the value of t* is
3.4480, and in Figure 10(b), it is 3.4481.
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(a) 0 = tmin (b) 0 = tmax

Figure 10: Symmetric TCP flows: Convergence to Nash equilibrium

8.4 Non-symmetric TCP connections

We present a non-symmetric case in Figures 11,12 and 13 in which R;s are drawn uniformly
from [1,20]ms with tpin = 1,tmax = 100, 4 = 30Mbps, N = 20. The value of d at which

INRIA
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network revenue is highest is 0.9321. We ensure that the non-symmetric connections operate

—pt ,”2+4(.;\,%j)_2 2
i< = 0.5476.

in linear region by setting tmyin > okt > =
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Figure 11: Non-Symmetric TCP: (a) queue size and (b) t* vs d
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Figure 12: Non-Symmetric TCP: (a) utility and (b) network pricing vs. d
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8.5 Real-time connections and TCP flows

In this experiment, we combine both real-time and TCP connections. We have I = 15, N =
15, = 13Mbps, RTT=10ms, "% = 5,tr¢al — 11,+TCP = 5 ¢TCP — 11 X\ = 1Mbps, ¢min =

> “min » Ymax » Ymin » Ymax

RR n~ 4946
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10, gmax = 40. The highest network revenue is achieved at d = 40.40, t"** = 7.69,tT°F = 5.
In the simulations, we observe the values of ¢ < gmax and since there is atleast one TCP flow
1 with throughput, A; > 0, it implies that the flow has loss probability, p; > 0 and average
queue length, ¢ > gumin- We conclude that system operates in linear region. Our objective

in this set of experiments is to show that there exists a Nash equilibrium for both real-time
and TCP connections.
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Figure 14: Real-time and TCP: (a) queue size and (b) t* vs d
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Figure 15: Real-time and TCP: (a) utility and network income vs. d
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9 Conclusions and Future Work

We have studied in this paper a fluid model of the RED buffer management algorithm with
different drop probabilities applied to both UDP and TCP traffic. We first computed the
performance measures for fixed drop policies. We then investigated how the drop policies
are determined. We modeled the decision process as a noncooperative game and obtained
its equilibria. We showed the existence of the equilibria under various conditions, and
provided ways for computing them (establishing also convergence properties of best-response
dynamics). The equilibrium depends on the pricing strategy of the network provider. We
finally addressed the problem of optimizing the revenue of the network provider.

Concerning the future work, we are working on deriving sufficient and necessary condi-
tions for operating at the linear region when there are both real time and TCP connections;
these seem to be more involved than the conditions we have obtained already. We will
further study the impact of buffer management schemes on the performance and on the
revenues of the network; in particular, other versions of RED will be considered (such as
the gentle-RED variant). We will also examine how well the fluid model is suitable for the
packet-level model that it approximates.

Acknowledgement

The work of E. Altman and R. El Azouzi was supported by a research contract with France
Telecom R&D 001B001. The work of D. Barman was performed during internship at INRIA,
financed by the INRIA’s PrixNet ARC collaboration project

References

[1] T. Alpcan and T. Basar, “A game-theoretic framework for congestion control in a general
topology networks”, /1st IEEE Conference on Decision and Control, Las Vegas, Nevada,
Dec. 10-13, 2002.

[2] E. Altman, T. Boulogne, R. El Azouzi, T. Jimenez and L. Wynter, “A survey on
networking games”, Telecommunication Systems, 2000, under revision. Available at
http://www-sop.inria.fr/mistral/personnel/Eitan.Altman/ntkgame.html

[3] T.Basar and R. Srikant, “A Stackelberg network game with a large number of followers”,
J. Optimization Theory and Applications, 115(3):479-490, December 2002

[4] F. Bernstein and A. Federgruen, “A general equilibrium model for decentralized sup-
ply chains with price- and service-competition”, Available at http://faculty.fuqua.
duke.edu/~fernando/bio/

[5] D. Dutta, A. Goel and J. Heidemann, “Oblivious AQM and Nash Equilibria”, IEEE
Infocom, 2003.

RR n~ 4946



20 E. Altman, D. Barman, R. El Azouzi, D. Ros, B. Tuffin

[6] J. Janssen, D. De Vleeschauwer, M. Biichli and G. H. Petit, “Assessing voice quality in
packet-based telephony”, IEEE Internet Computing, pp. 48-56, May—June, 2002.

[7] Y. A. Korilis, A. A. Lazar and A. Orda, “Achieving network optima using Stackelberg
routing strategies”, IEEE/ACM Transactions on Networking, 5(1), pp. 161-173, 1997.

[8] M. Mandjes, “Pricing strategies under heterogeneous service requirements”, Computer
Networks 42, pp. 231-249, 2003.

[9] P. Pieda, J. Ethridge, M. Baines and F. Shallwani, A Network Simulator Differentiated
Services Implementation, Open IP, Nortel Networks, July, 2000. Available at http:
//www.isi.edu/nsnam/ns

[10] J. B. Rosen, “Existence and uniqueness of equilibrium points for concave N-person
games”’; Econometrica, 33:153-163, 1965.

[11] D. Topkis, “Equilibrium points in nonzero-sum n-person submodular games”, SIAM J.
Control and Optimization, 17:773-787, Nov. 1979.

[12] D. D. Yao, “S-modular games with queueing applications”’, Queueing Systems, 21:449—
475, 1995.

[13] Youngmi Jin and Geroge Kesidis, “Nash equilibria of a generic networking game with
applications to circuit-switched networks”’, IEEE INFOCOM 03

[14] Numerical Recipes in C, The Art of Scientific Computing, 2nd Edition, Section 5.6
http://www.ulib.org/webRoot/Books/Numerical_ Recipes/bookc.htmll

10 Appendix

10.1 Proof of part 2 of Theorem 1

For only TCP connections, we have,

\/q — Gmin < \/qmax — Qmin = V/ Aq

(16)

From equation (7), we get the following sufficient and necessary condition for ¢ < ¢naz:

e ot (5,80 (5,27
2ya (Ej \1/??>

< VAq
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or equivalently,

=[S
]
=
3
S
N
5

12 + 4o Z
J

which is equivalent to

i

2 Vi 1 2 v tj
e+ 4a Y < p? +4v/ap ~ | V/Aq + 4alq

or

G

< pyvalAg + alg
oSy ) smvemacane (£
A sufficient condition for the latter is
Z E; \/_ < pv/alAg+ algq Z amn
JEN min JEN J

Solving the quadratic equation (17) for tmin, we see that this is implied by (10).

Finally the fact that we are not below the lower extreme of the linear region (i.e. p; > 0
for all ) is a direct consequence of the fact that zero loss probability would imply infinite
throughput (see eq (1)), which is impossible since the link capacity p is finite.

10.2 Proof of Theorem 2

We first show that the utility function is concave in the case of only real time sessions.
Replacing t; by 1/T; in Equation (6), we obtain

E]EI ’\J w
X+ Ty N /T

bi =

which is convex in T;. Hence U; are concave in T; and continuous in 7). The existence then
follows from [10]. For TCP connection, we have

o’U; [ax( o X Opi _a2pi]_aQJ(Ti)
or? — 'l oT? oT; 8T, " OT? oT?

(18)

where d(T}) = d(1/t;). On the other hand, (1) implies

O;
Opi _ 2097 4
T, RZ A}’
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62pi__ 20 [82)\,-)\'_3 N 2]
aT? — RAilor?™ oT;i) 1

Then (18) becomes

U, %\ a M\’ 20 d%d(T;)
aT? ‘“’[a:rg (1+R§Ag) - <6Ti) Rg/\a] T Torz (19)

Since the function d is convex in T}, then form (19), it is sufficient to show that the second
derivative of A; with respect to T; is non-positive. We have

Ai = - —

VT (gt + )
(—u + /12 + 405 + Co) (i + Cl))
Ve (,H e+ ta (40 (A +cl))
(%2
1 ST \/Ti\/;ﬂ + 4o ( o+ 02) (ﬁ + Cl)

2R (R£?+Cz)+ (Y +0)

ﬂ

S

o

1
= [FL(T3) + Fa(T3)]

% I
where C; = ) \1/2-7 and Cy = th . Now, we must prove that the second derivative of
i jAE VT

i
the functions F; and F, are non-positive for all C; > 0 and Cs > 0. We begin by taking the
second derivative of Fy. After some simplification, we obtain

O*F\(T;) 1) pR?C>(3VT; + CyR;)
oT? (TY*(VTi + C2R)?)
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which is positive. For the second function F5, since the function F3 is positive, it suffices to
show that the second derivative of function [F?(T5})]? is non-positive, we have

PIBTIE _ i (6T3aCs +
oT? 2T/ (JT; + CoR)*

8/T;aC2R; + 20T2C, + 8T *aCyR;Cy +
6aT;R2C,C2 + 2aR?C3 + 3T, 4> R2C»)

which is non-positive.

10.3 Proof of Theorem 4

Under supermodular condition, to show the uniqueness of Nash equilibrium, it suffices to
show that [4],

2
BT 6T (20)
J#z

or equivalently,
pz 02 Di
21
z 7t Z OT,OT; = (21)
For the case of only real time sessions, p; = LAl We have

Xi+T: 30 Aj Lo
j#i 7

A—p) Y 2

op; _ ki
T 2
T, (n+1: 5 % )

k#i

ki
N—Ti S A
*pi O — )2 =
aT;0T; Hr2 3
(Ai +Ti Y %)
ki
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Therefore, in order to get the uniqueness, we need that

2
20-p) | X 7 N-Ti Y 2
8*p; n Z Ppi (Ic;éi T O i g;i Ty Y
oT? — aT, a7, = 3 K© 3 2 sz
’ (’\i+TiZ/q\v_:> (Ai+Tiz%> J
ki ki
2
(A—n) Aj Ak Ak Ak
= 3 /\i,,T_jz_Ti ZT—k ZT—kZ +2 ZT—k
i+ Ty Y e s hiti et ki
ki "
> 0.
This leads to the sufficient condition:
Ani A (I—1)2 A2
_min _ T maz 4 9lmin >0
Tr2n'm e Tg”n Tﬁlaz
A2 A2
9 Zmin >T mazx
Tr%mm e Tr‘?nn
2T7?nn’\12nzn > Tgmm’\?nam'

10.4 Proof of Theorem 5

For supermodularity on TCP connections, we consider the sufficient condition 02U > 0.

8t58tj
It follows that
a; o
Ui=—,/— (1 —p;) —d(¢t;
Fo (= pi) = d(t)
a;

= Ve - pi?) - d@w).

Then, for j # 4,

oU; _ an/a (—p{m opi p;'"” 3pz->

6tj R; 2 6tj 2 E
82U; _ aiv/a 3p,~_5/2 N pi_g/z Opi Opi pi_g/z N pi_l/z 0?p;
ot;0t; R; 4 4 ot; Ot; 2 2 ot;ot; |
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Thus a sufficient condition for supermodularity ( Bt 3t >0, Vi,j,j #1)is
Opi 6pz
3+pi) = >2 1)——, Vi,
|
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