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Abstract: The lack of a single system image Operating System (OS) for clusters restricts
their use for parallel processing. We propose an approach for building an efficient single
system image cluster operating system. The proposed system implements distributed ser-
vices performing global and dynamic resource management to offer high performance, high
availability and ease of use and programming. The programming APT of the OS running
on each cluster node is kept unmodified but the high level OS services can take benefit of
all cluster resources. Our approach has been validated by a prototype based on Linux. Our
prototype comprises of a limited kernel patch and a set of modules extending the kernel
to implement the cluster distributed services. Existing applications running on symmetric
multiprocessors (SMP) on top of Linux can be executed on top of our cluster OS without
modification.
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Vers un systéme d’exploitation & image unique efficace
pour les grappes

Résumé : L’absence de systéme d’exploitation & image unique pour grappes restreint leur
utilisation pour le calcul paralléle. Nous proposons une approche pour la construction d’un
systéme d’exploitationn & image unique pour grappe. Le systéme proposé met en ceuvre des
services distribués effectuant une gestion gobale et dynamique des ressources pour offrir la
haute performance, la haute disponibilité et la facilité d’utilisation et de programmation.
L’interface de programmation du systéme d’exploitation s’exécutant sur chaque nceud de
la, grappe est conservée alors que les services de haut niveau du systéme d’exploitation
tirent profit de toutes les ressources de la grappe. Notre approche a été validée par un
prototype fondé sur Linux dont la réalisation a nécessité une modification trés légére du
noyau et la mise en ceuvre d’un ensemble de modules étendant le noyau pour les services
distribués de la grappe. Les applications existantes prévues pour s’exécuter sur des machines
multiprocesseurs & mémoire partagée (SMP) sous Linux peuvent étre exécutées au dessus
de notre systéme d’exploitation pour grappe sans modification.

Mots-clé : Grappe, systéme d’exploitation, systéme distribué, systéme & image unique
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1 Introduction

Clusters are now attractive for executing high performance applications. However, cluster
programming is difficult as clusters suffer from a lack of dedicated Operating System (OS)
providing a Single System Image (SSI). An SSI provides the illusion of a single powerful and
highly available computer to users and programmers of a cluster.

In this paper, we present our work on the design and implementation of Kerrighed!,
a cluster OS providing an SSI. This system is designed to support the execution of high
performance sequential and parallel applications. Both the shared memory and the message
passing parallel programming models are supported. Multithreaded applications based on
Posix threads and OpenMP applications as well as MPI or socket based applications can be
executed without modification on top of a Kerrighed cluster.

Several application domains may take benefit of a cluster executing Kerrighed. For exam-
ple, our system can be used for executing numerical simulation applications, for supporting
Web servers or as a departmental computing server. Our main goal is to combine ease
of programming and use with high performance and high availability. Our system achieves
these goals by implementing a set of distributed services providing global and dynamic man-
agement of all physical resources (memory, disk, processor and network interfaces). Global
resource management allows to make transparent the distribution of resources in the cluster
nodes and to take benefit of the whole cluster resources for demanding applications. Dynam-
ic resource management allows to make transparent cluster reconfigurations (node addition
or eviction) for the applications and to ensure the system high availability in presence of
node failures. In addition, a checkpointing mechanism is provided to prevent applications
from restarting their execution from the beginning in the event of a node failure.

Our system can be implemented as an extension to a standard single node OS. We have
developed a prototype based on Linux kernel. A limited patch has been applied to Linux
kernel which is otherwise extended by the standard module mechanism.

The remainder of this paper is organized as follows. Section 2 provides background on
single system image mechanisms and systems. Section 3 gives an overview of the main fea-
tures of Kerrighed and describes in more details the concept of container for global memory
management, the process management mechanisms used to simply deploy a parallel appli-
cation on the cluster and to migrate a process or thread. It also presents the dynamic
resource management service dealing with system reconfigurations. In Section 4 preliminary
results of a performance evaluation performed with our prototype are presented. Section 5
concludes.

2 Background

To provide a single system image on top of a cluster global management of memory, processor
and disk resources should be performed. A lot of work has already been done in global
resource management. However, most of existing works focus on the management of one

IKerrighed was previously named Gobelins. Kerrighed has been filed as a community trademark.
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kind of resource. In this section, we first review previous work on global management of
memory and processor resources. Less work has been done on systems that globally manage
different kinds of resource as shown in Section 2.3.

2.1 Global Memory Management

Two kinds of mechanisms have been studied: remote memory paging and Distributed Shared
Memory (DSM) systems.

Remote memory paging is an alternative to disk paging. The idea is to exploit the main
memory of remote nodes instead of disk for paging [1, 2, 3]. In [1], a remote memory model
is proposed in which a cluster contains dedicated remote memory servers that can be used
by nodes having heavy paging activity. This idea is generalized in [2] which proposes to use
the memory of idle nodes as a paging device. In [4], reliable remote paging is studied but
few work deals with fault tolerance issues related to remote paging. The work described in
[3] goes a step further by managing memory globally at the lowest level of the operating
system. Thus virtual memory paging, mapped files and file system buffering are naturally
integrated by using the low level global memory management algorithm. As only clean pages
can be sent in global memory, node failures are tolerated.

Software DSM systems [5] are another way to manage memory in a cluster. It provides
the illusion of a global shared memory on top of distributed memories. Node local memories
are used as local caches of the shared data space. Shared data is migrated or replicated in
the node memories. Many coherence protocols have been proposed to manage the coherence
of multiple copies of the same data. Some research has been carried out to improve the
reliability of DSM systems. However, few recoverable DSM described in the literature have
been implemented [6].

2.2 Global Processor Management

Preemptive process migration [7] allows global management of the processor resource in a
cluster. This mechanism may be supervised by load distributing algorithms to move a pro-
cess from one node to another, in order to take advantage of available resources. However,
few operating systems have implemented it [8, 9, 7, 10]. In most of these systems, each
workstation is individually owned thus limiting global processor management. Migration
mechanisms implemented in message-passing distributed systems are often limited to indi-
vidual processes which do not communicate with others and are thus not suitable to parallel
applications.

Some form of global and integrated processor and memory management is provided in
Mosix through the memory ushering algorithm [11]. This algorithm is activated when a
node’s free memory falls below a threshold value and attempts to migrate processes to other
nodes which have sufficient free memory. Thus, process migration is decided not only based
on processor load criterion but also taking into account memory usage.

INRIA
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2.3 Towards Single System Image

Since the late 80’s, we assist to the emergence of systems combining the management of
several resources. Sprite [12] is probably one of the first systems which has integrated within
the same OS the management of several resources, namely disks and processors. Sprite is
an operating system written from scratch, integrating a distributed file system ensuring a
full transparency of file localization and a process migration mechanism. The advantage of
combining these two mechanisms in an unique system is to offer a better transparency of
the resource distribution and to limit the constraints met at the frontier between a resource
managed globally and a resource managed locally. However, Sprite does not offer any global
memory management mechanism, does not allow the migration of threads.

Millipede [13] is a user level system implemented on top of Windows NT. It combines
global memory and processor management. Just like in Sprite, this approach allows a good
transparency of the resource distribution and limits the constraints met at the frontier be-
tween the management of processors and memories. Indeed, in the Millipede system it
is possible to migrate threads, thanks to the use of a DSM. Nevertheless, the user level
implementation of Millipede introduces many programming constraints and limits its per-
formance. For instance, data shared through the DSM must be explicitly handled by the
programmer thanks to a set of specific functions. Moreover, the use of system calls is strong-
ly limited. Lastly, the Millipede system cannot modify the file cache, page replacement or
disk management mechanisms of the underlying Windows NT system.

Genesis system [14] is currently the most advanced SSI cluster operating system. Based
on the micro-kernel technology, it offers to programmers the choice of the parallel pro-
gramming model: message passing or shared memory. Genesis implements a number of
parallelism management and SSI services, in particular a resource discovery service, a global
scheduler, currently implemented by a centralized server, providing both static processor
allocation and dynamic load balancing and relying on efficient group process management
operations, and a DSM providing the sequential and release consistency models.

Several other systems like Nomad [15], UnixWare NonStop Cluster [16] or SSIC [17] have
been proposed. However, it appears that none of these systems ensures a global management
of every cluster resource, allowing to really offer the view of a single machine on top of a
cluster.

3 Overview of Kerrighed

Figure 1 presents the architecture of Kerrighed cluster operating system. Kerrighed is
composed of a set of distributed services providing global management of different logi-
cal resources in the cluster. Gandalf module is in charge of global memory management,
Aragorn module is in charge of global process management, Elrond module provides a set
of synchronization tools for parallel applications (atomic counters, locks, barriers, ...). An
additional service called adaptation provides dynamic resource management: it deals with
node eviction and addition to make such events transparent to other Kerrighed services. All
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Figure 1: Kerrighed architecture

these services are based on Gimli for their communications. Gimli is a service providing
high performance communication inside the cluster. Gimli is itself based on Gloin devices
which constitute the hardware dependent communication system. This architecture pro-
vides a complete abstraction of the communication system to Kerrighed, makes it portable
on various interconnection networks. A generic Gloin device has been implemented to make
the system completely independent from the network technology.

All Kerrighed services are implemented outside the Linux kernel using the standard
module mechanism. In the remainder of this section, we describe in more detail the design of
Gandalf, Aragorn and the adaptation service, which respectively offer mechanisms for global
memory management, global processor management and dynamic resource management.

3.1 Global Memory Management Based on Containers

In a cluster, each node executes its own operating system kernel (called the host operating
system), which can be coarsely divided into two parts: (1) system services and (2) device
managers. For global memory management, we propose a generic service inserted between
the system services and the device managers layers called container [18]. Containers are
integrated in the core kernel thanks to linkers, which are software pieces inserted between
existing device managers and system services and containers. The key idea is that a container
gives the illusion to system services that the cluster physical memory is shared as in an SMP
machine. We give in the remainder of this section a brief overview of container and linker

INRIA
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mechanisms and how they can simply be used to provide a kernel level shared virtual memory
system. A detailed description can be found in [19].

3.1.1 Container Definition

A container is a software object allowing to store and share data cluster wide as a COMA [20]
architecture does. A container is a kernel level mechanism completely transparent to user
level software. Data is stored in a container on host operating system demand and can be
shared and accessed by the host kernel of other cluster nodes. Pages handled by a container
are stored in page frames and can be used by the host kernel as any other page frame.
Container pages can be mapped in a process address space or be used as a file cache entry.

By integrating this generic sharing mechanism within the host operating system, it is
possible to give the illusion to the kernel that it relies on top of a physically shared memory.
On top of this virtual physically shared memory, it is possible to extend to a cluster scale
traditional services offered by a standard operating system (see Figure 2). This allows to
keep the OS interface known by users and to take advantage of the existing low level local
resource management.

Host operating system Host operating system

Fileinterface linker Map interface linker

! !
! !

Filel/O linker Memory I/O linker

7

v
Memory

Node A

Map interface linker Fileinterface linker

! !
! !

Memory I/0 linker File!/O linker

A
\ 4

N

Node B

(@)
o
=
o,
=]
Q
)

Figure 2: Integration of containers and linkers within the host operating system

The memory model offered by containers is sequential consistency implemented with a
write invalidation protocol similar to [5]. This model is the one offered by a physically shared
memory. Moreover, an injection mechanism similar to [3] is used to balance memory usage
and avoid (or delay) disk swapping.
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3.1.2 Linkers

Many mechanisms in a core kernel rely on the handling of physical pages. Linkers divert these
mechanisms to ensure data sharing through containers. To each container is associated one
or several high level linkers called interface linkers and a low level linker called input/output
linker. The role of interface linkers is to divert device accesses of system services to containers
while I/O linkers allow containers to access a device manager.

Connecting a Container to System Services System services are connected to con-
tainers thanks to interface linkers. An interface linker changes the interface of a container to
make it compatible with the high level system services interface. This interface must give the
illusion to these services that they communicate with traditional device managers. Thus, it
is possible to "trick" the kernel and to divert device accesses to containers. It is possible to
connect several system services to the same container. We have designed different interface
linkers: one offering a mapping interface and one providing a read/write interface.

Data Input/Output in Containers During the creation of a new container, an in-
put/output linker is associated to it. The container then stops being a generic object and
allows to share data coming from the device it is linked with. The container is said to have
been instantiated. For each semantically different data to share, a new container is created.
For instance, a new container is used for each file to share and a new container for each
memory segment to share or to be visible cluster wide.

Just after the creation of a container, this one is completely empty; it does not contain
any page and no page frame contains data from this container. Page frames are allocated on
demand during the first access to a page. Similarly, data can be removed from a container
when this one is destroyed or in order to release page frames when the physical memory of
the cluster is saturated. These actions are performed by input/output linkers on containers
demand. We have designed two I/0 linkers: one dealing with memory data and one dealing
with file data. A container linked to the first kind of I/O linker is called a memory container
while one linked to the latter kind is called a file container.

3.1.3 Shared Virtual Memory

The virtual memory sharing service of an OS allows to share data between threads or between
processes through a system V segment for instance. A shared virtual memory extends this
service to a cluster scale.

A shared virtual memory allows several processes running on different nodes to share
data through their address space. Providing this service requires to ensure three properties:
(1) data sharing between nodes, (2) coherence of replicated data and (3) simple access to
shared data thanks to processor read/write operations.

The container service ensures the two first properties. The third one is ensured by the
mapping interface linker. Thus, mapping a memory container in the virtual address space
of several processes via a mapping linker leads to a shared virtual memory.

INRIA
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When a process page fault occurs, the mapping interface linker diverts the fault to
containers. The container mechanism places a copy of the page in local memory and ensures
the coherence of data. Lastly, the mapping interface linker maps the local copy in the
address space of the faulting process and changes the virtual page access right according to
the rights of the page in the container.

3.2 Global Process Management

The process scheduling service of an OS allows to schedule processes on available processors
of the architecture. The extension of this service to a cluster is a global scheduler. To place
or move processes on available processors in the cluster, an efficient process migration mech-
anism is needed. This section is devoted to the description of Kerrighed process migration
mechanism, which exploits containers.

In order to allow transparent process migration, processes first need to be identified in
the cluster regardless of their location. Then, the process migration consists of three phases.
The first one is the extraction and transfer of process information from the process source
node to its destination node. The second one is the process state reception and the process
restart on the destination node. The third one is the execution of the migrated process.

3.2.1 Global Management of Process Identifier

In a standard Linux kernel, processes are identified by a unique identifier: the PID. At cluster
scale, this Linux PID cannot by used to identify a process independently from its location.
Indeed, a PID used on a given node cannot be used anywhere in the cluster as it may
correspond to a different process existing on another node. So, each process in Kerrighed is
associated with a global identifier: the Kerrighed Process IDentifier (KPID). This KPID is
composed of the identifier of the process creation node, of the thread number (zero for the
master thread of a process), and of the master thread PID (process PID for mono-threaded
applications). A thread manager is running on each node. This thread manager is able to
communicate with all the threads running into the cluster. For example, when the operating
system has to execute a function on each thread of a process, a request is broadcast to all
the thread managers of the cluster which find the local threads associated with the KPID
contained in the request, and then apply the function. This mechanism allows to manipulate
threads (thread kill for example) and to globally manage the threads states.

3.2.2 Extraction of Process State for Migration

In Kerrighed operating system (like in the Linux system), a process state is a set of infor-
mation: the process address space, the opened files list, the processor registers state and the
process stack. Most of these informations are available from a kernel structure associated
to each process (task_struct). The two most difficult issues for process migration are the
migration of the process address space and the subsequent accesses to opened files. In this

RR n~°5018
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paper, we focus on both the memory and the file issues and show how they can be solved
using containers.

There are two kinds of memory management data: on one hand the page table which
allows to solve paging requests, on the other hand some kernel structures to manage physical
memory pages.

The kernel structure mm__ struct manages the general memory information. The memory
segments are managed by the vm_ area_ struct and all these segments (linear addresses) are
associated with physical memory pages. In Kerrighed, some vm_ area_ struct are linked to
a container (see Figure 3). These links allow to access remote memory pages.

vm_area_struct
vm_start—— —
task_struct —=:,
mm_struct i
| NS - >
Mm mmap v . T /g %J
m map_came—’—> vim_erd | % %
| A g 8
v 1 ] 2
vm_siart = T
vm_end
CONTAINER Yl

Figure 3: Kernel data structures of a process virtual memory with containers

Kernel file structures used for the management of opened files are more complex. There
are three different file structures: inode, file and dentry. The inode structure allows to
physically access a file on disk. But several processes can simultaneously access the same file.
So, processes manipulate file structures instead of inode structures. The dentry structure is
used to manage symbolic links. The kernel also manages two kinds of linked lists: the first
one contains all files opened in the system while the second one contains files opened by each
process. So, containers simplify the extraction of process informations for migration. For the
memory information, we just need to extract mm_ struct, vm_ area_ struct structures and
container identifiers. We do not deal with page tables and physical page migration. For file
memory information, we just need to extract file kernel structures and container identifiers.
We do not have to deal with dentry and inode structures. Moreover, some memory segments
are linked to a file. In Kerrighed, to provide access to remote files, a virtual inode and a
virtual dentry linked to a container are created: every file data managed by a container is
available all over the cluster (see Figure 4).

The values of the processor registers associated to each process are not available at any
time in the system. In the Linux kernel, these values are available during an exception
return, an interruption return, or after a system call return. So, we have created in the
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vm_file
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Figure 4: Kernel data structures of a process open file list with containers

Linux kernel a new state to start Kerrighed mechanisms like process migration. This kernel
modification is very light (just a few lines of code) and very similar to the kernel state for
the signal treatment. If a process is marked as needing a Kerrighed mechanism (like marked
for a signal treatment), the kernel is hijack to the Kerrighed process management module.

3.2.3 Process State Transfer

Kerrighed container mechanism allows the implementation of a kernel level shared virtual
memory system over the cluster. Pages from a container do not need to be migrated during
the process transfer. Only container identifiers need to be transferred in order to rebuild
the link between memory segments (or files) and containers on the destination node. An
interface linker is created and linked to a vin _area struct with a container, which allows
to use shared virtual memory. So, for migration of memory information, we just need to
migrate mm_ struct and vim area struct information. We do not have to migrate
physical memory pages and to build the page table. All physical memory pages and virtual
address space can be accessed through containers.

The container mechanism allows to share files accessed within the cluster. So, for process
migration, we do not need to migrate all data structures representing files accessed by a
process. Only high level open file data structures (file kernel structure) and container
identifiers need to be migrated. With this data we can rebuild the link between high level
kernel data structures and containers.

Only high level informations about memory and file accessed by a process need to be
transfered. These informations are kernel structures which do not depend on the process
memory size or on the number of accessed files. So, the size of information to be transfered
is constant.

3.2.4 Execution of a Migrated Process

Once a process is migrated, it can resume his execution. Containers have two advantages
for the execution of a migrated process. First, memory pages available in containers and
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accessed by the migrated process are copied on destination node on demand. So, for a
sequential process, only pages accessed by the process are migrated on the destination node.
If it is a thread (or a process) of a parallel application, it can always access shared data
through containers.

Second, when a process accesses a file, data is loaded in the system file cache. These
memory pages are available through containers. It is thus possible to access them from any
node in the cluster. If a process accesses these pages (the migrated process or another one),
they are transfered to its execution node through containers. So, containers allow to take
advantage of a cluster cooperative file cache. If the process accesses a file which is not yet
in the cooperative cache (a file which has not yet been accessed for example) and which is
not locally present on the node, containers allow to make a remote file access.

Another important feature for process execution is the management signals. How a
signal can be sent to a migrated process, and how a migrated process receives a signal 7 A
distributed mechanism to manage signals for migrated processes is needed. Our approach
is to create a distributed kernel service for signal management: all nodes execute a kernel
thread, the signal manager. A signal manager has a local table in order to localize migrated
processes which were previously running on the local node, and to identify migrated processes
which are locally running. So, a signal manager has two goals: to send signals destinated to
a migrated process to its destination node, and to receive signals sent by remote nodes and
send them to their local destination processes.

3.3 Dynamic Resource Management for Dealing with Cluster Re-
configurations

We present in this section Kerrighed adaptation service on top of which other Kerrighed
distributed services are built. This service performs dynamic resource management to make
configuration changes in the cluster transparent to the services responsible of global resource
management and consequently to applications. We first introduce some assumptions con-
sidered for the design of this service and the model of Kerrighed distributed services before
describing the various components of the adaptation service and related implementation
issues.

3.3.1 Assumptions

We call configuration the set of active nodes in the cluster. A node is considered to be active
if it has not been detected failed by other active nodes and is not currently being added to
or evicted from the cluster. The system is said to be in stable state when no configuration
change is being processed. For the sake of clarity, we assume that only one modification in
the cluster configuration (a node addition, eviction or failure) may occur at any time. In this
context, we assume that a configuration change only happens when the system is in stable
state. Thus a node failure cannot happen when the cluster OS is processing a node addition
or eviction. We assume that the network is never partitioned, as a network partition would
lead to the failure of several nodes at the same time.

INRIA
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We assume that the communication system guarantees that there is no message lost or
duplication and that messages are delivered in the order they are sent. Moreover, we assume
that messages are not altered during transmission. In this section, we present a generic
dynamic resource management service that makes changes in the cluster configuration nearly
transparent to the OS distributed services.

Node addition and shutdown are made completely transparent to the applications as
Kerrighed provides a process migration mechanism and an injection mechanism for contain-
ers. A node failure is also transparent for checkpointed applications. Checkpointing [21] is
out of the scope of this paper.

3.3.2 Kerrighed Distributed Service Model

Each Kerrighed distributed service in charge of the global management of a resource im-
plements an abstraction. For example, Gandalf module for global memory management,
implements the abstraction of container, the container being a set of pages. Each distribut-
ed service manages a directory. A directory entry contains global information about an
instance of the abstraction implemented by the considered service. In Gandalf example, a
directory is managed with an entry per page containing the identity of the node which is the
current owner of the page (the owner of a page is the last node to have written the page).
Directory entries are distributed on cluster nodes. Each node is then said to be the manager
of a subset of the directory. The manager of a directory entry is often solicited by other
nodes during the functioning of the service. For example, a Gandalf manager is solicited
each time a page fault occurs.

3.3.3 Overview of the Adaption Service

The adaptation service is in charge of managing configuration changes in the cluster and
to trigger reconfiguration of distributed services when needed (for example, after detection
of a node failure). In the proposed architecture, the OS distributed services rely on the
adaptation service (Figure 1). The adaptation service is designed to make reconfiguration
changes transparent to any kind of distributed service.

Distributed services are programmed in an usual way. A generic interface has been
defined between distributed services and the adaptation service. A generic protocol is used
to handle any kind of configuration change in a cluster. We do not want to have as many
different mechanisms as particular changes in the cluster configuration.

The adaptation service is in charge of the following tasks: (1) implementing a protocol
for a node to inform other nodes that it is added or shut down, (2) detecting node failures,
(3) providing a consistent view of the cluster configuration, (4) coordinating the protocol to
deal with a cluster configuration change, (5) computing a distribution function that keeps
the directory entries management balanced between managers, (6) locating the manager of
a particular entry of the directory (with a locator), (7) dealing with migration of directory
entries when a configuration change happens.

RR n~°5018
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The adaptation service must be as independent as possible from a specific service. How-
ever, directory entries management is obviously performed by the related distributed service.
We need to have some generic operations like acknowledgment, and specific operations for
each service. Moreover, when a change occurs in the configuration all services need to per-
form some reconfiguration. In this way, for each service similar operations is needed at the
same time.

A distributed service can use the adaptation service after a registration step. The specific
functions are declared during this registration. This is the main reason why we split the
adaptation service into two parts. First, a global mechanism defines some generic operations
inside the adaptation service. Tasks specific to a service are provided by a plug-in system.

3.3.4 Interface between the Adaptation Service and Other Kerrighed Distribut-
ed Services

For the sake of clarity, we choose to describe the specific functions that a service has to
provide on the example of Gandalf service, which is in charge of global memory management.

In the considered service, a directory entry corresponds to a virtual page. Let us take the
example of a cluster with three nodes. We assume that a copy of Page 42 is located on Node
3 in a page frame, and its directory information is managed by Node 2. Let us consider a
page fault (read request) on Page 42 on Node 1. Node 1 (as client) calls: adaptation_send
(PageReadRq, 42). In this context, the client makes a request on a page and it does not
try to know where the request goes.

3.3.5 Adaptation Service Components

At any time (adaptation period or stable state) several components of the adaptation service
take part in the proper operation of the cluster. These different components are described
in the remainder of this section.

Supervisor A supervisor process is executed on each node. It is responsible of the addition
or the shutdown of the node on which it executes. This is the supervisor that prepares its
own node and notices the cluster.

The set of supervisors in the cluster cooperate in order to maintain a consistent view of
the cluster configuration. In this way, a node supervisor participates to the failure detection
protocol. When a node failure happens (or is suspected) a consensus protocol, which is out
of the scope of this paper, is executed.

The supervisor (see Figure 5) starts with the setting and the addition of its node in
the cluster (stage 1, 2, 3). The stable state (4) corresponds to a node outside an addition,
eviction or failure stage. At some time, the supervisor may take part to the addition of a
new node (stage 5) or to a node eviction or to the failure detection protocol (stage 6). The
supervisor is the link between the node and the global state of the cluster, defined by the
consensus protocol.
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Figure 5: Supervisor state

When a configuration change happens in the cluster (see Figure 6), the supervisor makes
an update of its communication layer (state 2) and, if needed, of the physical communication
system. The next step (state 3) is the logical update, where the supervisor triggers directory
entries migration. After migration of directory entries, the supervisors execute a consensus
protocol and retrieve a stable state.

Physical setting  Logical setting (migration)
(—=(2)—=(3)

Consensus

Figure 6: Cluster state

Locator The aim of the locator is to keep track of the node which is the manager of each
directory entry. It must be quick to retrieve a directory entry.

A first approach is to assign directory entry managers to nodes with a static distribution
function like modulo. Locating a particular directory entry manager is very simple and
fast. However when a configuration change happens, the migration stage may affect all the
nodes in the cluster and directory entries may be exchanged between two nodes that were
already active before the configuration change[22]. When the cluster has got a large number
of nodes, the directory entries migration step may become inefficient. This approach is not
scalable.

In order to address the scalability issue, we choose to split up the whole set of nodes,
in several subsets of limited size called cells. A tree of cells organizes the cells themselves.
Each cell may contain other cells or nodes. The aim of a cell is to be a load-balancing
unit: a bunch of directory entries is affected to a cell and when the composition of a cell is
changed, the bunch of entries is re-distributed among the members of the cell. In this way,
the distribution of directory entries affects only a few nodes in the cluster.
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Figure 7: Tree cell example

In Figure 7, we have the example of a 2 level tree which corresponds to a cluster of 12
nodes. Each cell manages 16 directory entries. By assumption, Cell A manages 64 entries
on 4 cells. There are 3 or 4 nodes affected to each of these cells. Despite that fact that these
cells (B, C, D, E) have not the same size (2 to 4 nodes), they manage the same number of
entries (16).

The same tree is used to distribute directory entries of all services existing in the cluster.
In order to maximize the use of the different cells, the size of a service can be declared at its
initialization and a particular service may be affected to a sub-tree instead of being affected
to the whole tree. With this mechanism several small (in term of number of directory
entries) services can be deployed on different nodes. Finally, the use of an array to store the
deployment in a cell, makes the localization of the manager in a cell of a directory entry,
constant in time.

The most interesting feature is that when a configuration change happens in the cluster,
only one cell is affected by the operation. This way, the number of directory entries that
migrate is limited. Moreover, in case of an addition, the most appropriate cell can be chosen
in order to have the best load-balancing policy.

3.3.6 Cluster Reconfiguration

In this section, we present the adaptation service functions for the different cases of cluster
configuration changes. We distinguish two kinds of events: foreseeable ones, namely node
addition or eviction, and node failures. Protocols implemented in the adaptation service are
described from two points of view: that of the node added to or evicted from the cluster,
which we call requesting node, and that of any other active node in the cluster, which we
call an observing node.

Foreseeable events In the event of a node addition or eviction, directory entries need
to be migrated, in order to balance the number of directory entries managed by each node.
When a configuration change is announced in the cluster, several communications may occur
between nodes. The destinations of some of these communications may have changed due
to the eviction of the destination node or the new directory entries distribution. These
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ongoing communications are delayed and not aborted. In this way, running applications do
not notice the configuration change.

Requesting node In the foreseeable case, the node notifies every active node in the cluster
about its situation. In all cases, it is able to prepare itself and starts the directory
entries migration process. An added node only receives data from other nodes, while
an evicted node only transmits data to other nodes.

Observing node The situation for an observing node is quite similar. When a notification
of configuration is received, the directory entries migration phase is started. This
migration happens in the stable state of the node.

Migration step Details of the protocol used for migrating directory entries are represent-
ed in Figure 8. In the stable state, a node may receive (states 1, 2, 3) some directory
entries from other nodes. This is the case of a node receiving directory entries while
it has not yet received notification of the beginning of the configuration step. When
a node receives the configuration change notification (state 4), it may receive other
directory entries but also starts to transmit its own directory entries (states 5, 6). At
that time the adaptation service makes transmissions, in a sequential way, for all reg-
istered services with the provided functions. Destination is one or several other nodes
depending on the new directory entries distribution. At the end of the sending out
step, the adaptation service sends to all nodes (including itself) an acknowledgement.
The next step is to wait for directory entries (step 7) until all the Ack have been
received. After receiving all acknowledgments, a node can finish the integration of the
new data and recover its stable state.

From the point of view of the cluster, the configuration change ends when all the nodes
finish their own part of the migration protocol.

Node failure In the cluster, each node stores some data (for instance page copies) and
directory information. In a first step, we only focus on the recovery of directory information,
recovering data is to be handled by each particular service.

There are mainly two ways to recover directory information: using redundant directory
information or rebuilding directory information at recovery. Managing redundant directory
entries implies overheads during normal functioning. With the rebuilding method an over-
head is incurred only when there is a node failure in the cluster. In fact, node failures are
generally far less frequent than updates of directory information.

When all supervisors of active nodes agree on a failure, each node must scan its local
directory information. This operation is performed by a “scan” function registered by each
distributed service and automatically called by the adaptation service. When orphan data
(for example a memory page previously managed by the failed node) is found on a node,
this node temporarily takes the management of this data and rebuilds the corresponding
directory entry. The next operations (see Figure 9) are the same as for a foreseeable change:
the tree is updated and migration of directory information then takes place.
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Figure 9: Treatment of a node failure

4 Performance Evaluation

The experimentation platform is made up of 6 PCs interconnected by a Gigabit Ethernet
network. Each PC consists of a Pentium IIT 500 MHz processor, 512 MB of main memory.
Each node runs Kerrighed operating system based on Linux 2.2.13.

4.1 Shared Memory based on Containers

First, we have evaluated the performance of containers when they are used to implement
a shared virtual memory. We used a set of parallel algorithms programmed using POSIX
threads according to a shared memory model. In this paper, we only present results obtained
with the MGS algorithm which produces an orthonormal basis from an independent set of
vectors, using the modified Gram-Schmidt algorithm. For each iteration, a new vector of the
basis is computed by a processor and used by all other processors to correct the remaining
vectors to standardize. A cyclic distribution of vectors is used.

Results presented in Section 4.1.1 were obtained without using the adaptation service. A
modulo function is used to locate the manager node of a page. Results presented in Section
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4.1.2 were obtained with a second version of Kerrighed where global resource management
services are based on the adaptation service.

4.1.1 Static Resource Management

T T T T
2 nodes —>—
3 nodes —&—

5 4nodes —8&
5 nodes —e— ﬁ/
6 nodes —e—

4 ]

O 1 1 1
64 128 256 512 1024 2048

Problem size

Figure 10: Speed-up with Modified Gram-Schmidt Algorithm

Figure 10 shows the speed-up obtained with the MGS algorithm. We varied the data
set size from 64*64 to 2048*2048 double precision floating point elements and varied the
number of node from 2 to 6. The speed-up increases slowly according to the size of the
problem. Moreover, for a given problem size, the speed-up moves away quickly from the
optimal speed-up when the number of nodes increases. Nevertheless, the speed-up reaches
5,2 on 6 nodes with a problem size of 2048*2048.

4.1.2 Dynamic Resource Management

During normal execution, the function for locating directory entries is called many times, for
example to locate a page memory manager. So the efficiency of this locate function impacts
on the global efficiency of Kerrighed operating system. We make the same measures as
previously on different clusters (2, 3 and 4 nodes). For comparison, two versions of Kerrighed
were used: one based on modulo (STAT), one based on the adaptation service (DYN). The
overhead shown in Figure 11 is calculated by: overhead = (£X% — 1) % 100.

In all cases, the overhead is less than 2%. In four cases (64-3N, 64-4N, 256-2N and
512-4N), the dynamic version is more efficient than the static version. As we indicate
previously, the static version uses a distribution based on modulo. On another side, the
dynamic version uses its own distribution that is different from modulo. In the particular
case of Gram-Schmidt, the new distribution decreases the number of page requests across
the network. Cluster with two nodes and four nodes are similar cases because in these
configurations every node has exactly the same number of entries to manage. The worst
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Figure 11: Static / Dynamic overhead

case is a cluster with three nodes. In this case, the load of a virtual fourth node is spread
on the three nodes. This repartition leads to a non-uniform load between the nodes.

4.2 Process Migration

We have compared the performance of Kerrighed process migration mechanism based on
containers with the one of Mosix on the same platform. We have used a two node platfor-
m, each node being a Pentium II, 233 MHz with 128 MB of memory. The two nodes are
interconnected by a 100Mb/s Ethernet network. Nodes communicate using the TCP proto-
col. For our experiments, we have considered the migration of a single mono-thread process
executing a sequential version of the MGS algorithm. Different sizes of the MGS matrix
have been used. Only one migration operation is activated (using the migration system
call) during the process execution. Three different times have been chosen for triggering the
migration: (i) one second after the beginning of the application, (ii) exactly in the middle
of the application execution, (iii) three seconds before the end of the application execution.
This allows us to quantify the impact of the application size on the migration performance.
First, we have evaluated the time needed to transfer the process state from the source
node to the destination node. This time is measured as the time between the instant when
the process is suspended on its source node and the time when it is ready to restart its
execution on the destination node. For this set of experiments, the memory segments of
the Kerrighed process are linked to containers when the process is created. In Kerrighed,
the migration time is constant and equals 13.5 ms in average. Indeed, pages of the process
address space are migrated on demand, once the process has resumed its execution on the
destination node. In Mosix, the process transfer time increases with the process size as
modified pages are transfered to the destination node during the process migration.
Secondly, we have measured the overhead due to migration on the process execution time.
This overhead comprises the process transfer time and the overhead on the execution time
of the migrated process on the destination node. Indeed, once the application is migrated,
memory pages in containers need to be migrated to the destination node on demand. Thus,
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150x150 | 300x300 | 500x500 | 750x750 | 1000x1000

Without migration 0,3149 3,329 16,3621 | 55,8434 | 133,17
Migration after 1 second of | 0,3254 3,377 16,4636 | 56,0096 | 133,625
execution

Migration exactly in the | 0,334 3,4404 16,7976 | 57,0886 | 135,415
middle of the execution
Migration 3 seconds before | 0,3341 3,4532 17,3988 | 58,0887 | 136,301
the end of execution

Table 1: Execution time of a process migrating once in Kerrighed

Migration after 1 sec- | Migration exactly at | Migration 3 seconds
ond of execution the middle of the ex- | before the end of the
ecution execution

500 362.79 362.892 361.807

750 801.808 801.856 800.583

1000 | 1065.17 1065.01 1064.16

1250 | 1706.01 1767.8 1765.59

1500 | 1464.81 2119.09 2116.32

Table 2: Execution time of a process migrating once in Mosix

the execution time of the process on its destination node is different from what it would
have been on its source node if it had not been migrated. The overhead is calculated as
the difference between the total application execution time obtained without migration and
the total execution time obtained when the process migrates once during its execution. For
this set of experiments, the Kerrighed process is created as a standard Linux process. The
process address space is linked to containers when the process migrates for the first time.
Thus, migration times provided in the following of this section for Kerrighed include the
time needed to create containers for the application memory segments. Table 1 presents the
migrating process execution time in Kerrighed and Figure 12 shows the migration overhead
on the process execution time. The process execution time increases with the matrix size:
the bigger the matrix is, the more pages need to be migrated. Even if the time needed
to transfer pages increases with the matrix size, the migration overhead does not increase
too. Figure 12 shows that the higher the computation time of the application is, the lower
the migration overhead is2. Moreover, it shows that the migration overhead in Kerrighed is
between 0.5 and 7 percents of the execution time. The less the pages on the remote node
are accessed, the less the overhead is.

2A cache effect explains the result obtained for a 500x500 matrix and a migration 3 seconds before the
end of the application.
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Figure 12: Overhead of a process migration on the application execution time in Kerrighed

500x500 | 750x750 | 1000x1000
Mosix 10.08 5.69 4.62
Kerrighed | 0.62 0.3 0.34

Overhead with a migration after 1 second of execution

500x500 | 750x750 | 1000x1000
Mosix 12.3 7.7 6.61
Kerrighed | 2.66 2.23 1.69

Overhead exactly at the middle of the execution

500x500 | 750x750 | 1000x1000
Mosix 11.21 8.3 7.27
Kerrighed | 6.34 4.02 2.35

Overhead 3 seconds before the end of the execution

Table 3: Overhead of a process migration on the application execution time in Mosix
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Table 2 and Table 3 present comparable results for Mosix. Comparing with Kerrighed, it
shows that Kerrighed process migration mechanism is more efficient than the Mosix one. In
fact, in Mosix some pages transfered during the process migration are never referenced after
migration. Other pages are migrated on demand as in Kerrighed. For the MGS application,
the cost due to page transfers at migration time is not amortized in Mosix.

5 Conclusion

In this paper, we have presented the main features of Kerrighed cluster operating system
which is unique in combining ease of use and programming by offering a Linux interface,
high performance and high availability. We have presented encouraging results obtained
from a preliminary performance evaluation of our prototype based on Linux kernel which has
been lightly modified and extended with the standard module mechanism. This prototype
is available as an open source software in the current version of the Kerrighed package
(http://www.kerrighed.org).

The design of Kerrighed cluster operating system opens numerous research direction-
s. We currently work on the optimization of global memory management using prediction
mechanisms, on implementing efficient migratable sockets and on designing policies for global
process scheduling. We also work on the implementation in the current prototype of check-
pointing mechanisms for parallel applications [23]. We have already studied checkpointing
and recovery algorithms for applications based on the shared memory programming paradig-
m [24]. However, the implementation of these algorithms in a real multiprogrammed system
is challenging. In our future work, we will also experiment our system with realistic OpenMP
and MPT applications provided by industrial partners.
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