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Abstract: We consider an augmented Lagrangian algorithm for minimizing a convex
quadratic function subject to linear inequality constraints. Linear optimization is an
important particular instance of this problem. We show that, provided the augmenta-
tion parameter is large enough, the constraint value converges globally linearly to zero.
This property is proven by establishing first a global radial Lipschitz property of the
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is illustrated by numerical experiments and algorithmic implications are discussed.

Key-words: Augmented Lagrangian — convex quadratic optimization — error bound
— global linear convergence — linear constraints — proximal algorithm.

* Institut Francais du Pétrole, 1 & 4 avenue de Bois-Préau, 92852 Rueil-Malmaison, France ; e-mail :
Frederic.Delbos@Qifp.fr.

t INRIA Rocquencourt, projet Estime, BP 105, 78153 Le Chesnay Cedex, France; e-mail: Jean-
Charles.Gilbert@inria.fr.

Unité de recherche INRIA Rocquencourt

Domaine de Voluceau, Rocquencourt, BP 105, 78153 Le Chesnay Cedex (France)
Téléphone : +33 1 39 63 55 11 — Télécopie : +33 1 39 63 53 30



Convergence linéaire globale d’un algorithme de lagrangien
augmenté pour la résolution d’un probléme d’optimisation
quadratique convexe

Résumeé : Nous considérons un algorithme de lagrangien augmenté pour minimiser une
fonction quadratique convexe sous contraintes linéaires. Les problémes d’optimisation
linéaire entrent dans ce cadre. Nous montrons que, lorsque le paramétre d’augmentation
est suffisamment grand, la valeur des contraintes converge globalement linéairement vers
zéro. Cette propriété est démontrée en établissant dans un premier temps une propriété
de Lipschitz radiale globale de la fonction réciproque du sous-gradient de la fonction
duale. C’est aussi une conséquence de 'interprétation proximale de ’algorithme. Cette
propriété ne requiére pas d’hypothése de complémentarité stricte. Le résultat est illus-
tré par des expériences numériques et ses implications algorithmiques sont briévement
discutées.

Mots-clés : Algorithme proximal — borne d’erreur — contraintes linéaires — convergence
linéaire globale — lagrangien augmenté — optimisation quadratique convexe.
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1 Introduction

Convex quadratic programs (QP) arise in their own right and as subproblems in some
numerical algorithms for solving optimization problems. On the one hand, since no
strictly convex assumption is made, the important class of linear optimization problems,
with a zero quadratic term in their objective, enters this framework. On the other hand,
the SQP algorithm decomposes a regularized constrained least-squares problem into a
sequence of strictly convex QP’s (see [10, 5] for an example in reflection tomography,
which partly motivates this study; see [19, 2| for recent books describing the SQP
algorithm). Finding efficient algorithms for solving this basic multi-faceted problem in
all possible situations is an objective that has been pursued for decades (see for example
the already 20 year old survey on quadratic programming in [20] and the monographs
on interior point methods in [15, 7, 18, 30, 14, 29, 31]).

The method that we further explore in this paper fits into the class of dual ap-
proaches, since it is essentially the augmented Lagrangian (AL) method of Hestenes
[11] and Powell [22] that is applied to a convex QP. This algorithm can be implemented
in such a way that it does not require any matrix factorization. It is therefore appropri-
ate when the problem is so large that such a factorization is impracticable or too much
time consuming. This is a motivation for using the AL algorithm when the optimization
problem deals with systems governed by partial differential equations [8]. In that case,
however, a good preconditioner for the unavoidable CG iterations must be available.

The quadratic problem we consider in this paper is written

{ ming %xTQx +q'z (1.1)

1< Cz < u, )

where () is an n X n positive semi-definite matrix, ¢ € R*, C is m X n, and the m-

dimensional vectors [ and u satisfy | < « and may have infinite components. With lower

and upper bounds, problem (1.1) is close to what is actually implemented in numerical

codes (see [6] for an example). We have not included equality constraints in (1.1) to

make the presentation simple, but the results should not be altered by these constraints.
Note that, since @ may be zero, (1.1) also modelizes linear optimization.

The AL algorithm we study in this paper is defined on an equivalent form of (1.1)
obtained by introducing an auxiliary variable y € R™ [10]:

min, % 2 Qr+q'z
y=Cz (1.2)
I<y<u.

The algorithm generates a sequence {A\y} C R™ converging to some optimal multiplier
associated with the equality constraint of (1.2). At each iteration, an auxiliary bound
constrained QP has to be solved, so that the approach can be viewed as transforming
(1.1) into a sequence of bound constrained convex quadratic subproblems. Two facts
contribute to the possible success of this method. First, a bound constraint QP is
much easier to solve than (1.1), which has general linear constraints (see [17, 9] and
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4 F. Delbos, J. Ch. Gilbert

the references therein). Second, because of its dual and constraint convergence, the AL
algorithm usually identifies the active constraints of (1.1) in a finite number of iterations.
Since often these constraints are also the active constraints of the subproblems close to
the solution, the combinatorial aspect of the bound constrained QP’s rapidly decreases
in intensity as the convergence progresses (and usually disappears after finitely many
AL iterations). This reasoning is valid for instance when @ is positive definite and strict
complementarity holds at the solution.

The AL algorithm also generates primal iterates (zx, yx) € R" x R™ and is controlled
by the convergence of the constraint values to zero: if ||yx — Czg| is less than a given
tolerance, optimality can be considered to be reached. The algorithm is also driven
by a so-called augmentation parameter r, whose role on the speed of convergence is
major. This paper essentially shows that, provided r; is larger than a certain positive
threshold, the convergence of the constraint norm to zero is globally linear, meaning that
at each iteration the constraint norm decreases by a factor uniformly less than one. This
property makes predictable the number of iterations to converge to a given precision
and offers a possibility to study the global iterative complexity of the algorithm.

The paper is organized as follows. In section 2, the AL algorithm under investigation
is presented with the appropriate level of details. In section 3, we give the tools from
convex analysis that are useful for the study of the method. We already expose some
of the properties of the algorithm. This section also gives a lemma of general interest,
which compares the distances from a point in the positive orthant to an affine space, on
the one hand, and to the polyhedron given by the intersection of this affine space and the
positive orthant, on the other hand. Section 4 deals with the global linear convergence
of the AL algorithm. It starts by showing a global error bound for the dual solution
set, in terms of the subgradient of the dual function. The global linear convergence is
then seen as a consequence of this property. We conclude in section 5 by relating some
numerical experiments on a seismic tomography problem and by a discussion.

Notation

We denote the Euclidean norm by || - ||. The distance associated with this norm is
denoted by “dist”, B := {z : ||z|| < 1} is the closed unit ball, and 9B := {z : ||z|| = 1}
is the unit sphere. We note R := R U {—o00, +oc}. The null space and range space of a
matrix A are respectively denoted by N(A) and R(A). We write A = 0 [resp. A > 0]
to indicate that a symmetric matrix A is positive semi-definite [resp. positive definite].
The nonnegative orthant of R” is denoted by R} := {z € R* : z > 0}.

Let E be a finite dimensional Euclidean space. The indicator function of a set
S C E is denoted by Zg (this is the function that vanishes on S and takes the value
+o00 outside S). The domain of a function f: E — RU {+oc} is defined by dom f :=
{r € E: f(z) < +oo} and its epigraph by epif := {(z,a) € ExR: f(z) < a}. As
n [12], Conv(E) is the set of functions f : E — R U {400} that are convex (epif is
convex), proper (epif # @), and closed (epi f is closed). The subdifferential at z € E
of a function f € Conv(E) is denoted by df(z). We denote by N¢(z) the normal cone

INRIA



Global linear convergence of an AL algorithm for QP 5

at = to a convex set C' C E. The orthogonal projection of a point x onto a nonempty
closed convex set C' is denoted by Po(z).

2 An AL algorithm for solving the QP

We assume throughout that problem (1.2) has a solution and denote by Sp the set of
its solutions (Z,y). The projections of Sp onto R® and R™ are respectively denoted
by 8% :={z € R" : (z,) € Sp for some § € R™} and S% := {y € R™ : (z,7) € Sp
for some z € R"}. Since the constraints of (1.2) are qualified, there exist optimal
multipliers, which certainly implies that the affine subspace

A:={AeR":C"Xeq+R(Q)} (2.1)

is nonempty. Note that A = R™ if @ > 0.
The augmented Lagrangian is obtained by dualizing the equality constraint of (1.2).
It is the function £, : (z,y,A) € R® x R™ x R™ — R, defined by

1 T
£(2,9,0) = 52 Qu+ "z + A (y — C) + Llly — Cal?, (22)

where 7 > 0 is called the augmentation parameter (see [1, 11, 22]).
We can now give a precise statement of the AL algorithm we study in this paper,
which is basically the method of Hestenes [11] and Powell [22] applied to (1.2).

AL ALGORITHM for solving (1.1)

Initialization: choose Ag € R™ and r¢ > 0.
Repeat for £ =0,1,2,...
1. Solve:

II%ciIl z?‘k (x7y5/\k)' (23)
I<y<u

Denote a solution by (zx11,¥yk+1)-
2. Update the multiplier

Mgl = Mg+ Te(Yrg1 — Czpyq)- (2.4)

3. Stop if yg41 =~ Cxpyr.
4. Choose a new augmentation parameter: 11 > 0.

This algorithm deserves some comments.

RR n° 5028



6 F. Delbos, J. Ch. Gilbert

1. Under the sole assumption that problem (1.1) has a solution, the QP in step (2.3)
has also a solution. This fact is clarified in proposition 3.3. This solution is not
necessary unique however.

2. Even though (g1, yk+1) is not uniquely determined as a solution to (2.3), yxt+1 —
Cxy1 is independent of that solution, so that the multipliers A; are unambigu-
ously determined.

3. The augmentation parameter r; can change from iteration to iteration, but the
same value must be used in the AL minimized in step 1 and in the multiplier
update in step 2. If the “step-size” in (2.4) is different from ry (with the aim at
minimizing better the dual function, as in [21, section 4.2] for example), several
properties of the AL algorithm may no longer hold, such as the finite identification
of active constraints (in the presence of strict complementarity) and the global
linear convergence of section 4.

4. The larger are the augmentation parameters 7, the faster is the convergence. The
only limitation on a large value for r; comes from the ill-conditioning that such
a value induces in the AL and the resulting difficulty in solving (2.3). Actually,
it is clear from the structure of the AL in (2.2) that a large r gives priority to
the restoration of the equality constraint, leaving aside the minimization of the
Lagrangian (whose role is to provide optimality).

In comparison with an interior point method, which faces the combinatorial aspect
of (1.1) by transforming the problem into a sequence of linear systems, the AL algorithm
goes around this difficulty by transforming a general QP into a sequence of QP’s with
simple bounds, which are easier to solve. Indeed, a number of efficient algorithms are
available for dealing with the bound constraints on the AL in step 1. A possibility would
be to minimize first analytically £, in y and then to minimize the resulting function
in z. Unfortunately this function of z, which is the AL associated with the inequality
constrained QP (1.1) [24, 26], has a combinatorial structure (it contains maxima) that
is not easier to deal with than the direct numerical minimization of 4, in (z,y). In
our code QPAL [6], used for the numerical experiments of section 5 and in [5], we have
adapted to the (z,y) structure of problem (1.2) an active set strategy together with the
gradient projection algorithm and conjugate gradient iterations on the activated faces
(see [17, 9] and the references therein).

As opposed to standard (non shifted) interior point methods, whose elementary
linear systems have an exploding condition number, the AL algorithm does not require
the penalty parameter r; to go to infinity. Actually, any sequence {rj} that remains
bounded away from zero guarantees the convergence, even though large values speed it
up [28]. Therefore, the bound constrained QP’s in step 1 can be maintained reasonably
well conditioned, keeping satisfactory the efficiency of a conjugate gradient based solver.
This remark reinforces the viewpoint that considers the AL algorithm as a method
suitable for large problems.

INRIA



Global linear convergence of an AL algorithm for QP 7

3 Convex analysis tools

3.1 Duality

As dual function associated with problem (1.2), we use the one obtained by dualizing
its equality constraints. It is the function § : R™ — R U {400} defined by

1
A 6(N) == — inf (5 ' Qr+q z+ A (y— Cm)) : (3.1)
y€(Lu]

Clearly 6 € Conv(R™) (it takes a finite value, for instance, when A is an optimal
multiplier associated with the equality constraint of (1.2)).

For a given A € R™, (x,y,) is a solution to the Lagrange problem, the minimization
problem in (3.1), if and only if z) € X, and y) € Y), where X is the affine space

Xy:={zeR":Qr=C"\—¢} (3.2)
and Y), is the Cartesian product of the following intervals
[ui,ui] if \; <0

(Y)\)i = [lz,uz] if )\z =0 (33)
[li,li] if A; > 0.

These intervals, with their possible infinite bounds, have to be understood in a broad
sense: for example, [l;,u;] is the interval | — oo, u;] if I; = —oo and w; is finite, [l;,1;] is
the empty set if I[; = —o0, etc. Since the Lagrange problem is always feasible and since
a feasible convex quadratic problem has a solution if and only if it is bounded (see [2,
theorem 17.1] for example), the domain of § is the set of A’s for which the Lagrange
problem has a solution. Therefore dom § can be written as the nonempty polyhedron

doméz{)\ERm:X)\#@, Y)\#w}:RZLuﬂA,

where
T ={AeR™: X <0if l; = —00, X >0 if u; = +oo}.

Observe finally that the multivalued function A — —Y) is monotone: for A and \' € R™,
and for y, € Y, and y) € Yy, there holds

—(yx — ) TN =) >0. (3.4)
Let Qf be the pseudo-inverse of Q and take the notation

H:=CQ'CT and v := CQlq. (3.5)

RR n® 5028



8 F. Delbos, J. Ch. Gilbert

Let A € dom§. Minimizing explicitly with respect to z in (3.1) yields

1 1
8(\) = sup (—)\TH)\ —(+y)" A+ —qTQTq)
yellu] \2 2
1
= sup (—/\TH)\ —(w+y) A+ quQTq) . (3.6)
y=(yi)721 2 2

y; = u; if A\; <0

y; =1; if Ay >0
On its domain, the dual function § is therefore the maximum of a finite number of
convex quadratic functions, which only differ by their slope at the origin (in particular,
they have the same Hessian H).

Lemma 3.1 The subdifferential of the dual function (3.1) is given at A € dom ¢ by
06(A) =HX—v-Y,+ C(N(Q)).

PROOF. We write § as the sum of three convex functions. Let [ and & € R™ be chosen
such that | < @, I; = I; if I; is finite, and %; = w; if u; is finite. Define Yy by formula
(3.3) with I and u respectively replaced by [ and @. Then the following finite value
function § € Conv(R™) is identical to the right hand side of (3.6) on Ry

~ 1 1
6(\) = sup (—)\TH)\ —(w+y)" A+ —qTQTq> i
(YT 2 2
Y (?{1)121
yi = l; or 4;

Clearly 6 = 6 + Zry + Za, so that theorem 23.8 in [23] implies that for A € dom é:
96(X) = B8(N) + 0Ty, (M) + OTa(N).

Equality holds above because Irp and Z are polyhedral and because ri dom § (=R™,

ri denotes the relative interior), ’domIR;nu = R"™, and domZy = A have a point in

Tu?
common (one in dom § # ().
To compute 06()), we use corollary VI1.4.3.2 in [12]:

85()\)=conv{H)\—v—y:y€f/>\ and (y; = I; or i if/\iz())}zH)\—fv—?}\.

On the other hand, 0Zgm (A) = Ngp (A), which is the set of vectors v € R™ satisfying

v; >0 when \; =0, I; = —o0, and wu; is finite
v; <0 when \; =0, [; is finite, and u; = 400
vi € R when \; =0, [; = —o0, and u; = +00

v; =0 when )\; # 0.
We deduce from this computation that for A € dom é
Y, — dZrp, (A) = Y.

INRIA



Global linear convergence of an AL algorithm for QP 9

Finally 0Zp(\) = Na(A) = {p € R™ : C'p € R(Q)}*+ = C(N(Q)). Adding the last
three subdifferentials provides the formula of 96(\) given in the statement of the lemma.
O

Let us denote by Sp the set of dual solutions:
Sp:={AeR™:0€ 5N}

Not surprisingly, this is a convex polyhedron, which can be described in the standard
form. It will be useful to make this form explicit and we do so in lemma 3.2 below. For

this, we take a partition of {1,... ,m} into the index sets
Iy :={i:g; =1 for all (z,7) € Sp},
J = {i:l; < y; < uy; for some (z,y) € Sp}, (3.7)

I, :={i:g; = u; for all (z,y) € Sp}.

We also introduce the orthant face O and the affine subspace A
O:={AeR™: A, >0, \; =0, A, <0},
A={AeR™:C"A\=Qz +q}.

In the definition of A, Z is an arbitrary primal solution. We have not made this depen-

dence explicit in the symbol of the set since, as shown in the next lemma, A does not
depend on the choice of z € S%.

(3.8)

Lemma 3.2 The set of dual solutions Sp can be written as the intersection
Sp=0nA.

Furthermore, for any A € Sp and any § € S%, we have § € Yy and HX = v+ § + Ci
for some 4w € N(Q).

PROOF. Let £(z,y,\) = %wTQx—FqTx%—I[l’u](y)—l—)\T(y—C’x) be the Lagrangian function
of the problem min(w,y){%xTQm +q'z +Zj1,u)(y) : y = Cx}, which is equivalent to (1.2).
Since the constraint of this problem is qualified, A € Sp if and only if 0 € 9, .\ ¢(Z, 7, A),
where (Z,9) is an arbitrary primal solution. This can also be written Qz + ¢ = CTX
and 0 € Ny, (7) + A, which is equivalent to A € Az N Oy, where

Az = {AeR™ : C"A = Q7 + ¢},

Og = {)\ERmZ)\iZOifgi:li, N =0if I <y <ug, A SOifgi:’ui}.
By varying (Z,7) € Sp, we see that Az = A is independent of the chosen primal solution
Z € 8% and that A € N{Oy: § € Sp} = O.

For proving the second part of the lemma, take A € Sp and (%,7) € Sp. We have
shown that A € Az N Oy. Actually, A€ Oy is equivalent to § € Y5. By A€ Ag, we
have that CTA = QZ + ¢. Multiplying to the left both sides of this equation by CQ'
provides HX = v + § + C1, where 7 := (QTQ — I'Z € N(Q). O

The fact observed in the proof above that the gradient of the criterion of the primal
problem at a solution, here QZ + ¢, is independent of the chosen solution is a property
of general convex problems; see [16, 3].

RR n® 5028



10 F. Delbos, J. Ch. Gilbert

3.2 Proximality

We will use the fundamental result of Rockafellar [25], according to which the AL
algorithm of section 2 is the proximal algorithm on the dual function §. More precisely,
the multiplier A\x1; computed in step 2 of the AL algorithm is also the unique solution to

1
inf — |A = ). .
it (500 + 5 1A - x?) (3.9)
The same parameter r; > 0 is used above and in (2.3). In addition, the optimal value
of this problem is the opposite of the optimal value of problem (2.3). The optimality
conditions of problem (3.9) can be written 0 € 96(Ag+1) + (Ak+1 — Ag)/7%- Using (2.4),
we see that:

Crp — i € 8(5(/\k), Vk > 1. (3.10)

Note that, since Agy; is uniquely determined as the solution to (3.9), this is also the
case for yx11 — Czy41, even though zp 1 and ygy1 are not uniquely determined.

Let us now clarify the conditions ensuring that the augmented Lagrange problem
(2.3) has a solution.

Proposition 3.3 The following three properties are equivalent:
(i) domé # 0,
(74) problem (1.1), with a possible finite shift of its finite bounds to make it feasible,
has a solution,
(13i) for (some or any) r > 0 and Ay, € R™, problem (2.3) has a solution.

PROOF. [(i) = (7i1)] Fix r, > 0 and Ay € R™ (not necessarily the kth iterate). Since
dom § # (b, the optimal value of (3.9) is finite, so that the optimal value of problem (2.3)
is also finite. As a feasible bounded quadratic problem, (2.3) must have a solution |2,
theorem 17.1].

[(i53) = (44)] Let [ and @ € R™ be such that [ < 0 < @, l; = —o0 iff I; = —o0 and

= 400 iff u; = +00 (these new bounds result from a finite shift of the finite bounds

of (1 1) that makes this problem feasible) and assume that the problem min{f(z) :
[ < Cz < @}, where f(z) == (1/2)z TQz + ¢z, has no solution. Then, there exists a
sequence {z;} such that Cz; € [I,4] and f(x;) — —oo when j — oo (since a bounded
feasible quadratic problem has a solution). Let y; := Py, (Cz;) be the projection of
Cz; on [l,u]. Then |ly; — Cxz;|| < mY?||ly; — Czjlloo < m/?y, where y := max(||l —
U|oos ||% —u|| o) (these norms are taken on the finite components of I and «), and (z;, y;)
is feasible for problem (2.3). On the other hand, for an arbitrary r; > 0 and \; € R™,
£y (595 M) < F(@5) + Y]]l + (re/2)m7? — —o0 when j — oo. Therefore
problem (2.3) has no solution.

[(#1) = (i)] Introduce I, @, and f as in the previous paragraph. By assumption,
the problem min{f(z) : [ < Cz < @} has a solution, & say. Since its constraints are
qualified, there exist A and A% such that Q% + ¢ = CT()J A4, A >0, A% >0, A =0

INRIA



Global linear convergence of an AL algorithm for QP 11

if [; = —o0, and 5\? = 0 if u; = +o00. It is easy to check that MN— v e ]Rl’?u NA = dom.
O

If the original quadratic problem (1.1) has a solution, condition (i) above holds
(without having to shift the bounds), so that the augmented Lagrange problem (2.3)
has a solution.

3.3 Projection onto a convex polyhedron

This section gives two lemmas related to the projection onto a convex polyhedron.
The first lemma has a general interest. It compares the distance from a point x in
the positive orthant to a convex polyhedron X defined in the standard form and the
distance from z to the underlying affine space A. It is claimed that the second distance
is bounded below by a positive constant (independent of > 0) times the first one. Of
course, since X C A, dist(z, A) < dist(z, X).

Lemma 3.4 Let A be an m x n matriz and b € R™. Consider the affine subspace A
and the convex polyhedron X defined by

A:={z eR": Az = b} and X :={zeR':Azx=b, z >0}
These sets are supposed to be nonempty. Then, there exists a constant v > 0 such that
Vo € R}, dist(z,A) > ydist(z, X).

PROOF. First stage: reformulation of the statement of the lemma. By using the triangle
inequality, it is easy to see that the conclusion of the lemma is equivalent to claim the
existence of a constant v’ > 0 such that for all z € R7}:

|z = Pa(z)|| 2 v'[|Pa(z) — Px ()], (3.11)

This inequality suggests that a certain function (whose value is the left hand side of
(3.11) divided by the factor of 4/ in the right hand side) has a positive slope. This is
the strategy we follow to establish (3.11).

Let z € R? and let us simplify the notation by introducing z° := Px(z) and
z! := P4(z). Observe that z —z' = ATy for some y € R™. On the other hand, one can
suppose that z! # z0, since otherwise (3.11) is trivially satisfied. Observe then that
z! — 29 is a nonzero direction, normal to X at z°, which is in the null space of A. As a
result, an arbitrary point x € R} such that P4(z) # Px (), can be found from a point
z® € X having a unitary normal direction d in the null space of A, by adding a positive
displacement along d, leading to z., := 2° + ad € A (o > 0), and finally by adding
a displacement A'y, normal to N(A), such that z = z, + ATy € R?. For the points
x € R, described in this manner, the inequality (3.11) can be written

1Ay > 7'

RR n° 5028



12 F. Delbos, J. Ch. Gilbert

For fixed 2%, d, and ¢, it is sufficient to consider the points z > 0 giving the smallest
value to ||ATy||. This motivates the introduction of the function (its dependence on x°
and d is not mentioned to keep the notation light)

p:ra— p(a):= inf{||ATy|| 2 +ad+ ATy > 0}. (3.12)
y

Therefore, we now have to show that there exists a constant ' > 0, such that for all
20 € X, all d € Nx(z°) " N(A) N 9B, and all a > 0, there holds

p(a) = 7'e

Observe that p(a) > 0, that ¢(0) = 0, and that ¢(ta) < tp(a) when a > 0
and ¢t € |0,1]. This last property follows from the fact that, when ¢(a) < oo, the
minimization problem in (3.12) has a solution, say ¥.; adding (1 — #)(z® + AT0) > 0
and t(z} + ATys) > 0 provides i, + AT (tyq) > 0, so that p(ta) < ||AT(tys)|| = te(a).
This property implies that @ € Ry, — ¢(a)/« is nondecreasing. Therefore, we have
reduced the problem to show that the right derivative of ¢ at zero satisfies

¢'(0;1) >~ (3.13)

where 7' > 0 is a constant independent of z° € X and d € Nx(z°) N N(A) N 0B.

Second stage: control of the decomposition of the normal directions. Consider a point
2% € X having a unitary normal direction in the null space of A, say d € Nyo(X) N
N(A) N OB. Define I := I(2°) := {i : 2¥ = 0} and J := J(z°) := {i : 20 > 0}. These
directions d are characterized by the conditions

d=A"z—r, >0, r;=0, Ad=0, and |d| =1, (3.14)

for some vectors z € R™ and r € R*. The decomposition of d in ATz — 7 as above is
not necessarily unique. It will be useful to identify a decomposition that provides the
smallest value to ||A'z||, which is therefore a solution to

min(z,v") %HAT'ZH2
Alz —r=d
Tr Z 0
Ty = 0.
It is easy to show that this problem has a solution, which is characterized by (3.14) and:
AATZz—5)=0, s;>0, and s;r; =0, (3.15)

for some vector s € R™.
Let us show that

max  sup min 1ATz| < 4. (3.16)
z0€X deNx(z0) (z,7)ER™XR™
Ad=0 ATz—r=d
lldl=1 T1(20)20
TJ(zo)ZO
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Global linear convergence of an AL algorithm for QP 13

We see on (3.14) that two points 20 € X having the same index set I have the same
normal cone. Therefore, the point z° € X intervenes in (3.16) only through its index
sets T and J. Since there is a finite number of such sets, one can fix 2%, hence I and J.
Let us continue by contradiction, assuming that there exists a sequence {(d*, z*,r*, s¥)}
such that AdF = 0, ||d¥|| = 1, ATk —rF = dF, 7k >0, 78 = 0, A(AT2F - sF) =0,
sk >0, (s%)Trk = 0, and ||[AT2¥|| — oco. Extracting a subsequence if necessary, it can
be assumed that ATz*/||AT2*|| — ATz, a vector of unit norm. Since {d*} is bounded,
the identity A'z* — r* = d* shows that 7¥/||A"2*|| converges to 7 := A'z. Multiplying
the identity A(ATz* — s*) =0 by Z, one finds for sufficiently large k

0=z2"AATZF — 7Tk = 2T AATZF,

because, when 7; > 0, then i € I and, for all sufficiently large k, 7¥ > 0, so that s¥ = 0.
Dividing the right hand side by ||A"z*|| and taking the limit, one would find A"z = 0,
which provides the expected contradiction.

Third stage: lower bound for ¢'(0;1) and conclusion. Let us introduce v : R* —
R U {+o0}, the value function of the problem

inf, || ATy
{ %+ ATy >0, (3.17)

which is the proper convex function defined by v(p) := inf{||ATy|| : 20 + ATy > p}.
Then, for fixed 2° € X and d € Nx(z°) N N(A) N 8B, ¢(a) defined by (3.12) can be
written ¢(a) = v(—ad). Therefore

@'(0;1) =0'(0;—d) > —g'd, Vg € dv(0). (3.18)

As for the subdifferential dv(0), it is formed of the optimal multipliers associated with
the constraint of (3.17), which are the g-parts of the pairs (g, u) satisfying

geu+N(A4), |u[|<1, ¢>0, and (z°)Tg=0. (3.19)

Let d = ATz — r be a decomposition of d satisfying (3.14)-(3.15). If ATz = 0, then
g = —ad = ar is a subgradient of v at zero for any a > 0 (the conditions (3.19) are
satisfied with u = 0; recall that d € N(A)), so that (3.18) shows that ¢'(0;1) = +oo.
If ATz £ 0, then g := (A"2z — d)/||A"z|| = r/||AT2| is a subgradient of v at zero
(the conditions (3.19) are satisfied with u = ATz/||[A"2||). Then (3.18) shows that
¢'(0;1) > 1/||A"z||. Since for these decompositions, stage 2 of the proof has shown that
ATz is bounded, (3.13) holds and, consequently, the result is proven. O

As shown by the following example, lemma 3.4 no longer holds with all its generality
when X is the intersection of an affine space A and an arbitrary closed convex cone.
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14 F. Delbos, J. Ch. Gilbert

Example 3.5 Let us introduce the following closed convex cone K := {z € R3 :
Tox3 > 73, T9 > 0, £3 > 0}, the 1 x 3 matrix A := (0 1 0), and b= 0 € R. Define the
affine space A and its intersection with K by

A:={zecR: Az =b} = {z € R® : 1y = 0},
X::KﬂAz{wER?’ 1z =xz9 =0, z3 > 0}.
Then the conclusion of Lemma 3.4 does not hold for these sets A and X. To see this, fix
z1 > 0 and consider the points ' := (z1,72/t,t) for t T +o0. Clearly z! € K, Py(z?) =

(71,0,t), and Py(z?) = (0,0,t). Therefore, ||zt — Pa(z?)||/||Pa(z?) — Px(z?)|| = 21/t is
not bounded away from zero. O

Actually, it will be useful below to have the following relaxed version of lemma, 3.4.
This one allows the projected point x not to belong to R" . This point must however
be sufficiently close to the positive orthant with respect to its distance to X.

Corollary 3.6 Assume the framework defined in the statement of lemma 3.4. Then,
there exist two constants T > 0 and v > 0 such that for all z € R”,

dist(z, R} ) < 7dist(z, X) = dist(z, A) > v dist(z, X).

PRrROOF. Let 7 be the constant given by lemma 3.4 and set

PP —

4(1+1)

Let z be such that dist(z, R} ) < 7dist(z, X). To simplify the notation, let us define
29 := Py(z), ol = Py(2), and z := Pgn (2),

Using several times the triangle inequality, lemma 3.4, the non-expansiveness of the
projectors P4 and Py, and the definition of 7, one can write

lz =2 > ||z — Pa(@)| - | Pa(@) — Pa(z)|| — |lz — z|

> 9|z = Px(z)]| - 2||lz — =

> |z -2~ 2+ y)lz - 2|

> w2 - 20 + )z - z|

> qllz — 2| = 27(1 + )|z - 2°|

= Sle—a°l
This is the expected inequality. O

The following lemma will be also useful. If I C {1,...,n}, we note I the comple-

mentary set of I in {1,... ,n}.

INRIA



Global linear convergence of an AL algorithm for QP 15

Lemma 3.7 Let A be an m X n matriz, be R™, I C {1,... ,n}, and o : R* - R be a
convez differentiable function. If T is a solution to the problem

min {¢(z): Az =b, 1 >0, zrc =0},

then there is a subset of indices J C {1,...,n}, containing I, such that T is also a
solution to the problem

min {p(z): Az =b, 27 >0, x5 <0}.

PROOF. The constraints of the first problem are affine, hence qualified. Therefore, there
exist vectors y € R™ and s € R" such that

Vo(z)+ATy+s=0, z;>0, s;<0, s;z1=0, Zre=0.

Define
J:=TU{ieI: s <0}
Then
Vo(@)+ ATy +s5=0, £;>0, s;7<0, s)Z;=0,
Tye <0, s70>0, sleZse=0.

By convexity, these conditions suffice to show that Z is also a solution to the second
problem. O

4 Global linear convergence of the algorithm

The global linear convergence of the AL algorithm will be shown in section 4.2 to be a
consequence of the radial Lipschitz continuity of the multifunction 0§~!, the reciprocal
of the subgradient of the dual function (this argument is taken from [28]). The latter
property is the subject of section 4.1.

4.1 Radial Lipschitz continuity of the subgradient reciprocal

Two normed spaces E and F' being given, a multifunction 7" : E — F is said to be
radially Lipschitz continuous at xy € E with module L > 0 if for all z € F and all
y € T(z), there holds dist(y,T(z9)) < L|lz — x|l (“dist” denotes here the distance
associated with the norm of F'). Consider the multifunction

D6 igeR™ = {AeR™: g€ ds(N\)} C R,

where 6 is the dual function defined in (3.1). Clearly 96~1(0) = Sp, the set of dual
solutions. Then @6~ ! is radially Lipschitz continuous at 0 with module L > 0, if

VAER™, Vg e d5()) : dist(\, Sp) < L||g|- (4.1)
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16 F. Delbos, J. Ch. Gilbert

Such a property is sometimes called a global error bound for the dual solution set Sp
in terms of the dual function subgradient (see the review paper by Pang [21] and the
contribution of Izmailov and Solodov [13]). In this section, we show that this property
holds in a weaker form: A has to stay at a bounded distance from Sp (the Lipschitz
constant L depends on this distance). Nevertheless, this property still has a global
nature, since A is not required to be close to Sp and g is not required to be close to 0.

To show that this property is natural, consider first a quadratic problem with only
equality constraints:

(4.2)

inf, %:ETQCC +q'z
Cr=hb.

It is assumed that this problem is convex (@ = 0) and has a solution. It is therefore
feasible: b € R(C). Since the constraint is qualified, there exist optimal multipliers,
which implies that the affine subspace A defined in (2.1) is nonempty.

Using the pseudo-inverse Q! of Q, the symmetric matrix H % 0, and the vector v
defined in (3.5), the dual function § associated with problem (4.2) can be written

1T _ T 1. Tot
5()\)—{ SAHA—=(v+b)'A+ 3¢ Q¢ for A€ A (4.3)

| oo otherwise.
A computation like in the proof of lemma 3.1 shows that
06(A) = HX—v —b+C(N(Q)), for A€ A.
Since Sp is defined as the set of minimizers of §, one finds
Sp={AeA:Hrxev+b+C(N(Q))}

Proposition 4.1 Consider problem (4.2) with @ %= 0 and suppose that it has a solution.
Then property (4.1) is satisfied by the dual function (4.3), with the Euclidean norm and
a constant L equal to the inverse of the smallest nonzero eigenvalue of H (L = 0 if

H=0).

PROOF. Since problem (4.2) has a solution and its constraint is affine, Sp is nonempty
(it is identical to the set of optimal multipliers). To prove (4.1), we only have to consider
the dual variables A € A, since otherwise d6()\) is empty. Note also that we only have
to consider the case when H # 0 since otherwise Sp = A and (4.1) is trivially satisfied
with L = 0.

Let A € A, g € 86()), and X be the projection of A onto Sp. We have for some u
and 4 € N(Q)

g=HX—(v+b)+Cu and 0=HM—(v+b)+Ca.
Subtracting these two identities and taking the scalar product with (A — A) yield
gA=N=OA=XN"HA=X)+@w—-a)"'C"(A=X).
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Global linear convergence of an AL algorithm for QP 17

The last term vanishes, since C'"A—=X) € R(Q) and Q(u — %) = 0. Now, since
A+ N(H) C Sp, A\— X € N(H)*. Therefore

_ _ 1 _

Ty X) > . T SN2 = i — A2,

g (A=A we]l\/'n(fflI)J- w Hw | ||A— Al L||)\ All
flwll=1

Now (4.1) follows by using the Cauchy-Schwarz inequality on the left hand side. O

When C is surjective and @) > 0, extending this result to the dual function associated
with the strictly convex quadratic problem (1.2) is an easy exercise (then H is positive
definite and L is the inverse of the smallest eigenvalue of H), but it presents little
interest in practice. On the other hand, when C is not surjective, property (4.1) cannot
hold without being lightly weakened, as shown by the following example.

Example 4.2 Consider indeed the special case with a single inactive constraint (m = 1,
C =0,and [ <0 < u) and a zero optimal value (¢ = 0). Then § is the function

—uA fA<0
6()‘)_{ —Ix ifx>0.

Clearly, (4.1) can hold only if A is not too far from the dual solution set: |[A| <
Lmin(—1,u). a

The analysis of the inequality constrained QP is more difficult since it has to cover si-
multaneously two extreme cases: the quadratic dual function of the equality constrained
QP and the sharp dual function of the previous example.

In the case of an inequality constrained QP, the Lipschitz constant L will be shown
to depend on the gap A between y; (for some y € S%) and the bounds I; and u; (see
(3.7) for the definition of the index set J). More precisely, A is defined by

A= ;EUSI;D min (Zg}llgb (wi — %), Juin (¥ — li)) - (4.4)

If J = 0, either I; or I, # 0, and the fact that | < w implies that A > 0. If J # (), the
convexity of Sp implies that there is a 4 € 8% such that Iy < 45 < uy, in which case
also A > 0. The dependence of L on A is clearly visible in example 4.2: for A at a unit
distance from the solution, we must have L > 1/ min(—{,u) = 1/A. This lower bound
on L goes to infinity when [ or u tends to zero, and it goes to zero when I — —oo and
U — +00.

Proposition 4.3 For any bounded set B C R™, there exists a constant L, such that

VA€ Sp+ B, Vg e d6()) : dist(),Sp) < Lg]. (4.5)
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18 F. Delbos, J. Ch. Gilbert

PROOF. First stage: definition of L. We assume that Sp # (), since otherwise there is
nothing to prove. Let B be a bounded set in R™, i.e., B C 8B for some § > 0. To make
the proof rigorous, we now define L > 0, even though the motivation for its definition
will not look quite clear at this point.

Let K be the collection of index sets K C {1,...,m} such that I; C K and I, C
K¢:={1,... ,m}\K (the index sets I; and I,, are defined in (3.7)). With any index set
K C{1,...,m}, we associate the orthant

Ok = {)\E]RmZAKZO,)\Kc SO}

Define O and A by (3.8). For any index set K € K, Ox N A is nonempty (since it
contains Sp = ONA, see lemma 3.2). Therefore, with an index set K € K, corollary 3.6
associates two constants 7x > 0 and g > 0 such that for any A € R™:

dist(\, Og) < 7 dist(A,Oxg NA) = dist(A, . A) > yx dist(A, Og N A).
Since K is finite, the constants

T:= min 7 and = min yg
KeK v KeK K

are positive. Therefore, we have found two constants 7 > 0 and v > 0 such that, for
any K € K, there holds

A€ OL == {N e R : dist(X, Ok) < rdist(X,0x N.A)}

4.6
= dist(A,.A) > ydist(A, Og N A). (4.6)
We also introduce
= inf TH 4.7
7 ueaglﬂR(C) pAE, (47)
CTue R(QT)

which is therefore 400 if { € R(C) : CTp € R(QN} = {0}. Otherwise, it is a
positive number (indeed, then Qf # 0 and C # 0; on the other hand, since CTp €
RQY) = N@DY, wTHa = 5 CQICTE > Cuin(@)IICTHIP, where Cin(@) is the
smallest nonzero eigenvalue of Q'; finally, since p € R(C), ||CT || > omin(C)|| ||, where
omin(C) is the smallest nonzero singular value of C'). Note that o is the smallest nonzero
eigenvalue of H when @ > 0.

Recall the definition (4.4) of A > 0. Then, the constant L > 0 is defined by (when
o = 400, L is set to the second argument of the max below)

._ 1 5

Second stage: proof of (4.5). Fix A € Sp+Band g € 96()) (necessarily, A € dom 9).
Denote the projection of A onto Sp by A := Ps,(\). Observe that,

1A= All < 8. (4.9)
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Global linear convergence of an AL algorithm for QP 19

Let € € ]0, A[ and define L. by formula (4.8), but with A — ¢ in place of A. Observe
now that showing

_ 1 _
g'A—-X)> A= A2 (4.10)
£

suffices to conclude the proof since then the inequality in (4.5) follows from the Cauchy-
Schwarz inequality applied to the left hand side of (4.10) and the fact that ¢ can be
chosen arbitrarily close to zero.

From the form of the subdifferential @6(A) given by lemma 3.1, we have for some
yx € Yy, some y; € Y3, and some u, 4 € N(Q):

g=HXA—v—y\+Cu and 0=H)—v—y; + Ca.

According to lemma 3.2, y5 can be chosen arbitrarily in S% and we take it such that

. . o 1)) > A
min (iél}llLlJlJ (u; yz)’ien}g}u (yi lz)> >A—c. (4.11)
As in the proof of proposition 4.1, (u — ) TCT(A = X) = 0, because CT(\ — A) € R(Q)
(both A and A € domé C A) and Q(u — u) = 0. Therefore, subtracting the identities
above and taking the scalar product with (A — ) yield

9T A= =A=NTHAX=X) = -y (A=A (4.12)

We will get (4.10) by finding a lower bound of the right hand side of (4.12). Note
that the two terms are nonnegative (this is clear for the first one, since H is positive
semi-definite; for the second one, use the monotonicity property (3.4)).

Since A = P4no(A), by lemma 3.7, one can find an index set K C K such that

A = Panog(N). We analyze successively two complementary cases, using the set Of
defined in (4.6) and \' := (1—t)A +tA for t € R.

Case A: there exists a t € ]0,1] such that \!' € OF. In this case, we work on

the first term in the right hand side of (4.12), discarding the second one. Because
Panox ()‘t) = A (46) gives

YA = Al <IN = PA(N)]I-
Decompose A —/:\ = o + p1, where po € N(CT) and 1 € R(C), and observe that
CTpup = CT(M —X) € R(Q) = R(Q") (since both X\ and X € domé C A). Then, using
the definition (4.7) of o, one finds
A =NTHW\ = X) = p{Hpr > 0w |*.
Clearly p1 = At — P4()?), so that

(AE—X)THOA = X) > o2 AF = X2
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20 F. Delbos, J. Ch. Gilbert

Since A — A = (Af — X) /¢, we also have
A=XTHA=X) > oy’ = A%

Discarding the second term in the right hand side of (4.12) (it is nonnegative) and using
the definition of L in (4.8), it follows that

g A=02A=NTHA=X) >0 [A-X° >

1 3112
> A= 7,

which is the expected inequality (4.10) (of course L. > L).

Case B: for any t € ]0,1], X! ¢ OF. In this case, we work on the second term in
the right hand side of (4.12), discarding the first one. Let us start by choosing ¢ € |0, 1]
sufficiently small such that )\?\i > 0 when ); # 0; by assumption, this ! ¢ O k- Denote
by AL := Po, (A\!) the projection of A* onto Ok and decompose

(e =) T = X) = —(yae — yx) T = X)) = (mae — w3) T (N = A).

The last term in the right hand side is nonnegative. Indeed, by the choice of ¢, if i #0,
one has AA; > 0 and therefore (yy¢ —y3)i = 0 (see the definition (3.3) of Yy). The only
nonzero terms of the last scalar product are therefore of the form (yy — yae)i(Ak )i If
(A%)i > 0, one has A! > 0 and therefore (yy¢); = l;, so that the term can be written
((yx)i — Li)(\%)i > 0 (since I; < (y3)i < u;). Similarly, the term is nonnegative when
(AL)i < 0. Therefore

(e —y) T =) > —(gne —y) T = X) = DY (s — wae)i(X = X,

iEIK’At

where we have introduced the index set

I = {i 2 ) # (Wil

Let us show that all the terms of the sum on the indices i € Iy« above are positive.
Observe first that (A% ); = 0 (since Al # (Ak); and Xy is the projection of A* onto
the orthant Og). On the other hand, if Al > 0, (yx¢); = ; and the fact that A > 0
and (A% ); = 0 implies that 4 € K¢, so that I; < (y3): < u; (since I; C K); therefore
(yx —ya)i = (y3)i — li > A —e > 0 (see (4.11)). Similarly, if Al < 0, then (yx¢); = 4,
i€ K,and (y5 —yxt)i = ()i — i < —(A —¢) < 0. In particular, all the terms of the
sum are positive. Therefore, if we remind us that A' ¢ OF, we get (|| - |1 denotes the
{1-norm)

~(e=y3) T(A'=A) 2 (A=)l =N [l > (A=e)lIN' =N || > 7(A—g) A=Al (4.13)
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Global linear convergence of an AL algorithm for QP 21

We can now conclude. For g € 9§(A?), there holds
g A= > @H'Hh=-X [monotonicity of the subdifferential]
1 _
= Z(¢HT(A =N [definition of ']

t
1 _

> TN [(@12)
T(A —¢ <

> TR 3 ()

> T(A—g)|A= ) [definition of \!]
T(A —¢ <

> TR ap (o)

> LA—32  [definition of L.].
L,

This is the expected inequality (4.10). O

4.2 Global linear convergence

We can now state the global linear convergence of the constraint norm towards zero in
the AL algorithm of section 2. Note that the rate of convergence min(L /7y, 1) depends
through L on the distance from the initial iterate Ag to the dual solution set Sp.

Theorem 4.4 Consider the AL algorithm of section 2. For any 8 > 0, there exists an
L > 0, such that dist(Ag, Sp) < B implies that

. (L
lyg+1 — Cxg+1|| < min (a, 1) llyx, — Czgl], for all k > 1. (4.14)

In particular, if ry > 7 for all k > 1 and some v > L, the constraint norm tends to zero
globally linearly.

PROOF. The proof gathers known techniques (see for example [27, 28]) with the result
of proposition 4.3. We give the details for completeness.
Let us note ggx+1 = Cxgt1 — yr+1. Recall from (3.10) that gxy1 € 96(Agy1).
Subtracting two consecutive iteration identities (2.4) provides
1

1
—— (Met2 — Met1) + (k2 — grt+1) = —(Apt1 — Ag)-
Tk+1 Tk

Taking norms, using the monotonicity of the subdifferential, and discarding ||gg+o —
gi+1l® > 0, we get [[Apso — Aot /75 11 < ka1 — Axll? /77 or llgsall < llgr1ll, which
yields the second part of the min in (4.14).

Subtracting an arbitrary dual solution A € Sp from the iteration identity (2.4),
taking norms, and using the monotonicity of the subdifferential lead to

X1 = AP + 2l g I* < 12k = A%, for k> 0. (4.15)
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This shows in particular that the sequence {\; — A}x>o is nonincreasing. Since A is
arbitrary in Sp, {dist(Ax,Sp)}x>0 is also nonincreasing, so that Ay € Sp + B for all
k > 0. Now, let L > 0 be the constant that proposition 4.3 associates with B := #B.
By this proposition, ||Ax — Ps,(Ax)|| < L||gk||- Now discarding the first term in the left
hand side of (4.15) and using Ps, (\) for A, we get |lgxr1|| < (L/7%)|lgx|l. This yields
the first part of the min in (4.14). O

5 Numerical experiments and discussion

The aim of this section is to illustrate by numerical experiments the global linear con-
vergence property of the AL algorithm studied in this paper and to assess the quality
of the bound given by theorem 4.4. The numerical experiments are taken from seis-
mic reflection tomography applications. We conclude with a discussion on algorithmic
implications.

5.1 A seismic reflection tomography problem

Seismic reflection tomography is a technique used to recover the geological structure of
the subsoil from the measurements of the travel-times of seismic waves (see [10] for a
description of the approach). From an optimization viewpoint, the problem consists in
minimizing a nonlinear least-squares function subject to nonlinear constraints. In [5],
a Gauss-Newton SQP method globalized by line-search is proposed and analyzed. At
each iteration, a solution to a strictly convex quadratic model of the objective function
subject to linear constraints is computed using our code QPAL [4, 6].

We have chosen here to present the results obtained with the problem KARINE, which
is representative of those observed with our collection of 2D and 3D seismic reflection
problems. These have a number of variables up to 15 10 and a number of constraints up
to 10%. The features of the selected problem are summarized in table 1. It is a 2D model

[ [ m [mi] r |
| 442 [320 | 108 | 8.410° |

Table 1: Description of the tomography problem KARINE

depending on n = 442 parameters and having m = 320 linear inequality constraints.
The matrix @ of the selected quadratic subproblem (1.1) is positive definite and has its
/5 condition number equal to kg = 8.4 10°. Its constraint matrix C has been balanced
(the Euclidean norm of each of its rows is equal to 1). The number of active constraints
at the solution is m., = 108, which represents 33 % of the number of constraints.

The results presented in section 5.2 have been obtained using the AL algorithm
described in section 2, with a fixed augmentation parameter r. In order to study
the dependence of the results on r, we have run the QP solver for 21 different values
of r, ranging from 1 to 10°. In each case, the AL algorithm is initialized with a null
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Lagrangian multiplier (A9 = 0) and is stopped when the constraint norm is sufficiently
small (||yx—Czyi| < 10710).

5.2 Assessing the global linear convergence result

In this section, we illustrate the global linear convergence property of the AL algorithm
established in theorem 4.4. The actual global rate of linear convergence is given by
p = sup{||yr+1 — Czr+1||/llyg —Czk|| : k > 1} and can be estimated during a particular
run by

-C
[9t+1 = Czienll , (5.1)
1<k<nar  |lyp — Czyg|

where n 47, is the number of AL iterations actually performed to reach the required
accuracy of 10710 on the constraint norm.
Theorem 4.4 has shown that p is bounded above by a function of r:

L
p < min (—, 1) or log p < min(log L—1log,0). (5.2)
T
A natural question is to know whether this bound is tight in practice. This is difficult to

say, since the value of L is generally unknown, but the appearance of pest as a function
of r in the considered problem may give a clue on this question.

1

10~

1072}

Estimated convergence rate pegt

103

1 10 102 102 10* 10°
Augmentation parameter r

Figure 1: Global linear convergence rate of the constraint norm as a function of r

The plain line in figure 1 gives log pest as a function of logr (double logarithmic
scale). As predicted by the theory, we see that pest < 1 for all positive 7. Furthermore,
the larger is the augmentation parameter r, the faster is the convergence: p ~ 1 for
r < 10 (convergence is hardly detectable) and p ~ 3.1072 for r = 10° (convergence is
obtained in very few AL iterations). We have represented by a dotted line the tangent
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to the pest curve with a slope —1. This line crosses the top horizontal line of the graph at
the horizontal coordinate Li¢ ~ 304. According to (5.2), Lin¢ provides a lower estimate
of the value of L. As both curves (the plain and dotted ones) are quite close, it is likely
that the dotted curve is close to the upper bound on p given by (5.2). As a result,
it is likely that the upper bound given by theorem 4.4 is tight. Note that the small
discrepancy between both curves for large values of 7 (r > 7.5 10*) is due here to the
fact that the AL algorithm reaches the required constraint norm accuracy in very few
AL iterations (n47, < 3), so that the maximum in (5.1) is taken on that few number. In
other cases, such a discrepancy can come from an inexact solve of the bound constraint
problem (2.3), due to a large value of r.

5.3 Discussion

As shown in this paper, the global linear rate of convergence of the AL algorithm
depends on the Lipschitz constant L given by (4.8) and on the value of 7 := inf r, where
TR is the current value of the augmentation parameter. More precisely, the decrease of
the constraint norm at iteration & is bounded above by L/rg. It is usually impossible
to compute L in practice, since it depends on the constants v, A, and o (see lemma 3.4,
(4.4), (4.7), and finally (4.8)), which are either unknown or too expensive to compute.
As a Lipschitz constant, however, L has easily computable lower estimates.

The estimate Lins of L given in section 5.2 is not available at run time, since it
requires to run the AL algorithm on a particular problem for various values of r. Nev-
ertheless, the quantities

lyit1 — Czipa|
L; = ;
s = o (o

satisfy Linry < L and can therefore be used as a lower estimate of L, after iteration k is
completed. A given desired rate of convergence pges € ]0,1[ is then likely to be obtained
at iteration k£ + 1 by taking

Lint

Tk4l 2 . (5.3)
Pdes

It is the fact that the estimate (4.14) has a global validity that gives sense to an update
of the value of 7 in this way at each iteration. It should be clear at this point that the
AL algorithm gains in efficiency by taking 7 as large as possible, the only limitation
being that problem (2.3) needs to be numerically solvable. Since it is sometimes difficult
to tell what is a large value for a particular problem, the lower bound on 41 in (5.3)
may also be useful as a reference.

We conclude with a result providing an estimate of the number of iterations needed
to reach a given tolerance on the constraint norm. Assume that a number pges € |0, 1]
is given as a desired rate of convergence. Of course, since the Lipschitz constant L
is unknown, this rate of convergence cannot be ensured, but the algorithm can try
to approach it by updating r; when it feels it is necessary. The next result gives an
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estimate of the iterative complexity of the AL algorithm with an update rule based on
(5.3). More precisely, defining

P yx+1 — Czpy1]|
llyr — Cg|

the AL algorithm is supposed to update the value of rg, for £ > 1, according to:

if pr, < pges, then Tp41 =7k, else g = p’;’zs Th. (5.4)

There is nothing magic in the update rule of r; above. It could equally use rx+1 =
10 pg 7/ pdes or simply 7511 = 107 when r; needs to be increased.

Proposition 5.1 Suppose that the AL algorithm of section 2 uses the rule (5.4) to
update the augmentation parameter ry, for k > 1. Let € € |0,1] and let L be the positive
constant given by theorem 4.4. Fiz any t € |pges, 1[. Then

lyk+1 — Cxpy| < €llyr — Cal], (5.5)
as soon as 1 1 (L/(t ))
oge og T
k> —I—max(l—l-i,()).
logt log(t/pdes)

PROOF. Let t € |pges, 1[- Clearly, since p; < 1,

lyk+1 — Czptal| H k
= pi < [[ ri <t

||y1 - le” 1<i<k 1<i<k
pi<t

where k; := |K}| is the number of elements in K; :={i e N: 1 < i <k, p; <t}. Taking
logarithms, we see that (5.5) holds as soon as k; > (loge)/(logt).

If Kf:={1,...,k}\K; is empty, then k£ = k; and the result is proven.

Suppose now that Kf # (. Since p; < L/r; (by theorem 4.4), i € K; as soon as
r; > L/t. Then the last index in K, namely the (k—k;)th one, has a value of r; updated
k—Fk;—1 times from 71 using a factor p;/pdes > t/pdes (see the update rule (5.4)). Hence
we must have (t/pges)® *~'r; < L/t. This gives an upper bound on the number of
elements of K}, namely

log(L/(t
b <1y B/ (t)
log(t/pdes)
The total number of iterations to satisfy (5.5) is therefore at most this upper bound
plus the lower bound on k; obtained above. O

Roughly expressed, the number of iterations needed to reach precision € > 0 on
the relative constraint norm is of order O(loge) + O(log L). As shown in the proof of
proposition 5.1, the first term of order O(loge) is due to the linear convergence of the
constraint norm towards zero, which is triggered when the augmentation parameter is
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large enough (a consequence of theorem 4.4). The second term of order O(log L) is
due to a possible too small value of r; and to the number of iterations that the rule
(5.4) needs to make ry large enough. This term can be made as small as desired by
choosing a large value for r; or by adopting an update rule of r; that increases these
values more rapidly than in (5.4). As a result, the computational complexity of the AL
algorithm of section 2 essentially rests on the one of the AL subproblems (2.3). When
strict complementarity holds, the finite identification of the active constraints in (2.3)
occurs and the computational complexity is then basically induced by the very first AL
subproblems. Our experience with the AL algorithm, limited to the seismic reflection
tomography problems described in section 5.1, supports that conclusion.
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