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Abstract: Let (f1,..., fs) be a polynomial family in Q[X1,...,X,] (with s <n —1) of
degree bounded by D, generating a radical ideal, and defining a smooth algebraic variety
Y C C". Consider a generic projection 7 : C" — C, its restriction to V and its critical locus
which is supposed to be zero-dimensional. We state that the number of critical points of 7
restricted to V is bounded by D*(D —1)"~¢( " ). This result is obtained in two steps. First
the critical points of 7 restricted to V are characterized as projections of the solutions of the
Lagrange system for which a bi-homogeneous structure is exhibited. Secondly we apply a
bi-homogeneous Bézout Theorem, for which we give a proof and which bounds the sum of
the degrees of the isolated primary components of an ideal generated by a bi-homogeneous
family for which we give a proof. This result is improved in the case where (fi,..., fs) is
a regular sequence. Moreover, we use Lagrange’s system to generalize the algorithm due to
Safey El Din and Schost for computing at least one point in each connected component of a
smooth real algebraic set to the non equidimensional case. Then, evaluating the size of the
output of this algorithm gives new upper bounds on the first Betti number of a smooth real
algebraic set.
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Théoréme de Bézout bi-homogéne fort et nouvelles
bornes pour 'optimisation algébrique

Résumé : Soit (fi,..., fs) une famille de polynémes dans Q[ X1, ..., X,] (with s <n —1)
de degré borné par D, engendrant un idéal radical et définissant une variété algébrique lisse
Y C C". Considérons une projection générique m : C" — C, sa restriction & V et son lieu
critique supposé étre de dimension nulle. Nous établissons que le nombre de points critiques
de  restreinte & V est borné par D*(D — 1)"~*( " ). Ce résultat est obtenu en deux temps.
Tout d’abord les points critiques de 7 restreinte & V sont caractérisés comme projections de
I’ensemble des solutions du systéme de Lagrange pour lequel nous exhibons une structure
«presque bi-homogéne». Puis, nous appliquons un théoréme de Bézout bi-homogéne, que
nous démontrons au préalable et qui borne la somme des degrés des composantes primaires
isolées d’un idéal engendré par un systéme de polynomes bi-homogénes. Ce résultat est
amélioré dans le cas ou (f1,..., fs) forme une suite réguliére. De plus, grace au systéme de
Lagrange nous généralisons ’algorithme de Safey El Din et Schost calculant au moins un
point par composante connexe sur une variété algébrique rélle au cas non équi-dimensionnelle.
L’évaluation de la taille de la sortie de cet algorithme au moyen des bornes démontrées
précédemment permet de déomntrer de nouvelles bornes sur le premier nombre de Betti
d’une variété algébrique réelle lisse.

Mots-clés : Systémes polynomiaux, Solutions réelles



1 Introduction

Consider polynomials (f1,..., fs) in Q[X,...,X,] (with s < n — 1) of degree bounded by
D generating a radical ideal and defining a smooth algebraic variety ¥V C C". Given a
projection 7 : C" — C, we study in this paper the degree of the critical locus of 7 restricted
to V and give optimal bounds on this quantity.

Motivation and description of the problem. Since computing critical points solves
the problem of algebraic optimization, it has many applications in chemistry, electronics,
financial mathematics (see [9] for a non-exhaustive list of problems and applications). More
traditionally, computations of critical points are used in effective real algebraic geometry to
compute at least one point in each connected components of a real algebraic set. Indeed,
every polynomial mapping restricted to a compact real algebraic set reaches its extrema.
Moreover, the critical locus of a generic projection restricted to a smooth algebraic set is
zero-dimensional or empty. Thus, computing the critical locus of a generic projection allows
to intersect each connected component of a compact real algebraic set which is the real
counterpart of a smooth algebraic variety.

In [11, 13, 14, 6, 7], the authors consider the hypersurface defined by f2 + --- + f2 = 0
to study the real algebraic set ¥V N R™ and, via several infinitesimal deformations, reduce
the study to a smooth and compact situation. Such techniques yield algorithms returning
zero-dimensional algebraic sets encoded by rational parametrizations of degree O(D)" (the
better bound is obtained in [6, 7| and is (4D)"). Similar techniques based on the use of a
distance function to a generic point and a single infinitesimal deformation (see [16]) yield
the bound (2D)" on the output.

More recently, other algorithms, avoiding the sum of squares and the associated growth of
degree, have been proposed (see |1, 17, 5, 2, 3, 20, 19]). They are based on the computation
of critical loci of polynomial mappings restricted to equidimensional algebraic varieties of
dimension d, defined by polynomial systems generating radical ideals. Indeed, under these
assumptions, critical points can be algebraically defined as points where a jacobian matrix
has rank n — d, and then vanishing some minors of the considered jacobian matrix. On
the one hand, some of these algorithms allow to obtain efficient implementations (see [18])
while the algorithms mentionned in the above paragraph do not allow to obtain usable
implementations. On the other hand, applying the classical Bézout bound to the polynomial
systems containing minors of a jacobian matrix which define the critical locus of a projection
gives in the case of a regular sequence D" % ((n — d)(D — 1))? (see [19, 5] where such a bound
is explicitely mentionned). This bound is worse than the aforementionned bounds, but it
has never been reached in the experiments we performed with our implementations.

Moreover, remark that these polynomial systems are not generic: they are overdetermined,
and the extracted minors from the jacobian matrix depend on fi,..., fs, so that one can
hope that the classical Bézout bound is pessimistic. Understanding the structure and the
geometry of polynomial systems defining critical points by evaluating with accuracy the
number of computed points in the worst case can lead to further practical improvements.
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The goal of this paper is to give optimal bounds on the number of critical points of a
projection function restricted to a smooth algebraic variety, in the sense that these bounds
are reached in the worst case.

Main contributions. To reach this goal, we substitute the classical algebraic charac-
terization of critical points described above by Lagrange’s characterization which consists
in writing that, at a critical point, there exists a linear combination between the vectors
(grad(fi),...,grad(fs),e), where e € C" is the vector supporting the line which is the im-
age of m. This polynomial system is called in the sequel Lagrange’s system and the additional
variables are classically called Lagrange multipliers. Equipped with such a characterization,
critical points can be geometrically interpreted as projections of the complex solution set
of Lagrange’s system, and we prove that such a characterization remains valid in the non
equidimensional situations, which is not the case of the algebraic characterization of critical
points used in [1, 17, 5, 2, 3, 20, 19]. Additionally, we prove that if fi,..., fs is a regular
sequence and if the critical locus of 7 restricted to V is zero-dimensional, then the complex
solution set of Lagrange’s system is also zero-dimensional (which is not the case in the non
equidimensional case).

Since Lagrange multipliers appear with degree 1 in Lagrange’s system, evaluating and bound-
ing the degree of the critical locus (which is supposed to be zero-dimensional) of 7 restricted
to V is equivalent to bounding the sum of the degrees of the isolated primary components of
the ideal generated by Lagrange’s system. Lagrange’s system can be easily transformed by
a bi-homogeneisation process which distinguish the variables X, ..., X, and the Lagrange
multipliers into a bi-homogeneous polynomial system. Thus, the problem is reduced to prove
a strong bi-homogeneous Bézout Theorem, i.e. a bound on the sum of the degrees of the
isolated primary components of an ideal generated by a bi-homogeneous system. We prove
such a result, by defining a convenient notion of bi-degree of such ideals.

This allows to prove that the critical locus of a generic projection 7 : C* — C restricted to
V has degree D*(D —1)"~*( " ). This bound becomes D*(D — 1)"~*("_!) in the case where

n—s

(f1,...,fs) is a regular sequence, and some computer simulations show it is optimal, since
it is reached.

At last, we use the aforementionned properties of Lagrange’s systems to generalize the algo-
rithm due to Safey and Schost for computing at least one point in each connected component
of a smooth and equidimensional real algebraic set (see [19]) to non equidimensional situa-
tions. Then, by evaluating the size of the output of this generalised algorithm, we obtain
some improved upper bounds on the first Betti number of a smooth real algebraic set.

Organization of the paper. The paper is organized as follows. In Section 2, we prove
the strong Bézout bi-homogeneous Theorem. Then, in Section 3, we focus on the properties
of Lagrange’s system and use our Bézout Theorem to prove some bounds on the degree
of critical loci of generic projections on a line. At last, in Section 4, we generalize the
algorithm provided in [19] to the non equidimensional case. Moreover, using the results of
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the preceeding sections, we prove some improved upper bounds on the first Betti number of
a smooth real algebraic set.

Acknowledgements. We thank D. Lazard for its helpful remarks and encouragements,
and J. Heintz who helped us by sending us the manuscript [12], without which it would have
been difficult to obtain these results.

2 Bi-homogeneous Bézout bound

We denote by R the polynomial ring Q[ X1, ..., X, 61, ..., (gl

Definition 1 A polynomial f in R is said to be bi-homogeneous if and only if for all (u,v) €

Q x Q:
fuXy, ... uX,,vly, ... 0l) =" f( X1, ..., Xn, b1, ..., ).

Then, the couple («, 3) is called the bi-degree of f.

An ideal I C R 1is said to be bi-homogeneous if there exists a bi-homogeneous polynomial
family generating it. A primary component of a bi-homogeneous ideal is said to be admissible
if and only if it does contain neither a power of (X1,...,X,) nor a power of ((1,... lk).

Remark that the admissible primary components of bi-homogeneous ideals define a bi-
projective variety VV in P"~1(C) x P*~1(C).

Definition 2 Let I C R be a bi-homogeneous polynomial, and (d,e) be a couple in N x N.
The couple (d, e) is an admissible bi-dimension of I if and only if d+e+2 equals the mazimum
of the dimensions of the admissible primary components of 1.

Lemma 1 Let I C R be a bi-homogeneous ideal and (d,e) € N x N an admissible bi-
dimension of I. Then, for a generic choice of d + 1 homogeneous linear forms uy, ..., ug, X
in Q[X1,...,X,] and a generic choice of e + 1 homogeneous linear forms vq,...,v., L in
Q[l1, ..., L], the ideal

I+ (u)+.. .+ u)) + (X -1)+v)+...+(v.) +{(L-1) CR

either equals R or is zero-dimensional.

Proof. The proof is done by induction on the dimension p of I C R. Suppose I has dimension
2 and let C' be a primary component of [ having dimension 2. Suppose C' contains a power
of (X1,...,X,) (resp. ({1,...,0)). Consequently, for any linear homogeneous forms X and
L lying respectively in Q[X1,..., X,] and Q[¢4,..., 0], C+ (X —1)+ (L —1) = R. Suppose
now C' does contain neither a power of (Xj,..., X,,) nor a power of (¢1,...,¢). Then, for a
generic choice of two linear homogeneous forms X and L lying respectively in Q[X1, ..., X,]
and Q[(4,...,¢], C+ (X — 1)+ (L — 1) C R is zero-dimensional.

Now, suppose the assertion to be true for p — 1 and let I C R be an ideal of dimension
p. Then, for each primary component C' of I having maximal dimension, given a generic
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linear homogeneous form u lying in Q[ X1, ..., X, ] or Q[¢y, ..., 0], C+(u) (or C'+ (v)) either
contains a power of (X7, ..., X,) ora power of (¢1,..., ), and then C+ (u)+(X —1)+(L—1)
(resp. C+(v)+(X —1)+(L—1)) equals Q[ X, ..., X,] (resp. Q[¢1,...,¥]), or has dimension
equal to p — 1.

O

In the next section, we define Hilbert bi-series of bi-homogeneous ideals. This tool is used to
relate the number of roots of a bi-homogeneous ideal of bi-dimension (0, 0) to the degree of a
zero-dimensional ideal in R. This will lead to define algebraic bi-degrees of bi-homogeneous
ideals, by applying iteratively the above lemma.

2.1 Preliminaries and definitions

Notations Let R be a polynomial ring. Given a couple (7,j) € N x N, we denote by R, ;
the subset of polynomials in R of degrees ¢ in the set of variables X;,...,X,, and j in the
set of variables ¢y, ..., {;. Given an ideal I in R and a couple (i,j) € N x N, we denote by
I; ; the intersection of I with R, ;.

Given a couple (7,7) € Nx N, we denote by R<; <; the subset of polynomials in R of degrees
less than or equal to 7 in the set of variables X1, ..., X,, and less than or equal to j in the
set of variables (1, ..., {;. Given an ideal [ in R and a couple (i,j) € N x N, we denote by
I; <; the intersection of I with R<; ;.

Definition 3 The Hilbert bi-series of an ideal I C R generated by a bi-homogeneous poly-
nomial family is the series Y, . dim (R; ;/1; ;) tit}.

The affine Hilbert bi-series of an ideal I C R generated by a (non-homogeneous) polynomial
family is the series 3, - dim (R<; <j/I<i<;) tit),

Consider a bi-homogeneous polynomial system in R defining a non-empty bi-projective va-
riety in P"7!(C) x P*~1(C) of bi-dimension (0, 0), and I the ideal it generates. This section
is devoted to prove that, for ¢ and j large enough, the coefficient appearing in the Hilbert
bi-series of [ is constant. define a notion of

The following result relates the cardinality of a bi-homogeneous ideal of bi-dimension (0, 0)
with the degree (in the classical meaning) of a zero-dimensional ideal in R.

Lemma 2 Let I C R be an ideal generated by a family of bi-homogeneous polynomial,
defining a zero-dimensional bi-projective variety V C P"~1(C) x P*~1(C).

For a couple of homogeneous linear forms X € Q[X1,...,X,] and L € Q[¢4,... ;] chosen
outside a Zariski closed subset, the ideal I + (X — 1) + (L — 1) C R is zero-dimensional and
its degree does not depend on the choice of X and L.

Proof. Consider the admissible primary components of the primary decomposition of the
ideal I in C[Xy,..., X, 01,. .., 0.
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Since each point in P"~!(C) (resp. P*~!(C)) is in one-to-one correspondence with a line in C"
(resp. CF) containing the origin, each point in V, of multiplicity the one of the corresponding
primary component in the above primary decomposition, is in one-to-one correspondence
with a couple of lines in C* x C* ~ C"™* (with the same multiplicity). In the sequel, a
homogeneous linear form X € Q[Xj,..., X, (resp. L € Q[¢1,...,¢]) is said to be generic
if the hyperplane defined by X = 0 (resp. L = 0) does not contain any of these lines in C"
(resp. CF).

Thus, for a generic choice of a homogeneous linear form (resp. L) in Q[X;,..., X,] (resp.
Q[ty, ..., 0lg]), the ideal T + (X — 1) + (L — 1) is zero-dimensional, the components of its
primary decomposition in C[Xy,..., X,,¢,..., 0] are contained neither in (X;,...,X,)
nor in ({q,...,¢). Moreover, the ideals (/ + (X — 1)) N Q[Xy,..., X,]J and (I + (L —1))N
Q[¢1, ..., L)) are zero-dimensional and have the same degree, which does not depend on the
choice of X and L.

O

Remark 1 Notice that if X € Q[X,...,X,] and L € Q[t4,..., 0] are not chosen generi-
cally (in the meaning of the above proof), the ideal I + (X — 1) + (L — 1) has a degree less
than the one obtained when X and L are generic.

Denote by R’ the polynomial ring Q[X1,..., X, 1,01,...,0,_1]. Given a polynomial f in
RZ; _; of total degree o < i (resp. ( < j) when considered as a polynomial with coefficients in
Q[ly, ..., k1] (resp. Q[X1,..., X, 1)), consider the application ¢; ; : RZ; .; — R;; sending
f € R, _; to the polynomial ¢; ;(f) = Xﬁ‘o‘éfg_ﬂf(ig—i, L X;;l, ﬁ—i, e f’z;l). Given I C R,
¢i5(I) denotes {5 ;(f) | f € I<i<;}- Additionally, consider the mapping 15 ; : R; j — R, _;
(which takes place of a dehomogeneization process in a homogeneous context) by sending a
polynomial f € R, ; to

’QDZJ(f) - f(Xb “e >Xn—l> 1,€1, SN >€k—la 1) G R/.

Lemma 3 Consider two integers i and j, an ideal I of R' and ¢;; the above application
from R' to R. Then

dim(R; o;/1<i<;) = dim(R;;/dij(I<i<j)).

Proof. Checking that ¢ and ¢ are linear mappings which are invert of each other is immediate.
Thus, R;; and R, _; on the one hand, and I<; <; and ¢(I);; on the other hand, are finite-
dimensional isomorphic vector spaces. Since for vector spaces E, F' with F' C F, dim(F) =
dim(F') + dim(E/F), we are done. O

Given a polynomial f € Q[X,,...,X,],and A € GL,.(Q), we denote by f# the polynomial
obtained by performing the change of variables induced by A on f. We denote by I the ideal
generated by f& ..., f4 and by V2 the algebraic variety associated to I*. In the sequel, we
consider exclusively matrices A such that the action of A on R is a bi-graded isomorphism
on R with respect to the variables X;,..., X, and ¢4,..., /¢, i.e. for all homogeneous linear
forms X € Q[X,...,X,] (resp. L € Q[ly,...,0]), A(X) (resp. A(L)) is linear form in
Q[X1, ..., X, (resp. Q[ty, ..., 0l]).
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Lemma 4 Let I C R be an ideal, then I and I™ have the same Hilbert bi-series.

Proof. The action of A on R is an isomorphism of bi-graded ring of degree (0,0) for which
the inverse is the action of A~'. Thus, R;; equals Rf‘j and, if £ C R is a QQ-vector space,
dim(V) = dim(E?). Since for vector spaces E,F with F C E, dim(F) = dim(F) +
dim(E/F), we have dim(R; ;/1; ;) = dim(R; ;/I/) which implies the equality of the Hilbert
bi-series of I and I4. O

Proposition 1 Let I C R be an ideal generated by bi-homogeneous polynomials, defining a
zero-dimensional bi-projective variety V in P"~1(C) x P*~1(C). For i and j large enough,
the coefficient of index i, j in the Hilbert bi-series of 1: dim(R; ;/I; ;) is constant.

Its value is the degree of the ideal I + (X — 1) + (L — 1) C R, where X and L are generic
homogeneous linear forms chosen respectively in Q[ X, ..., X,| and Q[t4, ..., lg].

Proof.  Given generic homogeneous linear forms X € Q[Xq,..., X, ] and L € Q[ly, ..., 0]
satisfying the assumptions of Lemma 2, the ideal /4 (X —1)+(L—1) C R is zero-dimensional
and its degree does not depend on the choice of X and L. Now, choosing A € GL,.x(Q)
such that A(X) = X,, and A(L) = {;, and such that the canonical action of A on R is a
bi-graded isomorphism on R of degree (0,0) with respect to the variables Xi,..., X, and
(1, ..., 0, the conclusion follows immediately from Lemmata 4 and 3.

O

2.2 Definition and properties of an algebraic bi-degree

From the preceeding paragraph, the algebraic bi-degree of a bi-homogeneous ideal defining a
bi-projective variety in P"~1(C) x P*~1(C) can be defined as the classical degree of the same
ideal augmented by two affine linear forms, the first one lying in Q[X7,..., X,,] on the one
hand, and the other one lying in Q[¢y, ..., ¢;] on the other hand. Remark that this algebraic
bi-degree is also the sum of the algebraic bi-degrees of the admissible primary components
of the considered ideal. To define a notion of algebraic bi-degree available in the positive
dimensional case, we use the preceeding by augmenting the ideal under consideration with
homogeneous linear forms in Q[X7, ..., X,] and Q[/;, ..., ¢] reducing our study to the case
of bi-homogeneous ideals of bi-dimension (0,0). As mentionned above, this can be done
in several ways. The result below is crucial to understand the canonicity of the further
definitions of algebraic bi-degree given in this paragraph.

Lemma 5 Let I C R be a bi-homogeneous ideal and suppose the mazimal dimension of the
admissible primary components of I to be 3. Consider f € R of bi-degree («, 3) which is
generic for I (i.e. f does not belong to any prime associated to a primary component of I).
Then, for generic linear homogeneous forms u, X in Q[ X1, ..., X,] and v, L in Q[¢y, ..., l]:

deg(I+(f)+(X—-1)+(L—1)) = adeg(I+u+ (X —1)+(L—1))+5 deg(I+v+(X—1)+(L—1)).

Proof. Let H(I) =, a; jtt denote the Hilbert bi-series of I, annp,;(f) the annihilator
of f with respect to I. Remark that since f is generic for I, anng/;(f) is 0 and that since

INRIA



dim(7 + (f) + (X — 1) + (L — 1)) = 0. Since the sequence below

0 — anng/;(f) — R/]LR/[ — R/(I+{f)) = R
is exact, the following holds for any generic element f € R of bi-degree («, 3):
(1= 5YH(ID) = H(I +(f))

The same way, remark also that for a generic linear form u (resp. v) in Q[X7, ..., X,] (resp.
Q[¢1, ..., lx]) the bi-dimension of I+ (u) (resp. I+ (v))is (0,0) and then the Hilbert bi-series
H(I + (u)) and H(I + (v)) have a constant term when both i, j — oo, say S; and 5.

Thus, the coefficient of index (¢, j) in H(I+(f)) is constant and equals: a;; —a;_q ;—3, which
can be rewritten as:

QI
—
|
—

(@ipj = Gip-15) + D (Giajp— Gi—ajp-1)

3
I
o

3
Il
=)

Remark now, that the first term of the above sum equals «.S; while the second equals 3.S55.

Remark that if (/+(X —1)+ (L —-1)) NQ[Xy,...,X,] (resp. [+ (X —-1)+(L—1))N
Q[t1, ..., t]) is zero-dimensional in Q[X7, ..., X,,] (resp. Q[l1,...,lk]), deg(] + (u) + (X —
1)+ (L —1)) =0 (resp. deg({ + (v) + (X — 1) +(L — 1)) =0).

Definition 4 Let I C R be a bi-homogeneous ideal, D C N x N the subset of couples (d, e)
such thatd <n—1,e<k—1 and d+ e+ 2 equals the maximal dimension of the admissible
primary components of I. The algebraic bi-degree of I, denoted by bideg(I) is the sum

D deg(I+ (ur) + -+ + (ua) + (1) + -+ (ve) + (X — 1) + (L — 1))
(d,e)eD

where uy, ..., uq, X (resp. vi,...,v., L) are generic linear homogenenous forms in the poly-
nomial ring Q[ X1, ..., X,| (resp. Q[t1,... k).

The strong algebraic bi-degree of I is the sum of the algebraic bi-degrees of the admissible
1solated primary components of 1.

Notations : In the sequel, given a bi-homogeneous ideal / C R and an admissible bi-
dimension (d,e) € N x N of I, we denote by Cy.(I) the degree of:

T+ (up)+- -+ {ug) +(v1) +- -+ (ve) +{(X = 1)+ (L —1)

where uq, ..., uq, X (resp. vi,...,v, L) are generic linear homogenenous forms in the poly-
nomial ring Q[X7, ..., X,,] (resp. Q[(1,...,¥]). By convention, if d >n—1ore >k —1,
Cae(I) is null.

In |21], the author uses Intersection Theory to prove that in the case of a bi-projective variety
VY C P 1(C) x P¥71(C) of bi-dimension (0,0), the cardinality of V (which coincides in this
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case with the bi-degree of the ideal defining V) is bounded by the classical bi-homogeneous
Bézout bound.

In [12], the authors give a similar statement using deformation techniques. We extend this
statement to the strong bi-degree of a bi-projective variety V C P"~1(C) x P*~1(C) defined
by a bi-homogeneous polynomial system S C R. To this end, we follow [15] which gives a
similar statement in the homogeneous case.

2.3 Proof of a bi-homogeneous Bézout-Theorem

Proposition 2 Let [ C R be a bi-homogeneous ideal, D the mazimal dimension of its
admissible primary components, and f € R be a generic bi-homogeneous polynomial of bi-
degree (o, 8) (i.e. [ is not a zero-divisor in R/C for any admissible primary component C
of I having mazimal dimension).

Consider D C N x N the subset such that (d,e) € D if and only if d+ e+ 2 equals D — 1 and
0<d<n-—1and0<e<k—1. Then, the bi-degree of I + (f) equals:

o (Laeren CarrelD) + 8 (Sien Caern(D)

Proof.  Consider a bi-homogeneous ideal / whose admissible primary components have
maximal dimension D, a generic element f for I, and generic linear homogeneous forms u, X
(resp. v, L) in Q[ X1, ..., X,,] (resp. Q[¢1, ..., {k]). From Definition 4, the bi-degree of I+ (f)
equals:

S Codl+ ()

(d,e) € N?
dtet+2=D—1

Given generic linear homogeneous forms uy, ..., ug, X (resp. vy,..., v, L) in Q[X1,..., X,]
(resp. Q[l1,...,4;]), from Lemma 5 applied to I + (uy) + -+ + {ug) + (v1) + -+ + (v.) +
(X —1) 4+ (L — 1), which has dimension 3, the following holds for any (d,e) € N? such that
d+e+2=D—1:

Cd,e(l + <f>> == Oé.Cd_H’e(I) + ﬁ.Cd@_;,_l(])

Adding these terms ends the proof.

Applying recursively this result, one obtains immediately the following corollary.

Corollary 1 Let fi,..., fs be a regular sequence of R of respective bi-degrees (ay, 31), ...,
(cws, Bs). Then, the bi-degree of the ideal (f1,..., fs) is bounded by:

B(fi,- i ) =Y (iezas) . (e s 3))

I7l.7

where I and J are disjoint sets for which the union is {1,... ,min(s,n + k — 2)} such that
the cardinality of T (resp. J) is bounded by n — 1 (resp. k—1).
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Lemma 6 Let I C R be a primary ideal of dimension D defining a non-empty bi-projective
variety in PP1(C) x PE=1(C), f € R of bi-degree (o, 3) such that I contains a power of f,
and f a generic element for I. Then, if both o and 3 are not null or if a« =0 and D > k+1
orif =0 and D > n+ 1, the bi-degree of I + (f) is less or equal to the bi-degree of I + f.

Proof. Since f is not a generic element for I, dim(/+(f)) = dim(/), and then the bi-degree of
I+ (f) equals the sum of Cy.(I+ (f)) where (d, e) lies in the set of admissible bi-dimensions
of I. Remark that Cy.(I + (f)) is the degree of I augmented by generic linear forms and
f- Since the forms are generic, I augmented by these forms is primary also, and contains
a power of f. Thus, we are lead to consider to evaluate the degree of a zero-dimensional
primary ideal augmented by an element f of R such that a power of f is contained in the
considered primary ideal. Thus, Cy (I + (f)) < Cy.(I).

On the other hand, consider a generic element f € R for I. Then, if both o and ( are not
null, or if 3 =0and D > k + 1, orif « = 0 and D > n — 1, Proposition 2 implies that
bideg(I + (f)) > bideg(I) > bideg(I + (f)).

O

Theorem 1 Let fi,. .., fs be bi-homogenous polynomials of R of respective bi-degree (aq, 1),
oy (a, Bs), with s <n+k —2. Suppose that for alli =2, ..., s:

e cither both «; and [3; are not null,

e or if 5; = 0 the maximal dimension of the admissible primary components of the ideal
(fi,..., fi_1) is greater than k + 1,

e orif a; = 0 the mazrimal dimension of the admissible primary components of the ideal
(fi,..., fi_1) is greater than n + 1.

Let C4, ..., C, be the isolated primary components of I. Then, the following inequality holds:
p
> bideg(Cy) < B(f1, ..., f)
j=1

where B(f1, ..., fs) = > 7 7 Miezw) . (IjesB3;) where T and J are disjoint subsets for which
the union S
{1,..., s} such that the cardinality of T (resp. J) is bounded by n — 1 (resp. k—1).

Proof.  Consider the ideal I = (f1,..., fs-1) C R and f; € R. The strong bi-degree of
I + (fs) is the sum of the bi-degrees of the isolated primary components of I + (f,) which
can be obtained as the isolated primary components of C' + (f,), where C' goes through the
set of isolated primary components of I.

Consider now an isolated primary component C' of I. If it does not contain a power of f,,
then C'+(f;) is equidimensional and then the strong bi-degree of C'+(f;) equals its bi-degree.
Suppose now C contains a power of f;. Then, f; belongs to the prime ideal P associated
to C' and since P + (fs) = P, the strong bi-degree of C' + (f;) is bideg(C + (fs)), since it
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is also equidimensional. Thus, we are interested in bounding > 7 | bideg(C; + (fs)) where p
denotes the number of isolated primary components of I.

We distinguish the primary components containing a power of f, from the others. Suppose
C'is an isolated primary component of I which does contain a power of f,. Moreover, since
s < n+k — 2, there exists f € R of bi-degree (as, 35), which is not a zero-divisor in R/I.

Then, from Lemma 6, bideg(C' + (f;)) < bideg(C + (f)).

Thus, the strong bi-degree of I + (f) is bounded by the strong bi-degree of I + (f) where
f is a non-zero-divisor in R/I of bi-degree (ay,3s). Applying inductively this argument,
the strong bi-degree of (f1,...,fs) is bounded by the strong bi-degree of a regular sequence

(f1,..., fs) of respective bi-degrees (aq, 31), ..., (s, Bs), and then by B(fi, ..., f), following
Corollary 1.

O

3 Upper bound on the critical locus of a generic projec-
tion

Definition 5 Consider an algebraic variety V C C", and denote by I(V) the ideal associated
to V.

o If f is a polynomial in Q[ X1, ..., X,], the linear part of f at a point p = (p1,...,pn) €
C", denoted by d,(f), is defined to be: dy(f) = 3= (X1 = p1) + ...+ & (X — pa).

o The tangent space of V at p, denoted by T,(V), is the variety: T,(V) =V (d,(f) : f €
(V).

o Forp eV, the dimension of V at p, denoted by dim, (V) is the mazimum dimension of
an trreducible component of V containing p.

o A point y € V is said to be smooth (or nonsingular) if dim(7,(V)) = dim, (V).
e An algebraic variety YV C C" is smooth if and only if all points p € V are smooth points.

Lemma 7 Let V C C" be a smooth algebraic variety defined by s polynomials fi, ..., fs

lying in Q[X4,...,X,| generating a radical ideal, ™ the canonical projection:
T Ccr — C
(X1,...,2,) +— 1

Given p € V, the point p is a critical point of ™ restricted to V if and only if there exists a
point (A1,...,As) in C° such that (A1,...,As,p) € C° x C™ is a solution of the polynomial
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system in Q[ly, ..., s, X1,. .., Xp]:

( fla:f:fs:gf
618—)(}1+"'+£38X51 =1
af ofs __

02+ =0

\

where (1, ..., s, are new variables.

Proof. By definition, a point p € V is a critical point of 7 restricted to V if and only if the dif-
ferential of 7 in p, denoted by d,(7) projecting the vectors of 7,,(V) on their first coordinate, is
not surjective. This is equivalent to say that the vectors whom coordinates are null except the
first are normal to 7,(V). On the other hand, from the second item of Definition 5 and since
(fi,---, fs) is a radical ideal, the vector space generated by Span(grad,(f1),...,grad,(fs))
is supplementar with 7,,()).

Thus, p is a critical point of 7 restricted to V if and only if the vectors whom coordinates
are null except the first one belongs to Span(grad,,(f1),...,grad,(fs))-

This means exactly there exist complex numbers \q, ..., A, such that:
ML+ N2 =0

18X2 S9Xs

which ends the proof.
O

Remark 2 This algebraic characterization is well known as Lagrange’s characterization (or
Lagrange’s system ).

Notice also that the above Lemma defines critical points of a projection function restricted
to an algebraic variety as roots of an elimination ideal. Remark that the considered algebraic
variety 1s not supposed to be equidimensional contrarily to the algebraic characterization of
critical points which is used in [1, 17, 19, 5, 2, 3.

This fact is a key point to generalize Safey-Schost’s algorithm [19] computing at least one
point in each connected component of a real algebraic variety to the non equidimensional
case.

From now on, we consider a smooth algebraic variety V C C" defined by s polynomials
fi,.., fs lying in Q[X7, ..., X,] generating a radical ideal. In the sequel, we use linear
change of variables. Given a polynomial f € Q[X1,...,X,], and A € GL,(Q), we denote by
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fA the polynomial obtained by performing the change of variables induced by A on f. We
denote by I* the ideal generated by f#,..., fA and by VA the algebraic variety associated
to IA.

Lemma 8 Let V C C" be a smooth algebraic variety defined by s polynomials fi,..., fs
lying in Q[Xi,...,X,] generating a radical ideal. Given A € GL,(Q), consider I* C
Q[ly, ..., ls, X1, ..., Xy] the ideal generated by the polynomial system:

(==t
I R
o

618)32_}_ S@XQ_O

. A
\ glafl +. +£Sg§§n =0

There ezists a proper Zariski-closed subset H C GL,(C) such that if A ¢ H, the elimination
ideal I* N Q[X,, ..., X,] is zero-dimensional.

Moreover, if fi,..., fs is a regqular sequence in Q[X1,...,X,] generating a radical ideal,
there erists a proper Zariski-closed subset H' C GL,(C) such that if A ¢ H', then I* is
zero-dimensional.

Proof. Consider a family of polynomials (g1,...,gx) in Q[X1,...,X,] generating a radical
equidimensional ideal whose associated algebraic variety is an equidimensional component
Cyof V C C". Let PA C C" be the algebraic variety associated to I* N Q[X1, ..., X,] and
P2 asubset of PA such that P2 is the intersection of PA and C#, the complex solution set
of:

From [19, Theorem 2|, there exists a Zariski proper closed subset of GL,(C) such that if
A ¢ H,, the critical locus of the canonical projection 7:

T Ccr — C
(X1,...,2,) +— 1
restricted to C'4* is zero-dimensional. Now, consider the polynomial system in Q[my, ..., my,
Xl, ceay Xn]
( 91 == gifA =0
gl gt =

991 99 _

A
\m1g§§n+ .+ my 8gk =0
and J# the ideal it generates. From Lemma 7, the crltlcal locus of 7 restricted to C4* is the
algebraic variety associated to JA N Q[Xy, ..., X,], which is consequently zero-dimensional
if A ¢ Hy.
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Since the tangent space to V at any point p in C; C V is equalled to the tangent space to
Cy at p, and since (g1, ..., gx) is a radical ideal, the following holds:

Span(grad,(g:), .. .,grad,(gx)) = Span(grad,(f1),...,grad,(fs))

Moreover, for A.p € C* C VA:

A. (Span(gradp(gl), . ,gradp(gk))) = Span(gradA.p(gf‘), e gradA.p(g,?))

and
A. (Span(grad,(f1), ..., grad,(f,))) = Span(grad, ,(f*), ..., grads ,(f*))
Thus, at each point ps € P2,
Span(grad,,, (gM), ... ,grad,,, (gh)) = Span<gradpA(flA>7 e 7gradpA(f8A>>

Thus, P2 is exactly the algebraic variety associated to JA N Q[X1,. .., X,], which is zero-
dimensional if A ¢ H,. Iterating the above on each equidimensional component of V, we
are done.

Now, suppose f1,..., [s to be a regular sequence in Q[X7, ..., X,,] generating a radical ideal.
Then the ideal (fi,..., fs) is equidimensional of dimension n — s. Thus, at any point of
V the jacobian matrix Jac(fi,..., fs) associated to fi,..., f; has rank s. Consequently, at
any point p in the algebraic variety associated to I* N Q[X1,..., X,], the jacobian matrix
Jac(f#,..., fA) has rank s since it equals A~tJac(fA,..., fA). Moreover, if A does not
belong to a proper Zariski closed subset of G L, (C), the algebraic variety P* associated to
I* N Q[Xy,...,X,] is zero-dimensional. Thus, for any point p € P* there exists at most a
finite set of points (A1,...,As) in P(C)® which is a solution of the linear system:

Argrad, (f{) + ...+ As.grad,(f2) =u

(where u has null coordinates except the first one), which ends the proof.

We are now ready to state the main result of this section.

Theorem 2 Let fi,..., fs in Q[Xy,...,X,]| be s polynomials (with s < n — 1) generating
a radical ideal, and V C C" the algebraic variety it defines and w : C* — C the canonical
projection on the first coordinate. Denote by D € N an integer bounding the degree of
fi,-- fs, and d the dimension of (fi,...,fs). There exists a hypersurface H C GL,(Q)
such that if A ¢ H, the critical locus of 7 restricted to V* is zero-dimensional. Moreover :

e the number of critical points of ™ restricted to VA is bounded by:

D*(D—1)"* (n " S)
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e if f1,...,fs is a reqular sequence in R, the number of critical points of w restricted to

VA is bounded by:
DS(D _ 1)n—5 (n - 1)

n—s

Proof. 'The fact that, up to a generic choice of A € G L, (Q), the critical locus of 7 restricted
to VA is zero-dimensional is an immediate consequence of Lemma 8. Then, replacing each
X; by X;/Xo for i = 1,...,n, each ¢; by ¢;/l, for j = 1,...,s in the polynomials of the
system given in Lemma 8, and taking the numerators, one obtains a bi-homogeneized system
in Q[Xo, ..., Xy, o, ..., ). Since the Lagrange multipliers appear with degree 1, bounding
the cardinality of the critical locus of 7 is equivalent to bound the strong bi-degree of the
ideal generated by this polynomial system. Then, a simple application of Theorem 1 proves
the first item of the Theorem.

Now, suppose that fi,..., fs is a regular sequence. Since ) is smooth the jacobian matrix
of f1,..., fs has rank n — s at any point of V. Then, the solutions (z1,...,z,, A1,..., As) of
the polynomial system:

Ny

ot afr
618—)52+...+638X2 =

'aA afa
| Ggit + ..+ 42 =0

for which there exists i € {1, ..., s} such that \; # 0 are the critical points of 7 restricted to
V. One can then apply the bi-homogeneization process exhibited above and apply Theorem 1
on this system defining a bi-projective variety in P*(C) x P*~1(C).

O

Remark 3 Several corollaries can be obtained from the above result:

e In the case where D = 2, the bound we obtain is single erponential in the number
of polynomials s and not in the number of variables. It explains the complezity of
the algorithm provided in [10], which is also single exponential in s and computes the
extrema of a quadratic mapping restreicted to an algebraic variety defined by quadratic

equations.
o According to the proof of Lemma 7, in the case where s = n—d, and where (f1, ..., fo_q)
defines a regular sequence in Q[Xy, ..., X,| and generates a radical ideal, the critical

locus of the projection m on the first coordinate can be defined as the complex solution
set of the polynomial system.:

f1:...:fn_d:O
and the vanishing of all the (n — d,n — d) minors of the jacobian matriz associated
to the above polynomial family with respect to the variables Xo, ..., X,. Since these

determinants have degree (n — d)(D — 1), applying the classical Bezout bound to such
a system allows to bound the number of critical points of = by D"~ ((n — d)(D — 1))".
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This quantity, which is greater than the bound given in Theorem 2, is used in [3, 2]
to bound, in the worst case, the number of critical points computed by the algorithms
proposed in these papers. A similar approach is used in [17, 5, 4] to give similar bounds
on the number of critical points of a distance function in the worst case.

Our bound, given in Theorem 2, shows that the previous ones were not accurate enough,
in particular in the case where d =n/2.

We show in the following section how our bound can be used to improve the already known
bounds on the first Betti number of a smooth real algebraic set defined by a polynomial
system generating a radical ideal.

4 Generalisation of Safey/Schost’s Algorithm

In this section, we first generalize Safey-Schost’s algorithm provided in [19] to the non equidi-
mensional case. Then, we estimate the number of computed points by the algorithm we
propose using Theorem 2 to bound the first Betti number of a smooth real algebraic set
defined by a polynomial system generating a radical ideal.

Given a smooth algebraic variety V C C" of dimension d, we denote by II; (for 7 in {1,...,d})
the canonical projection:

(X1, ..y @) — (T1,...,25)
and by W,,_;_1)(V) the critical locus of II; restricted to V, i.e. the union of the critical points

of TI; restricted to each equidimensional component of V. Following [19], we set W,,_4(V) =V

and we have:
W,(V) CWa(V) C ... T W1 (V) CWog(V)

In the equidimensional case, Safey Schost’s algorithm is based on the following geometric
result:

Theorem 3 [19] Let V C C" be a smooth equidimensional algebraic variety of dimension d.
Up to a generic linear change of variables, given an arbitrary point p = (p1,...,pq) € R,
Wo—-1y(V) NI (p1, - - -, pie1) is zero-dimensional for i in {1,...,d + 1}, and the finite
algebraic set:

Wi aOV) NI (p1s o pa)s s Wy V) NI (P s i)y o Wa(V)

intersects each connected component of the real counterpart of V.

A naive way of using this result to compute at least one point in each connected component
of a real algebraic set defined by a polynomial system

fi=...=f=0
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generating a non equidimensional ideal is to compute an equidimensional decomposition of
the ideal (f1,..., fs) and apply Theorem 3 to each computed equidimensional component.
This technique is underlying in many recent algorithms computing at least one point in each
connected component of a real algebraic set (see [1, 20, 17]) and does not allow to prove
satisfactory complexity results neither on the output of the algorithms nor on the arithmetic
complexity, since the degree of the polynomials defining each equidimensional component is
not well controlled.

Notations We denote by 7; the canonical projection:

T Ccn — C

(X1, ..., T) +— @

Lemma 9 Let (fi,..., fs) be a polynomial family in Q[ X1, ..., X, ] generating a radical ideal

of dimension d. Given a generic point (py,...,pa) in Q, consider the polynomial system in
@[61, NN ,Es, Xl, . ,Xn]
fi=...=f=0,Xi—-p=0,..X;—p; =0
TR
of 3fs
baxs +- '+£sax2 =0

gl 8f1 + . +€S§){i =0

The projection of its complex solution set on X1,..., X, is II; ' (p1,...,p:) N Whi(V).

Proof. Consider (g1,...,9x) € Q[Xj, ..., X,] a polynomial family generating a radical ideal
whose associated algebraic variety C; is an equidimensional component of V C C". Let y
be a point in IT; ' (py, ..., p;) "W, _(Cy) and ey, ..., e;; the gradient vectors of Xi,..., X;.
Since y € W,,_;i(Cy) :

dim(Span(ey, . ..,e;;1) + Span(grad,(g1), ..., grad,(g:))) <n —d +i.

Since y is a regular point of Cy, dim(Span(grad,(g1), ..., grad,(gx))) = n — d.
Moreover, y satisfies the equations X; = p;,..., X; = p1, and since (py,...,p;) is generic,
I1; Y(py,...,p;) N Cy has dimension d — 4. This implies :

dim(Span(grad,(g1), . ..,grad,(gx),e1,...,€)) =n—d+i

and then e;; € Span(grad,(g1),...,grad,(gx),e1,...,e).

Since (fi, ..., fs) generates a radical ideal and since Cj is an equidimensional component of
Vv,
Spa’n(grady(gl)u cee 7grady(gk)) = Span<grady(fl)7 ce 7grady(f8)>‘

which ends the proof.
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Given a polynomial family (fi, ..., fs) C Q[Xj, ..., X,] and d the dimension of the ideal they
generate, and A € GL,(Q), for i € {1,...,d} we denote by I* C Q[X1,..., X, 01, ..., 0]
the ideal generated by:

(fA=...=fA=0,

Xl_pl :O,,XZ—pZ:O

aA aA
61%+...+€18§;1 =

of OFf _
L+ +h5e =0

a2 2

Theorem 4 Let (fi,...,fs) C Q[Xy,...,X,] be a polynomial family generating a radical
ideal and defining a smooth algebraic variety V C C" of dimension d, and (p1,...,pq) € Q?
a generic point. Then, there ezists a hypersurface H C GL,(Q) such that if A ¢ H, for all
i €{1,...,d} the ideals I* N Q[X, ..., X,] are either zero-dimensional or equal to (1) and
the set of their real roots intersect each connected component of ¥V NR".

Proof. Let Cj be an equidimensional component of V C C" having dimension d. From

Theorem 3, given an arbitrary point (pi,...,ps) € Q% there exists a proper Zariski closed
subset Hy C GL,(Q) such that if A ¢ Hgy, then the union II;'(py,...,p;) N W,_i(C})
for i = 1,...,d and WA is zero-dimensional and its real locus intersect each connected

component of the real counterpart of V. The conclusion follows by applying Lemma 9.
O

Following the above result, after a generic choice of A € GL,(Q), the elimination ideals A N
Q[X1, ..., X,] are zero-dimensional or (1) and encode at least one point in each connected
component of V N R™. To obtain new bounds on the first Betti number of a smooth real
algebraic variety, it suffices to sum the bound on the number of the critical points which are
computed by applying Theorem 2 to each polynomial system defining the ideals ;. This
proves the following result.

Theorem 5 Let (fi,...,fs) C Q[Xy,...,X,] (withs < n—1) generating a radical ideal and
defining a smooth algebraic variety ¥V C C" of dimension d. Then, the number of connected
components of V N R™ s bounded by:

D* zd:(D e (n ﬁ: S)

i=0
Moreover, if (f1,. .., [s) is a reqular sequence, the number of connected components of VNR"
s bounded by:
~— n—1—1
DS D — 1)s—t
;( ) (n -1 — s)

Is is easy to prove that D* 3" (D — 1)"=*7("~1~") is less or equal to D.(2D — 1)"~! which

n—i—s

is the best known bound on the first Betti number (see [8]). Computer simulations show
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that D* > (D — 1)"*7#( "% ) is less or equal to D.(2D — 1)"~! for values D, n and s
between 2 and 200.
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