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Abstract: Measurements of geometric primitives are often noisy in real applications and we need to
use statistics either to reduce the uncertainty (estimation), to compare measurements, or to test hy-
potheses. Unfortunately, geometric primitives often belong to manifolds that are not vector spaces.
In previous works [Pennec, 1996, Pennec and Ayache, 1998], we used invariance requirements to
develop some basic probability tools on transformation groups and homogeneous manifolds that
avoids paradoxes.

In this paper, we consider the Riemannian metric as the basic structure for the manifold. Based
on this metric, we develop the notions of mean value and covariance matrix of a random element,
normal law, Mahalanobis distance and x? test. We provide a simple (but highly non trivial) charac-
terization of Karcher means and an original gradient descent algorithm to efficiently compute them.
The notion of Normal law we propose is based on the the minimization of the information knowing
the mean and covariance of the distribution. The resulting family of pdfs spans the whole range
from uniform (on compact manifolds) to the point mass distribution. Moreover, we were able to
provide tractable approximations (with their limits) for small variances which show that we can
effectively implement and work with these definitions.

To come back to more practical cases, we then reconsider the case of connected Lie groups and
homogeneous manifolds. In our Riemannian context, we investigate the use of invariance principles
to choose the metric: we show that it can provide the stability of our statistical definitions w.r.t.
geometric operations (composition, inversion and action of transformations). However, an invariant
metric does not always exists for homogeneous manifolds, nor does a left and right invariant metric
for non-compact Lie groups. In this case, we cannot guaranty the full consistency of geometric
and statistical operations. Thus, future work will have to concentrate on constraints weaker than
invariance.

Key-words: Riemannian geometry, statistics, probabilties, invariance.
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Probabilités et statistiques sur des variétés riemanniennes :
une approche géométrique

Résumé : Les mesures de primitives géométriques sont souvent bruitées dans les applications
réelles et nous devons utiliser les statistiques pour en réduire I'incertitude (estimation), pour les
comparer ou pour tester des hypothéses. Malheureusement, ces primitives géométriques appar-
tiennent souvent & des variétés qui ne sont pas des espaces vectoriels. Dans des travaux précédents
[Pennec, 1996, Pennec and Ayache, 1998, nous nous sommes appuyés sur l'invariance pour déve-
lopper des outils statistiques de base qui évitent les paradoxes dans des groupes de transformation
et des variétés homogeénes.

Dans ce rapport, nous considérons la métrique riemannienne comme la structure déterminant
la variété. En se basant sur cette métrique, nous développons les notions de valeur moyenne et
de matrice de covariance d’un élément aléatoire, de loi normale, de distance de Mahalanobis et
de test du x2. Nous présentons une caractérisation simple (mais hautement non triviale !) de la
moyenne de Karcher ainsi qu’un algorithme de descente de gradient efficace pour I’obtenir. La notion
de loi normale que nous proposons repose sur la minimisation de I'information de la distribution
connaissant la moyenne et la covariance. La famille de densités qui en résulte va de la distribution
uniforme (mesure ou densité pour le cas compacte) a la distribution ponctuelle (Dirac). Nous
fournissons de plus des approximations simple (ainsi que leurs limites) pour de faibles variances qui
montrent que I’on peut travailler efficacement avec ces définitions.

Pour en revenir a des cas plus pratiques, nous reconsidérons les groupes de Lie et les variétés
homogénes. Dans le contexte riemannien, les principes d’invariance s’expriment sur la métrique.
Nous montrons que cala apporte la stabilité de nos définitions statistiques par rapport aux opéra-
tions géométriques (composition, inversion et action de transformations). Cependant, une métrique
invariante n’existe pas toujours pour une variété homogéne, tout comme une métrique bi-invariante
(a droite et a gauche) n’existe en général pas pour un groupe de Lie non compact. Dans ce cas,
nous ne pouvons pas garantir la consistance de toutes les opérations statistiques et géométriques.
Les travaux futurs devront donc se concentrer sur des contraintes plus faibles que l'invariance.

Mots-clés : Géométrie riemannienne, statistiques, probabilités, invariance.



Statistics on Riemannian Manifolds 3
Contents
1 Introduction 5
1.1 Riemannian metric, distance and geodesics . . . . . . .. ... 0oL 6
1.2 Exponential map and cut locus . . . . . .. .. Lo 7
1.3 Riemannian measure or volume form . . . . . . . ... ... oL oL 9
1.4 Gradient, Hessian and Taylor expansion of a real function . . .. .. ... ... ... 9
1.5 Curvature and regular geodesic balls . . . . . .. ... ... 0 0000, 10
2 Probabilities and statistics on a Riemannian Manifold 11
2.1 Probability density function . . . . . ... .o L o oL 11
2.2 Expectation and Mean value . . . . . . . . . . .. ... e 12
2.3 Characterizing a Karcher mean . . . . . .. . .. .. ... ... ... ... 14
2.4 A gradient descent algorithm to obtain themean . . . . . .. ... ... ... ... 16
2.5 Covariance matrix . . . . . . . oL L e e 17
2.6 Several random primitives . . . . . . ..o 18
2.7 A generalization of the Normal distribution . . . .. .. ... ... . ... ... ... 19
2.8 Mahalanobis distance and x? law . . . . . . . ... ... ... 23
3 The case of connected Lie groups 24
3.1 Left and Right Invariant Metrics . . . . . . . . . .. ... ... .. 24
3.2 Principal chart . . . . . . . L e 25
3.3 Propagation of the pdfs for some simple group operations . . ... ... ... .... 26
3.4 Obtaining the Karcher mean values . . . . . . . . .. ... ... ... ... .. 28
3.5 Properties of the Karcher expectation for the group operations . . . ... ... ... 28
3.6 A word on the propagation of the Normal law parameters . . ... ... .. ... .. 31
4 The case of connected homogeneous manifolds 32
4.1 Invariant Riemannian metric . . . . . . . . . ... L Lo Lo 32
4.2 Principal chart . . . . . . . .. 33
4.3 Propagation of pdfs. . . . . . . . L L 33
4.4 Obtaining the Karcher mean values . . . . . . .. .. ... ... ... ... ..... 34
4.5 Stability of the Fréchet expectation and Normal law . . . . . . .. . ... ... ... 35
5 Discussion 36
References 38
A Gradient of the variance 40
B Approximation of the generalized Normal density 43
B.1 Manifolds of non positive curvature at the mean point . . . . ... .. ... .. ... 43
B.2 Manifolds with a cut locus at the mean point . . . . .. ... ... ... ... ..., 47
C Approximated generalized x? law 48

RR n°® 5093



X. Pennec

INRIA



Statistics on Riemannian Manifolds 5

1 Introduction

To represent the results of a random experiment, one usually construct a probabilized space (£2, .4, Pr)
where  is the space of elementary events (the possible outcomes of the experiment), A is a tribe on
€, usually the Borelian one!, and Pr is a measure of probability (a normalized o-additive function
from A to R;).

Although this probabilized space contains all the information about the random experiment,
we are often only interested in some measurements depending of the outcome of the experiment.
The mathematical way to formalize that is to investigate random wvariables or observables which
are maps? ¢ = z(w) from Q to R. This formalism allows to “forget” the original probabilized
space (£2,.4,Pr) and work directly in R by associating to each random variable « or y different
probabilities.

Often, working directly with probabilities on events is difficult and one can restrict to random
variables that have a probability density function, i.e. a normalized function p, from R to R, such
that for all interval ]a; b[:

b
Pr(z €la,b]) = / Poly)-dy

However, from a computational point of view, the pdf is too informative and we have to restrict
the measurements to a few numeric characteristics of a random variable. Thus, one usually approx-
imate a unimodal pdf by a central value and a dispersion value around it. The most used central
value is the mean value or expectation of the random variable:

EZE[w]Z/iv-dPr:/Ry-pw(y)-dy

The corresponding dispersion value is the variance 0% = E [ (x — )2 ]

In real problems, we can have several simultaneous measurements of the same random experi-
ment. If we arrange these n random variables x; into a vector = (z1 ..., ), we obtain a random
vector which is a map = z(w) from Q to R”. One can easily generalize the probability density
function to random vector (using open sets or “paves” instead of intervals). Also, as the expectation
is a linear operator, it is easily generalized to vectorial or matricial functions in order to define the
mean value and the covariance matrix of a random vector:

T=E[z]=(E[z1],....E[z,])" = T1,...,Tn)"

Sex =E[(x—T).(x —7)" | = /(y = 7).y — 7)" pa(y)-dy

However, for many statistical problems, one have to assume a probability distribution. The
Gaussian distribution is especially well adapted, as it is completely determined by the mean and
the covariance. It is moreover the distribution that minimizes the information knowing only these
moments. Then, one can use standard statistical tests such as the y? test and use a probabilistic
distance between distributions such as the Mahalanobis distance. For more details about all these
notions, one can refer to [Neveu, 1990, Papoulis, 1991, Pelat, 1992].

LA tribe of Q is a family of parts of Q containing @ which is stable by complementation, countable union and
intersection. The Borelian tribe of a topological space is the tribe generated by the class of open sets of this space.

2The random variables should however map an element of the tribe A to an element of the considered tribe of R.
On usually use the Borelian tribes on each space and restrict the random variables to functions that respect these
structures (Borelian functions).

RR n°® 5093



6 X. Pennec

The problem we investigate in this article is to generalize this framework to measurements in
Riemannian manifolds instead of measurements in a vector space. We call them random primitives.
Examples of manifolds we routinely use are 3D rotations and 3D rigid transformations as transfor-
mation groups and frames (a 3D point and an orthonormal trihedron) semi- or non-oriented frames
(where 2 (resp. 3) of the trihedron unit vectors are given up to their sign), oriented or directed
points. We have already shown in [Pennec and Thirion, 1997, Pennec and Ayache, 1998] that this
is not an easy problem and that some paradoxes can arise. In particular, we cannot generalize the
expectation to give a mean value since it would be an integral with value in the manifold.

We review in the remainder of this section some basic notions of differential and Riemannian
geometry that will be used afterward. This synthesis was inspired from [Spivak, 1979, chap. 9],
[Klingenberg, 1982] and [Carmo, 1992], and the reader can refer to these books to find more details.
In section 2, we develop the general theory for (connected and geodesically complete) Riemannian
manifolds. In section 3 we show how to apply and simplify this framework in the case of trans-
formation (Lie) groups, by using the left invariant Riemannian metric. In section 4, we focus on
homogeneous manifolds and emphasize the very simple results obtained using the invariant metric
if it exists.

1.1 Riemannian metric, distance and geodesics

In the geometric framework, one specify the structure of a manifold M by a Riemannian metric.
This is a continuous collection of dot products (. |.), on the tangent space Tx M at each point x
of the manifold. A local coordinate system x = (x!,...2") induces a basis a% = (04,...0y) of the
tangent spaces (0; is a shorter notation for 9/9,:). Thus, we can express the metric in this basis by
a symmetric positive definite matrix G(z) = [gi;(x)] where each element is given by the dot product
of the tangent vector to the coordinate curves: g;;(x) = (9; | 9j). This matrix is called the local
representation of the Riemannian metric in the chart x and the dot products of two vectors v and
w in T, M is now

(v w), =v"-G(z) w

The matrix G(x) is called the local representation of the Riemannian metric in the chart x.

If we consider a curve 7(t) on the manifold, we can compute at each point its instantaneous
speed vector 4(t) and its norm, the instantaneous speed. To compute the length of the curve, we
can proceed as usual by integrating this value along the curve:

b b 1
cho) = [ 1ol = [ (G0 190),0) " d 1)
a a

The Riemannian metric is the intrinsic way of measuring length on a manifold. The extrinsic
way is to consider the manifold as embedded in a larger vector space E (think for instance to the
sphere Sy in R?) and compute the length of a curve in M as for any curve in E. In this case, the
corresponding Riemannian metric is the restriction of the dot product of F onto the tangent space
at each point of the manifold. By Whitney theorem, there always exists such an embedding for a
large enough vector space E (dim(E) < 2dim(M) + 1).

To obtain a distance between two points of a connected Riemannian manifold, we simply have
to take the minimum length among the smooth curves joining these points:

dist(x,y) = myin L(7) with 7(0)=x and ~(1)=y (2)

INRIA



Statistics on Riemannian Manifolds 7

The curves realizing this minimum for any two points of the manifold are called geodesics®. Let

[¢] = [9i;]°" be the inverse of the metric matrix (in a given coordinate system x) and Fé-k the
Christoffel symbols (using Einstein summation convention*):

7 1 im
ik =39 (Okgmj + 959mk — OmGjk) (3)

The calculus of variations shows the geodesics are the curves satisfying the following second order
differential system (in the chart © = (z1,...2zy)):

Fi+ T3 =0 (4)

The manifold is said to be geodesically complete if the definition domain of all geodesics can be
extended to R. This means that the manifold has no boundary nor any singular point that we can
reach in a finite time (for instance, R” — {0} with the usual metric is not geodesically complete, but
R" or S, are). As an important consequence, the Hopf-Rinow-De Rham theorem state that such
a manifold is complete for the induced distance (equation 2), and that there always exist at least
one minimizing geodesic between any two points of the manifold (i.e. which length is the distance
between the two points). From now on, we will assume that the manifold is geodesically complete.

1.2 Exponential map and cut locus

From the second order differential equations theory, we know that there exists one and only one
geodesic Y(y,,) going through the point x € M at ¢t = 0 with tangent vector 8, € TxM. This
geodesic is theoretically defined in a sufficiently small interval around zero but since we the manifold
is geodesically complete, its definition domain can be extended to R.

Thus, the point (4 ,)(t) is defined for all vector 0, € TxM and all parameter ¢. The ezponential
map maps each vector 9, to the point of the manifold reached in a unit time:

TM™M — M

: 5
€XPx 81; [ — epr(av) = W(X:av)(l) ( )

This function realizes a local diffeomorphism from a sufficiently small neighborhood V of 0 €
Ty M into a neighborhood Uy of the point x € M. We denote by log, = exp{" the inverse map
or simply Xy = log,(y). In this chart, the geodesics going through x are the represented by the
lines going through the origin: log, Y z)(t) = t.Xy. Moreover, the distance with respect to the
development point x is preserved:

dist(x,y) = Iyl = ((xy [ 7))"/?

Thus, the exponential chart at x can be seen as the development of the manifold in the tangent
space at a given point along the geodesics. This is also called a normal coordinate system if it has
an orthonormal basis. At the origin of such a chart, the metric reduces to the identity matrix and
the Christoffel symbols vanish.

Now, it is natural to search for the maximal domain where the exponential map is a diffeo-
morphism. If we follow a geodesic (x g,)(t) = expy(t.0,) from ¢ = 0 to infinity, it is either always
minimizing all along or it is minimizing up to a time ¢y < co and not any more after (thanks to

%In facts, geodesics are defined as the critical points of the energy functional £(v) = 1 f: 105117 .dt. Tt turns out

that they also optimize the length functional but they are moreover parameterized proportionally to arc-length.
4Einstein summation convention is the implicit sum upon each index that appear up and down in the formula.

RR n° 5093



8 X. Pennec

the geodesic completeness). In this last case, the point z = (4 g,)(t0) is called a cut point and the
corresponding tangent vector tg.0, a tangential cut point. The set of of all cut points of all geodesics
starting from x is the cut locus C(x) € M and the set of corresponding vectors the tangential cut
locus C(x) € TyM. Thus, we have C(x) = exp,(C(x)), and the maximal definition domain for the
exponential chart is the domain D(x) containing 0 and delimited by the tangential cut locus.

It is easy to see that this domain is connected and star-shaped with respect to the origin of T3 M.
Its image by the exponential map covers all the manifold except the cut locus and the segment [0, Xy]
is transformed into the unique minimizing geodesic from x to y. Moreover, the boundary of the
domain C(x) = 0D(x) is continuous and contains a dense set of points where several minimizing
geodesics meet.

Hence, the exponential chart at x is a chart centered at x with a connected and star-shaped
definition domain that covers all the manifold except the cut locus C(x):

Dx)eR* «— M-C(x)
xy =log(y) «— v =exp,(xy)

From a computational point of view, it is often interesting to extend this representation to include
the tangential cut locus but we have to take care of the multiplicity.

Example: On the sphere S,, (center 0 and radius 1) with the canonical Riemannian metric (in-
duced by the ambient Euclidean space R**1), the geodesics are the great circles and the cut locus
of a points x is its antipodal point x = —x. The exponential chart is obtained by rolling the sphere
onto its tangent space so that the great circles going through x become lines. The maximal defini-
tion domain is thus the open ball D = B,,(7). On its boundary 0D = C = S,,_1(n), all the points
represent Xx.

Ty s2 g2

Cut locus

Figure 1: Exponential chart and cut locus for the sphere Sy and the projective space Ps

For the real projective space P, (obtained by identification of antipodal points of the sphere S,,),
the geodesics are still the great circles, but the cut locus of the point {x, —x} is now the equator of
the two points where antipodal points are still identified (thus the cut locus is P,—1). The definition
domain of the exponential chart is the open ball D = B, (%), and the tangential cut locus is the
sphere 0D = S, 1(5) where antipodal points are identified.

INRIA



Statistics on Riemannian Manifolds 9

1.3 Riemannian measure or volume form

In a vector space with coordinate frame A = (ay, ... a,), the representation of the canonical metric
is given by G = AT.A where A = [aq,...ay] is the matrix of coordinates change from A to the
canonical orthonormal basis. Similarly, the measure (or the infinitesimal volume element) is given by
the volume of the parallelepipedon spanned by the basis vectors: dV = |det(A4)|.dx = /| det(G)|.dz.

Assuming now a Riemannian manifold M, we can see that the Riemannian metric G(z) induces
an infinitesimal volume element on each tangent space, and thus a measure on the manifold:

dM(x) = /|G(x)|dz (6)

One can show that the cut locus has a null measure. This means that we can integrate in-
differently in M or in any exponential chart. If f is an integrable function of the manifold and
fx(Xy) = f(expy(Xy)) is its image in the exponential chart at x, we have:

/M f(x).dM = fx<(Z)./Gx(Z).dZ

D(x)

1.4 Gradient, Hessian and Taylor expansion of a real function

Gradient Let f be a smooth function from M to R (an observable). Its Gradient grad f at point
x is the linear form on Ty M corresponding to the directional derivatives 0,:

VoveTuxM grad f(v) = Oy f

Thanks to the dot product, we can identify the linear form dw in the tangent space Ty M with the
vector w if dw(v) = (w |v), for all vector v € Tx M. All these notions can be extended to the whole
manifold using vector fields.

In a local chart z, we have 9, f =
the gradient in a chart is:

wand (w|v), =w" - G(z)-v. Thus, the expression of

T
grad f = GV (x) - % =

of(x)
ox

970;f
This definition corresponds to the classical gradient in R even in the case of a non orthonormal
basis.

Hessian The second covariant derivative (the Hessian) is a little bit more complex and makes use
of the connection V. We just give here its expression in a local coordinate system:

Hess f = Vdf = (0;;f — T};0f)dx’dy’

Taylor expansion Let fy be the expression of f in a normal coordinate system at x. Its Taylor
expansion around the origin is:

Fu() = £l0) + Ty, v+ 507 Hy, v+ O(olf)

where Jy, = [0;f] and Hy_ = [0;; f]. Since we are in a normal coordinate system, we have fy(v) =
f(expy(v)). Moreover, the metric at the origin reduces to the identity: Jy = grad f*, and the
Christoffel symbols vanished so that the matrix of second derivatives H_corresponds to the Hessian
Hess f. Thus, The Taylor expansion can be written in any coordinate system:

[ (expy(v)) = f(x) + grad f(v) + %HGSS Fw,0) +O([lv]*) (7)

RR n°® 5093



10 X. Pennec

1.5 Curvature and regular geodesic balls

Riemannian curvature Gauss showed that the curvature of a surface can be expressed from
its metric. Riemann used this property to generalize the notion of curvature to manifolds in the
following way. Let V C TxM be a 2-dimensional vector subset of the tangent space at x. The space
spanned by the geodesics of M starting at x with a tangent vector in V is a sub-manifold with the
induced metric. Thus, it is a surface and we can determine its Gaussian curvature: we call sectional
curvature or Riemannian curvature this intrinsic quantity x(x, V)

It is clear that the curvature is always null in a vector space. In simple cases, the “surface” of
the manifold (viewed as embedded in RP) is always on the same side of the tangent space at any
point. The curvature is in this case positive. This is in particular the case of the sphere or of SO,,.
For rigid transformations of R™, we add the translations (thus a vector space of null curvature), and
the manifold has only a non negative curvature. There are also examples of manifolds with negative
curvature, such as the hyperbolic paraboloid z = 22 — 32 (the saddle surface).

Ricci curvature The Ricci curvature tensor is a linear operator of the tangent space (i.e. a
matrix). It is obtained a a partial trace of the full Riemannian curvature tensor, and can be though
of as a Laplacian of the metric: this is the property we will be interested in to make a Taylor
expansion of the metric.

Let u € TyM be a unit vector of the tangent plane, then ( Ric(u) |u) is the sum of the
sectional curvatures of all the planes spanned by the vector v and one of the n — 1 vector from
an orthonormal frame containing u. In dimensions 2 and 3 the Ricci curvature matrix specifies
all sectional curvatures of the manifold, but in higher dimensions Ricci curvature contains less
information than the full curvature tensor. Using standard tensor notations and Einstein summation
convention, the Riemannian curvature tensor and its contraction into the Ricci tensor are given by:

szk = 8kFZj + Ffjl“zk - oI} — ngFZj and Ricij = R},
Regular geodesic balls The ball B(x,r) is the set of points y € M such that the distance to the
center x is less than the radius r. This ball is said to be geodesic if it does not meet the cut locus of
its center. This means that there exists a unique minimizing geodesic from the center to any point
of a geodesic ball. Let ¥ be the maximum of the Riemannian curvature in this geodesic ball. The
ball is said to be regular if its radius verifies 2.r.\/k < .

For instance, on the sphere Sy with radius one, the curvature is constant and equal to 1. A
geodesic ball is regular if » < 7/2. Such a ball can almost cover an hemisphere, but not the
equator. In a Riemannian manifold with non positive curvature, a regular geodesic ball can cover
the whole manifold (according to the Hadamard theorem, such a manifold is diffeomorphic to R™ if
it is connected).

INRIA



Statistics on Riemannian Manifolds 11

2 Probabilities and statistics on a Riemannian Manifold

In this section, we do not consider measurements that are real variables or vectors depending on
the outcome of a random experiment, but rather measurements of elements of a manifold. We call
such a measurement a random primitive, reserving the names of random transformation and random
feature for the particular case of transformation groups and homogeneous manifolds.

Definition 1 (Random primitive)
Let (2, B, Pr) be a probabilized space with the Borelian tribe. A random primitive in the Riemannian
manifold M is a Borelian function x = x(w) from Q to M.

As in the real or vectorial case, we can now make abstraction of the original space €2 and directly
work with the induced probability measure on M.

2.1 Probability density function

Definition 2 Let A be the Borelian tribe of M (the tribe generated by the class of open sets). The
random primitive X has a probability density function px (real, positive and integrable function) if:

VXc A  Prxcd)= /X p(5)dM(y)  and  Pr(M) = /M P M) =1 (8)

A simple example of a pdf is the uniform pdf in a bounded set X

= I%MLY(Y) _ 1x0)
x

px(y)

where V(X) is the “volume” of the set X.

One must be careful that this pdf is uniform with respect to the measure dM and is not
uniform for another measure on the manifold. This problem is the basis of the Bertrand paradox
for geometrical probabilities [Poincaré, 1912, Kendall and Moran, 1963, Pennec and Ayache, 1998|
and raise the problem of the measure to choose on the manifold. In our case, the measure is
induced by the Riemannian metric but the problem is only lifted: which Riemannian metric do we
have to choose ? We will address this question in the next sections for transformation groups and
homogeneous manifolds and show that an invariant metric is a good geometric choice.

Expression of the density in a chart Let x be a random primitive of pdf px. If z = 7(x)
is a chart of the manifold defined almost everywhere, we obtain a random vector & = m(x) which
pdf p, is defined with respect to the Lebesgue measure dr in R™ instead of dM in M. Using the
expression of the Riemannian measure of equation (6), the two pdfs are related by

pz(y) = px(¥)-VI|G(y)| 9)

We shall note that the density pz depends on the chart used whereas the pdf py is intrinsic to the
manifold.

RR n°® 5093



12 X. Pennec

Expectation of an observable Let ¢(x) be a Borelian real valued function defined on M and
x a random primitive of pdf px. Then, p(x) is a real random variable and we can compute its
expectation:

E[(x)] = Ex[¢] = /M o(3) px(y)-AM(y) (10)

This notion of expectation corresponds to the one we defined on real random variables and vectors.
However, we cannot directly extend it to define the mean value of the distribution since we have no
way to generalize this integral in R into an integral with value in the manifold.

2.2 Expectation and Mean value

We focus in this section to the notion of central value of a distribution. We will preferably use the
denomination mean value or mean primitive than expected primitive to stress the difference between
this notion and the expectation of a real function.

Fréchet expectation or mean value Let « be arandom vector of R”. [Fréchet, 1944, Fréchet, 1948|
observed that the variance o2(y) = E [ dist(z,y)? | is minimized for the mean vector 7 = E [z ].
The major point for the generalization is that the expectation of a real valued function is well

defined for our connected and geodesically complete Riemannian manifold M.

Definition 3 Variance of a random primitive
Let x be a random primitive of pdf px. The variance o2(y) is the expectation of the squared distance

between the random primitive and the fized primitive y:
o2(y) = E [ dist(y,x)? ] = / dist (y, 7)? px (2)-AM () (11)
M

Definition 4 Fréchet expectation of a random primitive
Let x be a random primitive. If the variance o2(y) is finite for all primitive y € M (which is in
particular true for a density with a compact support), every primitive X minimizing this variance is

called an expected or mean primitive. Thus, the set of the mean primitives is:

E[x] = arg ;Iel.l/\l’/ll (E] dist(y, x)? b (12)

If there exists a least one mean primitive X, we call variance the minimal value o2 = o2(X) and

standard deviation its square-root.

In the same way, one define the empirical or discrete mean primitive of a set of measures x1, ... X,
with the discrete version:

yEM

E[{xi}] = arg ;Ieli\r/ll (E [{dist(y,x;)?} ]) = arg min (% Z dist(y,xi)2) (13)

If there exists a least a mean primitive X, one call empirical variance the minimal value s?> =

% >, dist(X,x;)? and empirical standard deviation or RMS (for Root Mean Square) its square-root.
Following the same principle, one can define other types of central values. The mean deviation
at order « is

1/
o(y) = (B[ dist(y, x)* )/ = ( /| dist(y,zw.px(z).dM(z)) (14)
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Statistics on Riemannian Manifolds 13

If this function is bounded on M, one call central primitive at order o every primitive X, minimizing
it. For instance, the modes are obtained for a = 0. Exactly like in a vector space, they are the
primitives where the density is maximal on the manifold (which is generally not a maximum for the
density on the charts). The median primitive is obtained for a = 1. For a — oo, we obtain the
“barycenter” of the distribution support (which has to be compact).

The definition of these central values can be extended to the discrete case easily, except perhaps
for the modes and for o — oo. We note that the Fréchet expectation is defined for all metric space
and not only for Riemannian manifolds.

Existence and uniqueness: Karcher expectation As our mean primitive is the result of a
minimization, its existence is not ensured (the global minimum could be unreachable) and anyway
the result is a set and no longer a single element. This is to be compared with some central values
in vector spaces, for instance the modes. However, the Fréchet expectation does not define all the
modes even in vector spaces: one only keep the modes of maximal intensity.

To get rid of this constraint, [Karcher, 1977] proposed to consider the local minima of the
variance 02(y) (equation 11) instead of the global ones. As global minima are local minima, the
Fréchet expected primitives are a subset of the Karcher expected primitives. However, the use of
local minima allows to characterize the Karcher means using only local derivatives of order two.

Using this extended definition, [Karcher, 1977] and [Kendall, 1990] established conditions on the
manifold and the distribution to ensure the existence and uniqueness of the mean. We just recall
here the results without the proofs:

Theorem 1 (Existence and uniqueness of the Karcher mean)
Let x be a random primitive of pdf px.

e [Kendall, 1990] If the support of px is included in a reqular geodesic ball B(y,r), then there
ezrists one and only one Karcher mean x on this ball.

e [Karcher, 1977] If the support of px is included in a geodesic ball B(y,r) and if the ball
of double radius B(y,2.r) is still geodesic and regular, then the variance o2(z) is a convex

function of z and has only one critical point on B(y,r), necessarily the Karcher mean.

These conditions are relatively restrictive but ensure a correct behavior of our mean for localized
distributions.

Other possible definitions of the mean primitives The Karcher mean is perfectly adapted
for our purpose, thanks to the good properties it has for optimization (see below). However, there
are other works proposing different ways to generalize the notion of mean value or barycenter of a
distribution in a manifold. We review them for the sake of completeness and for their mathematical
interest, but they do not seem to be practically applicable.

[Doss, 1949] uses another property of the expectation as the starting point for the generalization:
if « is a real random variable, the only real number Z verifying:

VyeR  |y—-Z[<E[|z - 7[]

is the mean value E [« |. Thus, in a metric space, the mean according to Doss is defined as the set
of primitives X € M verifying:

Vy e M dist(y,x) < E[ dist(x,X) ]
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Herer shows in [Herer, 1986, Herer, 1988] that this definition includes the classical expectation in a
Banach space (with possibly other points) and develop on this basis a conditional expectation.

A similar definition that uses convex functions on the manifold instead of metric properties
proposed in [Emery and Mokobodzki, 1991] and [Arnaudon, 1994, Arnaudon, 1995]. A function
from M to R is convex if its restriction to all geodesic is convex (considered as a function from R
to R). The convez barycenter of a random primitive x with density px is the set B(x) of primitives
y € M such that a(y) < E[«a(x)] holds for every real bounded and convex function a on a
neighborhood of the support of px.

This definition seems to be of little interest in our case since for compact manifolds, such as
the sphere or SO3, the manifold of 3D rotations, the geodesics are closed and the only convex
functions on the manifold are the constant ones. Thus, every random primitive for which the
support distribution is the whole manifold has the whole manifold as convex barycenter.

However, in the case where the support of the distribution is included in a strongly conver open
set® U, Emery shows that the ezponential barycenters, defined as the critical points of the variance
o2(y) are are subset of the convex barycenter B(x). Local and global minima being particular
critical points, the exponential barycenters include the Karcher means that include themselves the
Fréchet means.

[Picard, 1994| realizes a good synthesis of most of these notions of mean value and show that the
definition of a “barycenter” (i.e. a mean value) is linked to a connector, which determines itself a
connection, and thus possibly a metric. An interesting property brought by this formulation is that
the distance between two barycenters (with different definitions) is of the order of O(ox). Thus, for
sufficiently centered random primitives, all these values are close.

2.3 Characterizing a Karcher mean

To characterize a local minimum of a twice differentiable function, we just have to require a null
gradient and a negative definite Hessian matrix. The problem with the variance function o?(y)
is that the integration domain (namely M\C(y)) depends on the derivation point y. Thus we
cannot just use the Lebesgue theorem to differentiate under the sum. Fortunately, we were able
to generalize in appendix A a differentiability proof of Pr Maillot [Maillot, 1997| for the uniform
distribution on compact manifolds. The theorem we obtain is the following:

Theorem 2 Gradient of the variance function
Let P be a probability on the Riemannian manifold M. The variance function

o?(x) = /M dist(x, z)%.dP(z)

is differentiable at any point y € M where the variance is finite and the cut locus C(y) has a null
probability measure:

P(C(y)) = / dP(z) =0 and o(y) = / dist(y,z)2.dP(z) < oo
C) M
At such a point, it has the following gradient:

(grad o?)(y) = —2./ yz.dP(z) (15)

®Here, strongly convex means that for every two points of U there is a unique minimizing geodesic joining them
that depend in a C* of the two points.
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Statistics on Riemannian Manifolds 15

Using the random primitive formalism, this result can be rewritten more simply

grad (ai(y)) = —2.E[yxX] (16)

Now, we know that the variance is continuous but not differentiable at the points where the cut
locus has a non-zero probability measure. At these points, the variance can have an extremum (think
for instance to ||z|| in vector spaces). Thus, the extrema of o are characterized by (grad o?)(y) = 0
if this is defined or P(C(y)) > 0.

Corollary 1 (Characterization of Karcher means for manifolds with a cut locus)
Assume that the random primitive X has a finite variance everywhere and let A be the set of points
where the cut locus has a non-zero probability measure. A necessary condition X to be a Karcher

mean 1S:
—

E[)‘(x] —0 if x¢A
xeR[x] = |, (17)
xeA
For discrete or empirical means, the characterization is the same but we can write explicitly the
set A =U;C(x;) and the ezpectation E [{5&1}] = 3. Xx.

If the manifold does not have a cut locus, we have no differentiation problem. One can even
differentiate one step further to obtain the Hessian matrix:

Hess (0Z(y)) = —2.1d

X
In this case, there is one and only one minimum of the variance, necessarily the Fréchet mean.

Corollary 2 (Characterization of the Fréchet mean for manifolds without a cut locus)
Assume that the random primitive x has a finite variance. Then, there is one and only one Fréchet
(or Karcher) mean characterized by

E[x]={x} < E[%’c]:o (18)
For discrete or empirical means, the characterization is the similar

El{x}]={8} < B[{f&}|=)&=0 (19)

Basically, the characterization is the same as in Euclidean spaces, except that the non-zero prob-
ability cut loci induce some discontinuities in the first derivative of the variance. This corresponds
to something like a Dirac on the second order derivative, which is the main reason why it is much
more difficult to compute the Hessian matrix of the variance on a manifold with a cut locus.

Example on the circle The easiest example is probably a symmetric distribution on the circle.
Let p = cos(6)?/7 be the probability density function of our random primitive @ on the circle. For a
circle with the canonical metric, the exponential chart centered at « is cTé = 0—afor 0 €la—m;a+m|,
the distance being obviously dist(«, ) = |a — 0| within this domain.

Let us first compute the mean points by computing explicitly the variance and its derivatives.
The variance is:

a+7 m 2 2
o?(a) = / dist(a, 6)%.p(0).do = / W2Md7 = % -

o _r T

+ cos(a)?.

B | =
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Its derivative is rather easy to compute: grado?(a) = —2cos(a)sin(a), and the second order
derivative is H(a) = 4sin(a)? — 2. Solving for grad o?(a)) = 0, we get four critical points:

e o =0 and a = +7 with H(0) = H(+m) = -2,
e o =+7/2 with H(+7) = +2.
Thus, there are two relative (and here absolute) minima:
E[6]={0, £7}

Let us use now the general framework developed on Riemannian manifolds. According to theo-
rem 2, the gradient of the variance is

o+m

grad o%(a) = —QE[a_é] = —2/

oa—T ™

— a+7 cos 9 2 )

af.df = —2/ 0 — ). () .df = —2 cos(a) sin(a),
o—T

which is in accordance with our previous computations. Now, differentiating once again under the

sum, we get:

/*M (9)d6——2/a+7r@ <e>d6—2/a+w (0).d0 =2
a—m oa? P B a—m da P - a-m e

which is clear_l)y different from our direct calculus. One way to see the problem is the following: the
vector field af is continuous and differentiable on the circle except at the cut locus of a (i.e. at
6 = o + 7) where it has a jump of 27. Thus, the second order derivative of the squared distance
should be —2(—1 + 276(4+1)(0)), where § is the Dirac distribution, and the integral becomes:

H(a)= -2 /OH—W (—1 + 27r6(ai7r)(0)) p(0).dd=2—4rplatnm)=2— 4(:05((9)2

—T

which is this time in accordance with the direct calculus.

2.4 A gradient descent algorithm to obtain the mean

Gradient descent is a usual technique to compute a minimum. Moreover, as we have a canonical
way to go from the tangent space to the manifold thanks to the exponential map, this iterative
algorithm seems to be perfectly adapted. In this section, we assume that the conditions of theorem
(2) are fulfilled.

Let y be an estimation of the mean of the random primitive x and f(y) = o2(y) the variance.
A practical gradient descent algorithm is to minimize the second order approximation of the cost
function at the current point. According to the Taylor expansion of equation (7), the second order
approximation of f and y is:

Flexpy(0) = F(y) + grad f(v) + 5 Hess f(v,0)

This is a function of the vector v € Ty M. Assuming that Hess f is positive definite, this function is
concave and has thus a minimum characterized by a null gradient. Let H(v) denote the linear form
verifying ( Hy(v) | w) = Hess f(v,w) for all w and H}'l) denote the inverse map. The minimum is
characterized by

grad , fy =0 =grad f + Hs(v) & v= —H}'l)(grad f)
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We saw in the previous section that grad f = —2.E [y_f( } Neglecting the “cut locus term” in
the Hessian matrix gives us a perfect positive definite matrix Hess f ~ 2. Id. Thus, the gradient
descent algorithm is

yir1 = expy, (B [yix]) (20)
In the case of the discrete or empirical mean, which is much more interesting from a statistical
point of view, we have exactly the same algorithm, but with the empirical expectation:

Ye+1 = €XPy, (Z Yt—Xi> (21)

We note that in the case of a vector space, these two formula simplify to y;41 = E[«] and
Yt+1 = %Zl x;, which are the definition of the mean value and the barycenter. Moreover, the
algorithm converges in a single step.

An important point for this algorithm is to determine a good starting point. In the case on
a set of measurements {x;}, on can choose at random one of the measurements as the starting
point. Another solution is to map to each point x; is mean distance with respect to other points (or
the median distance to be robust) and choose as the starting point the minimizing point. From a
computer science point of view, the complexity is k? (where k is the number of measurements) but
the method can be randomized efficiently [Huber, 1981, Rousseeuw and Leroy, 1987].

To verify the uniqueness of the solution, we can repeat the algorithm from several starting points
(for instance all the measurements x;). If we know the the Riemannian curvature of the manifold
(for instance if it is constant or if there is an upper bound k), we can use the theorem (1). We just
have to verify that the maximum distance between the measurements and the mean value we have
found is sufficiently small so that all measurements fits into a regular gedesic ball of radius:

r = max dist(x, x;) <
2

T
2k
2.5 Covariance matrix

With the mean value, we have a dispersion value: the variance. To go one step further, we observe
that the covariance matrix of a random vector & with respect to a point y is the directional dispersion
of the “difference” vector y& = = — y:

Covy(@) = B[7@.58"] = [ (7).G8) pa(a).dz

This definition is easily extendible to a complete Riemannian manifold using the random vector
yX in Ty M and the Riemannian measure. In fact, we are usually interested in the covariance relative
to the mean value:

Definition 5 (Covariance)

Let x be a random primitive and X € E[ x| a mean value that we assume to be unique to simplify
the notations (otherwise we have to keep a reference to the mean value). We note xx and we call
covariance the expression:

ot

Swx = Covg(x) = E [xX. T] - /D (i)(ﬂ).(g{)T.px(x).dM(X) (22)

The empirical covariance is defined in the same way using the discrete version of the expectation
operator.

RR n° 5093
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We observe that the covariance depends on the basis used for the exponential chart if we see it
as a matrix, but it does not depend on it if we consider it as a bilinear form over the tangent plane.
The covariance is related to the variance just as in the vector case:
X

TH(Sxx) = E [I&«(;-EEEET)] = E[ dist(x,x) ] = o

This formula is still valid relatively to any fixed point: Tr(Covy(x)) = oZ(y).

X

%S,

Figure 2: The covariance is defined in the tangent plane at Sy at the mean point as the classical
— —T
covariance matrix of the random vector “deviation from the mean” Yyxx = E [ix . XX }

In fact, as soon as we have found a (or the) mean value, everything appears to be similar to the
case of a centered random vector by developing the manifold onto the tangent space at the mean
value. Indeed, x is a random vector of pdf pz(y) = px(y)-v/[G(y)] with respect to the Lebesgue
measure in the connected and star-shaped domain D(X) C T3 M. We know that its expectation

is E [)g)c] = 0 and its covariance matrix is defined as usual. Thus, we could define higher order
moments of the distribution by tensors on this tangent space, just as we have done for the covariance.

2.6 Several random primitives

Now assume that we have several simultaneous measures of the same random experiment. We
quickly develop in this section the case of two random primitives x and y in two manifolds M and
N. The generalization to any (finite) number of random primitives is straightforward.

Let z = (x,y) be the corresponding random primitive in the product manifold M x N. The
measure and metric and this product manifold is simply the product of the measures and metrics.
Thus the pdf is p,(2z) = p(x,y)(X,y) With respect to the measure dM.dN .

As in the vector case, the marginal densities are obtained by partial integration:

px(x) = / Pxy) (X ¥)AN(y) et py(y) = / P(x,y) (X, ¥)-dM(x)
N M
The mean value of the joint measure is

zeE[z]=E[x]xE[y] <= =x€E[x] and yeE[y]
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Assuming that there is only one mean, the covariance is given by:

by by
Ezz — |: XX Xy :|
ny Eyy

where Yxy = ¥y, is the following cross covariance

— —q

Yy =E [ix.yy ]
Independent primitives The pdf of the joint measure p,(z) can by factored in

Pix,y) (%, Y) = px(x)-py (¥)

if and only if the random primitives x and y are independent.
The independence assumption will often be made in statistics. In this case the cross covariance

can be factored in ¥xy = E [5)(] E [y_)yT] but these two integrals are null by the mean value
characterization. Thus, we have : Xy = 0.

2.7 A generalization of the Normal distribution

We now present an approach based on the the information minimization to generalize the Normal
distribution to a manifold. This may not be the best generalization but it allows us to approximate
such a distribution by the usual Gaussian in the tangent space of the mean value in the case of
small covariances. In this section the symbols log and exp denote the standard logarithmic and
exponential functions in R.

Information and uniform law As we can integrate a real valued function, the extension of the
entropy H[x | (or its opposite, the information I[x]) of a random primitive is straightforward:

I[x]=—-H[x]=E[log(px(x))] = /M log(px(x))-px(x).dM(x) (23)

This definition is coherent since the pdf p;; that minimize the information when we only know
that the measure is in a compact set i/ is the uniform density in this set:

) = 1u(x) / [ )

Constrained information minimization Now assume that we only know the mean (that we
suppose to be unique) and the covariance of a random primitive: we denote it by x ~ (%, X). If we
need to assume a pdf for that random primitive, it seems reasonable to choose the one which is the
least informative, while fitting the mean and the covariance. The pdf is minimizing in this case the
conditional information:

Ilx|x€eE[x], Exx =2 ]

We can express all the constraints directly in the exponential chart at the mean value. Let
p(y) = p(expg(y)) be the density in the chart with respect to the induced Riemannian measure
dMsx(y) = +/|Gx(y)|-dy (we use here the Riemannian measure instead of the Lebesgue one to
simplify equations below). The constraints are:
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e the normalization: E[1x]= / p(y).dMsz(y) =1
D(x)

e a nul mean value: E [)?(] = /D() y.p(y).dMsx(y) =0,

e and a fixed covariance ¥ : E [g’”—g’g] = / y.y".p(y).dMx(y) =
D(x)

To simplify the optimization, we won’t consider any continuity or differentiability constraint on
the cut locus C(x) (which would mean constraints on the border of the domain). This means that
we can do the optimization in the exponential chart at the mean point like if we were in the open
domain D(x) € R".

Using a scalar Lagrange multiplier « for the normalization constraint, a vector multiplier 8 for
the mean value and a symmetric matrix I" for the covariance, the Lagrangian is:

T

Ap) = /D(_) (p- log(p) + a.p+ A y.p+ & .zr.y‘p) dMsx(y)

It is stationary at a critical point:

A
aa—(pp):0:10g(p)+1+a+ﬁT.y+

yT.T.y
2

Thus we find p(y) = k. exp (—ﬁT.y - yT'QF'y) with k = exp(—1 — ). Assuming that the definition

domain D(X) is symmetric with respect to the origin, we find that = 0 ensures a null mean.
Reporting in the constraints gives the following equations.

Theorem 3 (Normal law)
We call Normal law on the manifold M the pdf minimizing the information with a fized mean value
and covariance.
Assuming no continuity nor differentiability constraint on the cut locus C(X) and a symmetric
domain D(X), the Normal law of mean X (the mean value) and concentration matriz T is given by:

)_c_)yT.F.fc_}>7>

Nir)(y) = k. exp <— 2 (24)

where the normalization constant is

o =
(-0 :/ exp (_H) AM(y) (25)
M 2

The covariance and concentration are related by:

Xy "I Xy
sk [ FH e <_¥> ) 26)
M

From the concentration matrix, we can compute the covariance of the random primitive, at least
numerically, but the reverse is more difficult. As y™.I'.y = Tr(T".y.y"), the information of this pdf
simplifies to:

1 1
I[Ny ] =log(k) - 5. /M y" Ty Nis ry-dMs(y) = log(k) — 5. Tr (I.5)
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NS

and

The vectorial case The integrals can be entirely computed, and we find kY = (2W|)r

E

I' = Y. The Normal density is thus the usual Gaussian density:

£ x)T'zr'(x - x)) - (z.w)n/la.\/ﬁ' P <_ - x)T-Ez(_l)-(x - x>>

Example on a simple manifold: the circle The exponential chart for the circle of radius 1
with the canonical metric is the angle § € D =| — m; [ with respect to the development point, and
the measure is simply df. For a circle of radius r, the exponential chart becomes z = r.6. The
domain is D =] — a; a[ (with @ = 7.7) and the measure is dz = r.df. Thus, the normalization factor
of the Normal density is:

@ a2 /2
kY = / exp (—&) de = /T et (ﬁ.a)
a 2 gl 2

where erf is the error function erf(x) = % Jy exp(—t*).dt. The density is the truncated Gaussian

N(j’F)(I) =k. exp (—

Noq)(z) = k.exp (—7712) It is continuous but not differentiable on the cut locus @ = —=. The

truncation introduces a bias in the relation between the variance and the concentration parameter:

a 22 1 a2
o’ = / 22 k.exp (—K) dr = — (1 — 2.a.k.exp (—ﬂ)>
a 2 Y 2

It is interesting to have a look on limit properties: if the circle radius goes to infinity, the circle
becomes the real line and we obtain the usual Gaussian with the relation o2 = 1/, as expected.

Variance on thecircle

Variance on thereal line

o5 t 3 5 p Y
Uniform distribution Dirac

Figure 3: Variance 02 with respect to the concentration parameter v on the circle of radius 1 and
the real line. This variance tends toward o2 = 72 /3 for the uniform distribution on the circle (y = 0)
whereas it tends to infinity for the uniform measure on R. For a strong concentration (y > 1), the
variance on the circle can be accurately approximated by o2 =~ 1/, as in the real case.

As the circle is compact, the variance cannot becomes infinite as in the real case. If the con-
centration parameter v goes to zero (which corresponds to 0? — 400 in the real case), a Taylor
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expansion gives 02 = a?/3 + O(~). Thus, the maximal variance on the circle is

2
2 . 9 a . . 1
op = limo” = — with the densit N, T) = —
0 420 3 y (0,0)( ) 24
As expected, the Normal density of concentration 0 is the uniform density. On the other hand, if
goes to infinity, the variance goes to zero and the density tends to a Dirac (see figure 3).

Approximation for a small ¥ If the pdf is sufficiently concentrated (a high concentration matrix
[ or a small covariance matrix X), then we can use a Taylor expansion of the metric in a normal
coordinate system around the mean value to approximate the previous integrals and obtain a Taylor
expansions of the normalization factor and the concentration matrix with respect to the covariance
matrix.

The Taylor expansion of the metric is given by [Chavel, 1993, p84]. We easily deduce the Taylor
expansion of the measure around the origin (Ric is the Ricci (or scalar) curvature matrix in the
considered normal coordinate system):

yT.Ric.y 3
dM(y) = Vdet(G(y)) =1 = =——+ O(llyl")
Reporting this Taylor expansion in the integrals and manipulating the formulas (see appendix B)

leads to the following theorem.

Theorem 4 (Approximate normal density)

In a complete Riemannian manifold, the normal density is N(y) = k.exp(—gT.F.g/Q). Let
r be the injection radius at the mean point. The normalization constant and the concentration
matrices are approrimated by the following expressions for a covariance matriz 3 of small variance
o? =Tr(%):

_14+0(c®) 4+ (%)
/@)™ det(T)

1 o
— 2 -1) _ _Rj -
and =% 3R1C —I—O(0)+€(T)

Here, e(x) is a function that is a O(z*) for any positive k, with the convention that 6( - ) =

400

(0) = 0. More precisely, this is a function such that Yk € RT, limg, x7*.c(x) =0

Discussion The information minimization approach to generalize the normal distribution to Rie-
mannian manifolds is interesting since we obtain a whole family of densities going from the Dirac
to the uniform distribution (or the uniform measure if the manifold in only locally compact). Un-
fortunately, this distribution is generally not differentiable at the cut locus, and often even not
continuous.

However, if the relation between the parameters and the moments of the distribution are not as
simple as in the vector case (but can we expect something simpler in the general case of Riemannian
manifolds 7), the approximation for small covariances turns out to be rather simple. Thus, this
approximate distribution can be handled quite easily for statistical purposes.

It would be interesting to see if there exists similar families of densities that are continuous and
differentiable at the cut locus. A starting point could be to extend some of the distributions used
in directional statistics (statistics on the sphere) as in |[Bingham, 1974, Jupp and Mardia, 1989,
Kent, 1992, Mardia, 1995].
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2.8 Mahalanobis distance and yx? law

The problem we are now tackling is to determine if a measure § was drawn from a random primitive
x. From a statistical point of view, the pdf of the measurement process is often too rich an
information to be estimated or handled and, in practice, one often characterize this pdf by its
moments, and more particularly by the mean and the covariance®. We denote it by

X ~ (X, Yxx)

Based on these characteristics only, we want to decide if the measure ¥ is compatible with this
measurement process.

In the vectorial case and assuming a Gaussian distribution, the y? test is well adapted to do
that. This test measures the probability of the Mahalanobis distance x* = (2 — Z)” - S%n - (& — 7)
assuming that & is drawn from z. If the probability is too small (i.e. x? is too large), the hypothesis
is rejected.

This definition of the Mahalanobis distance can be easily generalized to complete Riemannian
manifolds with our tools. We note that it is well defined for any distribution of the random primitive
and not only the normal one.

Definition 6 (Mahalanobis distance)
We call Mahalanobis distance between a random primitive x ~ (X, Xxx) and a (deterministic) point
y on the manifold the value

ni(y) = "S5y Xy (27)
In fact, the Mahalanobis distance measures the distance between y and the mean value X according
to the “metric” 2%y .

Property Since p2 is a function from M to R, p2(y) is a real random variable. The expectation
of this random variable is well defined and turns out to be quite simple:

B0 = [ i0n@ame) = [ 5505 6).4M0

=Tr (Z;;g/

ﬂ.ﬂT.py(z).d/\A(z)) = Tr (2£2.Covx(y))
M

The expectation of the Mahalanobis distance of a random primitive with itself is even simpler:
E[pi(x)] = (3. Sxx) = Tr(1d,) = n

Theorem 5 The expected Mahalanobis distance of a random primitive with itself is independent of
the distribution and does only depend on the dimension of the manifold:

E[4(x)] =n (28)

This identity can be used to verify with a posteriori measurements that the covariance matrix
has been correctly estimated. It can be compared with the expectation of the “normalized” squared
distance, which is by definition: E [ dist(x,%)*/o2 | = 1.

SIf we have to assume a density for this random primitive, the least informative one is the normal density that
can be approximated by theorem 4.
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A generalized x? law Assuming that the random primitive x ~ (X, Exx) is normal, we can go one
step further and compute the probability that y? = u2 < o? (see appendix C). This generalization
of the x? law turns out to be still independent of the mean value and the covariance matrix of the
random primitive (at least up to the order O(c?)):

Theorem 6 (Approximate x? law)
With the same hypotheses as for the approzimate normal law, the x* probability is

Pr{x? < a?} = (21)"2 /a;||§a exp (—@) dzx+0(03) + ¢ (z) (29)

I "

while the density is

O(o3) e(7) fu\s- U
pelu) = = 2.1“(;) ( )(5) e (_5) (30)

The x? probability can be computed using the incomplete gamma function Pr{x? < o?} =

P (%, %2) (see for instance [Press et al., 1991]).

In practice, one often use this law to test if a measurement %X has been drawn from a random
primitive x: if the hypothesis is true, the value p2(%) will be less than a? with a probability
v = Pr{x? < o?}. Thus, one choose a confidence level  (for instance 95% or 99%), then we find
the value a(y) such that v = Pr{x? < o?} and accept the hypothesis if p2(%x) < o?.

3 The case of connected Lie groups

A Lie group being a differentiable manifold, we are just left with the choice of a Riemannian
metric to apply our statistical framework. Firstly, we detail the two canonical Riemannian metrics
(left- and right-invariant metrics). Then, choosing the left invariant metric, we show that all the
exponential could be identified to the exponential chart at the identity (called the principal chart).
From a computer science point of view, this means that we only have only one chart to deal with
in order to cover the whole group (with special cases of the points of the cut locus). In Section
3.3, we investigate the propagation of the pdfs of random transformations for the group operations:
left and right translation by a deterministic transformation, inversion, composition of two random
transformations. Interestingly, this last pdf is based on a generalisation of the convolution product
used for the addition of two random variables in R™. Section 3.4 details the simplifications of our
gradient descent algorithm to obtain the mean using the group operations and the properties of
the left invariant metric, while Section 3.5 investigates the propagation of the Karcher mean values
under the group operations: if the left translation of a random transformation (by a deterministic
transformation) is stable, we need to require the left and right invariance of the metric in order
to ensure the stability of the mean values with respect to the right translation and the inversion.
An example with 2D rigid transformations, where the metric is only left invariant, shows that the
empirical mean value of the inverse is generally not the inverse of the mean value. Last but not
least, we show in section 3.6 that the Normal distribution is stable by left translation.

3.1 Left and Right Invariant Metrics

We have two canonical way to compare the tangent spaces at different points of the manifold: the
left translation Lg(f) = gof and the right translation Rg(f) = fog. These applications can obviously
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be differentiated to provide linear operators from TtG to T(40r)G and T{gog)G. Let us denote by Jp,
and Jg the expression of the differentials (in a given chart) at the identity:

nn= 0w = 2

Let v be a tangent vector at the identity. It corresponds to a tangent vector of Ty M vy = Jr(f).v
by left translation and v, = Jg(f).v by right translation.

Let now (. |.) be any dot product on the tangent space at the identity, characterised by a
symmetric matrix @ in our chart. We can translate this dot product in any tangent space by left
or right translation. If v and W are tangent vectors at f, we define the left-invariant metric by:

(v]w)=(JL(H)Pw | Jo()Pw) = o I (£).Q.TL () w,

which means that the expression of the metric is in our chart: Gr(f) = Jp(£)t.Q.Jr(f)¢". The
right-invariant metric is defined similarly with Gg(f) = Jp(f)™.Q.Jg(f).

We note that the volume element associated to the these invariant metrics are the Haar measures
of the group (|.J| = |det(J)|) [Pennec and Ayache, 1998]:

419(F) = VG = Ao and  da0(f) = VIGR(f = Mo
[TL(f)l | TR (f)]

Since the metric is left (resp. right) invariant, the geodesics are globally conserved by left (resp.
right) translation and one can determine only the geodesics starting from the identity. One should be
careful that left and right invariant metrics are generally different. However, if the group is compact
(for instance rotations), there exists a left and right invariant metric [Spivak, 1979, Carmo, 1992]
and the geodesics for this metric (starting from the identity) are the one parameter sub-groups, i.e.
the curves verifying V(s,t) € R?, v(s +t) = v(s) o v(t) = 4(t) o y(s). This equation is often easier
to solve that the standard second order differential equations system, but it is not valid for only
locally compact groups (such as rigid transformations for instance).

3.2 Principal chart

From now on, we consider that the group is geodesically complete and that geodesics are determined
for the left-invariant metric. The same developments could of course be done (with different results)
with the right invariant one.

We call principal chart the exponential chart at the identity and we denote by f the representation
of f in this chart. To simplify the notations, we will write simply exp and log the exponential map
and its inverse function at the identity. As the metric matrix @ is sl)mmetric_) and positive, it can
be written Q = AT.A. Thus, changing the coordinate system into f’ = A.f allows to obtain a
principal chart where Q = Id. We will consider @ = Id in the sequel.

Let V(1d5) be a geodesic starting at the identity with tangent vector f. We have 7(0) = Id and

v(1) = f. Translating this geodesic by g, we obtain a new geodesic § = go VId5) starting at g with

tangent vector J, L(g)? and arriving at time one at g o f. Thus, by definition of the exponential

map, we get expg(JL(g).?) = gof. Taking v = J1(§).f, we obtain the following formula for the
exponential map at any point:

expy(v) = g o exp(JL(§)".v) (31)

RR n° 5093



26 X. Pennec

Taking now v = J,(g).(8 o ), we obtain the expression g_f> of the f in the exponential chart at g
(expressed in the basis induced by the principal chart):

gl =logg(f) = J(8).(8" o ) (32)

The main interest of all these developments is that, from a computer science point of view, we can
use only one chart (the principal chart) and obtain all the others by the left translation.

The distance between two transformations f and g is the length of the minimisigg geodesic
joining the two points. By definition, such a geodesics starts at g with tangent vector gf:

. — — o — (- - v - (. - . _
dist(f,g)* = llgfllz = gt " Q(&)-sf = (" o )".(§" o f) = | o f]|]q = dist(g™ of, Id)*  (33)

3.3 Propagation of the pdfs for some simple group operations

Since we chose the left invariant metric on our Lie group, the probability density functions are
defined using the left Haar measure:

Pr(f €)= /y p(y)-dLG(y)

As already mentioned, the left and right Haar measures are generally different. Their difference
is quantified by the module AG(g), defined by the relation: dpG(g) = AG(g).drG(g). With our
notations, we have AG(g) = |Jr(g)|/|JL(g)|- The group is said unimodular if AG(g) is constant at
each point of the group (i.e. equal to 1 up to a normalisation factor). A compact group is always
unimodular but only locally compact group may have different left and right Haar measures (they
may have in this case different left and right invariant metrics).

Theorem 7 (Translation of a random transformation)
Let f be a random transformation of pdf pe, and f, a deterministic transformation. The pdf of
g, = f, o f (left translation of £) is:

Pit,or)(8) = pe(f5" 0 g) (34)
whereas the pdf of the right translation is:

AG(go 5" ;
P(rof,)(8) = %-m(g o f§¥) (35)

Proof: The probability of g, =f, of to bein aset Y C G is:
P,ofey)=PEetoy) = [ p0).di0®) [ pel o8)dig o)

fa loY y

where the last equality is obtained by the change of variable h = £ o g. The first result is

obtained using the left invariance of the measure.

Now, for the right translation, the probability of g, =f of, to be in a set Y C G is:

Pr((fot,) € ¥) = Pr(f € (Vo £(V)) = / oy, Pr0)01G(8)

(Vofs

With the change of variable h = g o £, we have
Pr((fof,) € V) = / pe(gofiV).drG(go i) = / AG(g o fS).pe(g o £51).drG(g o £5V)
y y
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Since drg is the right invariant measure, we can simplify and come back to the left invariant

measure: 1)
A fo
Pr((fof) €Y)= [ Aot ) pilgot)dn(e) = [ SHETE ) puigorth)arg(e
v v G(g)
This gives the second result. n

Theorem 8 Composition of random transformations
Let £1 and 2 be two random transformations of pdf pg, and pg,. The pdf of their composition is:

et = [ pr(e)0e, (5™ o 0.5G(e) (36)
Proof: Let F C G be a set of transformation. The set of couples (g1, g2) such that g; ogs € F
is A= {(gl,gz) /g1 €G, gegMo .7-'}. Thus, the probability of f = f; o f5 to be in F is:
Prtiofaer) = [ ([ <g2>.dL9<g2>> e (0)-42G(51)
g g ‘oF

- [ ([ pra (65 0 82)-420(82) ) p, (00)020(s1)

=/F (/gpﬁ(gﬁ'”ogz)-pfl(gl).dLQ(gl)) drG(gs)

Analogy with the convolution product Equation (36) is remarkably similar to the classical
convolution product obtain for the addition of two random vectors in R":

Pla+y)(2) = Pe ® py(2) = /Rn Pa(t).py(z —t).dt

This formula can be found as a particular case of equation (36) for the group of translations of
R™ for which we have V) = —x, zoy = x +y and d;G(z) = du.

Theorem 9 (Inversion of a random transformation
Let f be a random transformation of density pe. The density of the inverse transformation is:

pec(g) = AG(g™).pe(g™) (37)

Proof: The first step is to determine the relation between d;G(g¢?) and d;G(g). We have:

] NI D | agD 1), 1)
drG(e™) = |Jo(g™)| "V e = (e [B | dg = | 3% 2G| | de
ae(—l)o -1 _ (-1) ae(—l) (-1) _ ‘J ( )l

= || gl de =@ [ 25| e = k8ot
the last equality being due to det™"/9e = —1d at e = Id. Thus, we obtain:
drG(g™V) = AG(g"V).d;G(g). Now, if F is a set of transformations, we have:
Pr(fV e F) =Pr(fe FV) = / o pe(g)-drG(g)
F -1
= [ ()10 ) = [ AGs e diG0e)
which gives the proposed density. |
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3.4 Obtaining the Karcher mean values

The Karcher means are minimising the variance function defined with the left invariant distance
as defined in the previous section. There are few simplifications due to the left invariant structure:
thanks to formula (32), we can write:

B[&#] = 10. /g o E oD APD

Thus, assuming that the conditions of theorem (2) (i.e. that the variance is finite and the cut locus
has a null measure), our gradient descent algorithm to obtain the mean can be entirely written in
the principal chart (we focus here on the practical case: the empirical mean value):

— — 1 =(- 7
gir1 =&t 0 (ﬁ Z g o fz’) (38)
(2

which simply corresponds to the following algorithm: (left) translate all measured values to the
origin using the inverse of the current transformation estimation; compute the barycenter of the
transformations in the principal chart; use that barycenter as the (right) increment for the current
value.

Example with 3D rigid rotations We have shown in [Pennec, 1996] that the principal chart
is the rotation vector (the unit axis of rotation multiplied by the angle of rotation) with an norm
(angle) less that 7. Thus, the mean rotation vector satisfies’:

E[f('l)or] =0

If the mean rotation 7 is sufficiently centered in the principal chart (i.e. if the angle of rotation is
small), and if the distribution is sufficiently peaked, then a Taylor expansion shows that the classical
expectation is an approximation of the Karcher one:

FNor=r—7+ O(||7_'||2) +O(|IF - THQ)

However, as soon as the Karcher mean value goes farther from the origin, the difference with
the classical expectation is more and more visible (see figure 4).

3.5 Properties of the Karcher expectation for the group operations

Let us now turn to the properties of the mean transformations for the group operations.
Theorem 10 (Left translation of a random transformation)

Elgof]=goE[f] and E[{gofi} | =goE[{fi}] (39)

This result also holds for the sets of central primitives of any order.

"the formulas to compute the composition, inversion and all the necessary derivatives are provided in
[Pennec, 1996].
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E({r:}) = E({r:}) = Id

T + 4
A
+

(a) Standard and Fréchet expecta- (b) When the Fréchet expectation is

tions are identical at the origin. near the origin, the standard expec-
tation can be considered as a first or-
der approximation.

(c) Near the Domain boundary, (d) With a greater amount of noise, it
standard and Fréchet expectations is no longer possible to guess the cor-
greatly differ. We note that with rect clustering to avoid the boundary
this relatively small noise, it would effect.

be possible to detect the boundary

effect.

Figure 4: Behaviour of expected rotations and their covariance matrices: projection of the measured
rotation vectors, their standard and Fréchet expectation and the corresponding uncertainty ellipsoid
at x> = 15 onto the (74, 7,) plane. The circle represent the domain boundary for the rotation vector
(0 = ||r|| = 7). Remember that when we cross this boundary on one side at point r = 6.n, we reenter
the domain at the symmetric point v’ = —f#.n. In fact, the write way to visualise the covariance
matrices would be to left-translate all measurements with respect to the “mean” point, as in figure
(4(a)) so that the representation corresponds to the exponential chart at this point.
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Proof: Thanks to the (left) invariant distance, we have:

i o2,¢(h) =E [ dist(gof, h)_2 ] = E_[ dist(f,g" oh)? ] = 0f(g"" oh)
Thus, f minimises o7 (f) if and only if h = g o f minimises o2,¢(h). The same argument holds
for other types of central features (since only the invariance of the distance was used) and for
the empirical mean. [ ]

Theorem 11 (Right translation and inversion of a random transformation)
If the distance is left and right invariant, we have:

E[fog|=E[f]og and E[{fi}og]=E[{fi}]cg (40)

E[£V] =E[£]) and E[ {6}V ] =E[{fi}]*" (41)

These results also holds for the sets of central primitives of any order.

Proof: The first result is obtained as in theorem (10) but using the right invariance. For the
inversion, let us first notice that

dist(g,f) = dist(Id,gof) = dist(f*V, g)
where the first equality is obtained using the left invariance of teh distance and the second one
using the right invariance. Thus, we have
o5 (8) = B[ dist(f),g)* ] = E [ dist(f,g")* ] = 07 (g"")
The result is then obtained as before. The same argument holds for other types of central
features (since only the invariance of the distance was used) and for the empirical mean. N

Since a compact group has a left and right invariant distance, the stability of the set of Karcher
means by the group operations is ensured. It may seem weird that this is generally not the case
for a non compact group. We present below an example on 2D rigid transformations where the
stability is observed for the rotation part (a compact group) but not for the translation part which
is responsible for the non compacity.

Example with 2D rigid transformations A 2D rigid transformation f is characterised by an
angle of rotation # € [—7; 7| and a translation vector ¢+ € R?. The composition of two transforma-
tions is given by:

(01 + 02) [27]

e 2=\ pio)ts+ 4,

with R(H):[ cosf sme]

—sinf cos6

The modulus on the angle mean that we keep the value between —7 and +.
Excluding the rotations of 7, this representation is the principal chart for the left invariant
distance. Indeed, we have:

d(foe)

() = 22

—1d [ (1J R?(?) ]

Choosing an identity metric at the identity, the representation of the left invariant metric is G.(f) =
Jp (). JL(f)Y = Id. Thus, the Christoffel symbols vanish and the geodesics starting from 0
(the identity) are strait lines.
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Now, let f1 = (7/4; —=v2/2; v2/2), f = (0; V/2; 0) and f3 = (—7/4; —v/2/2; —V/2/2) be
three transformations in our principal chart. One easily verify that their barycenter is the origin.
Thus, f = (0; 0; 0) = Id is a Karcher mean. In this case, this is the only one:

E[ f1, fo, f3]={(0;0; 0)}

The inverse of these transformations is easy to compute: f{V = (—x/4;0; 1), f5’" = (0; —/2;0)
and f§V = (+7/4; 0; 1). This time, the barycenter fCD = (0; —/2/3; 0) is null for the rotation
part, but not for the translation: the mean value of the inverse transformations is not the identity

E[ £, £, £50] = {(0;—\/5/3;0)}

3.6 A word on the propagation of the Normal law parameters

Theorem 12 (Left translation of a Normal random transformation)
If £ is a random transformation following the Normal law N(f}rf) (in the conditions of theorem 3),
then go f is a random transformation following the Normal law N(gof,rgof) with

A(gof)
of

Lgor = JCW T JCV where J =

Moreover, the covariances matrices are related by Ygor = J.Xg.J 7.

Proof: According to eq. (34), the random transformation g o f has the pdf:
T — — —,
p(h) = Ny (82 0 b) = k(f, Ty). exp (-- (f< Do (gD oh)) T ()T Te. T (). (f(-l) o (8 oh)))

But we have

=

foé
. o8

= 15] "o? 0é AEof

ngon - 282D _ a@eh)

¢ et ot a1

with the definition of J given in the theorem. Thus, we have J,(f) = J®V.J. (g o f) and
T 1 - o — A (-

p(h) = k(f,T¢).exp (—5.((gof)('1)oh) Jr(gof)T. Dgor. Jr(gof). ((gof)(l)oh))

Now, since the measure is left invariant, the change of variable h — g oh in the definition of
the normalisation coefficient gives (eqn. 25):

_ 1 /o T _ o _
k(E, D)D) =/ exp (——.(f<-1>oh) .JL(f)T.rf.JL(f).(f(-%h)) drG(h) = k(g o F, Tgor)
g 2

Thus, the pdf p is the Normal law of mean (g o f) and concentration matrix Iyor. The relation
between the covariance matrices relies on the fact that

(gof)h = Jr(goT). ((go%') ™, H) = J.J.(5). (’?(-1) o (g(-n o H)) = J(g" o h)

Then, the change of variable h — g(-!) o h in the definition of the covariance matrix of the
random transformation go f (eqn. 26) gives the result. [ |

= J.J.(F)

CL

One could obtain similar results for the right composition and the inversion in the case of a left
and right invariant distance. The proof for the right translation would be obtained by the right
equivalent of the construction we have done with the left invariant distance. The proof for the
inversion is more tricky, but the properties of the left and right invariant metric should be sufficient.
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4 The case of connected homogeneous manifolds

A manifold on which acts a transformation group is said to be transitive or homogeneous with
respect to this group if, for any two points of the manifold, there exists a transformation of the
group that transform one point to the other. Let o be a particular point of the manifold that we call
the origin and let us denote by g% x the action of a transformation g on a point x of the manifold.
The manifold is homogeneous if Gxo = {gxo0 /g€ G} = M.

4.1 Invariant Riemannian metric

In the case of an homogeneous manifold, we can identify the elements x € M with subsets of of the
group G. Let H be the isotropy subgroup of the origin, i.e. the set of transformations that leave it
unchanged:

H={heG/hxo=o0}
Let now fx be a transformation that bring the origin into the point x = fx x 0. The set of all
transformation that bring the origin into the point x is the left translation of H by fy:

Fx={geG/gxo=x}=1foH

These sets are in fact the elements of the quotient space G/H are are thus called the coset Fy of x.

To compare the tangent spaces T, M and Tx M at the origine and at point x, we now have a
whole set of transformations from Fy. Let us chose a placement function fx, i.e. a representant
of each coset. In a local coordinate system, the vector v € T .M is transformed by the placement
function into

O(fy xe)
Oe
This transportation can by used to define the dot product from the tangent space at the origin on

each tangent space Ty M:

vy = J(fy).v with J(fy) =

€=0

3 : Ifz*e
(1), = (T | T D) avee a(fa) = 2229
Thus, the expression of the metric in a local chart is
G(z) = J(£,).Q.J(f,)" (42)

A necessary condition to obtain an invariant metric is obviously the stability of the metric with
respect to the choice of the placement function. From the definition of the cosets, this reduces to
the invariance of the metric @ at the origin by the action of the isotropy group H:

VheH J(h)™.Q.J(h) = Q (43)

The dot product (. |.), is in this case a continuous function of x: we have obtained an invariant
metric (the condition above is sufficient). Note that there does not always exists an invariant metric:
think for instance to points under the affine group.

Assuming that there exists an invariant metric, the associated infinitesimal volume element is
given by:

dM(x) = /|G (z)|.dz = A.u‘(i—f)' with  A=+]Q] and f, €7,

This measure was the invariant measure determined in [Pennec and Ayache, 1998]. However, we
have a stronger constraint on the existance: an invariant distance implies an invariant measure, but
the converse is false.
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4.2 Principal chart

In the sequel, we assume that there exists and invariant distance and that the manifold is geodesically
complete for this metric. We call principal chart the exponential chart at the origin with @ = Id.
The action of a transformation is define in this chart by f * X = log(f * x) = log(f x exp(X)).

Since geodesics are globally invariant by the action of transformation, we can easily express the
exponential chart at any other point. If Xy is a tangent vector of TxM express in the basis induced
by the principal chart, we have:

expg(Xy) = fz * exp(J(fz)™.¥)

The inverse function gives (in the star-shaped domain delimited by the cut-locus):
xy = loge(y) = J(f) (7" x §) (44)

The functions are independent of the chosen placement function. Indeed, let f, be another
placement function. Then, by definition of the cosets, for each point x there exists a transformation
hy € H such that f, = f; o hy. Now, the geodesics starting from the origin are strait lines in the
exponential chart and are globally invariant: they are transformed into strait lines in the exponential
chart by the isotropy group. This means that the action of the isotropy group is linear in the
principal chart: we can write hx® = J(h).%. Thus, f; V%7 = hi" x (fxF) = J(hg)D.(f*§). Since
J(fh) = J(fz).J(hg), we get the sought equality J(fz).(fS” x §) = J(f'z).(F'$” x ) The invariance of
the exponential is similar.

The distance between two points x and y is by definition the length of the minimizing geodesic
joining them, and by definition of the exponential chart the length of Xy:

dist(x,y)” = || logz(y)lI} = 5" .Q(R).XF = (" »7)".(£" x 7) (45)

4.3 Propagation of pdfs

Theorem 13 (Action of a deterministic transformation on a random feature)
Let x be a random feature of pdf px and f € G a deterministic transformation. Then, the pdf of the
random feature f xx is

Py (y) = px (7Y xy) (46)

Proof: The probability of y = f xx to be in a set ) is

Pfxx€eY)=PxefWxY)= / px(z).dM(z) = / px(FCD % y).dM(y)
(FCDxY) y

The last equality is obtained using the change of variable z = f(!) xy and the invariance of the
measure. |

Theorem 14 (Action of a random transformation on the origin)
Let f be a random transformation of pdf pe. Its action on the origin o determines a random feature
y = f x o that has the pdf

Plteoy(¥) = /H pe(fy o h).dH(h) (47)
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Proof: The probability of x = f x0 to be in a set X € M is:
Pr(f*oe)\,’):/ pe(g).dG(g) avec Fxr={ge€g/gxoe X}
Fx

Using a placement function, the set of transformations Fy is Fx = {fxoh /x € X', h € H}.
Thus:

Pr(x € X) = /X ol o) AME).aH) = /X ( /H pf(fXOh).dH(h)) AM()

Theorem 15 (Action of a random transformation of a deterministic feature)
Let £ be a random transformation of pdf pe. Its action on the deterministic feature x determines a
random feature y = f xx that has the pdf:

o o] (1)
D) (Y) = /Hp(fofz)(fy o h).dH(h) = /H Aggé(fjo h) )' £(fy o ho f).dH(h) (48)

Proof: Choosing fy € Fy and writing y = f x 2z = (f o f;) x 0, we apply equation 35 to obtain
the pdf of f o fy and then theorem 47. [ |

Theorem 16 (Action of a random transformation on a random feature)
Let f be a random transformation of pdf ps and x be a random feature of pdf px. The pdf of the
random feature y = f x x 4s:

Drx(y) = /g pe(g) Px(g? * y)-dLG(g) (49)

Once again, this is very similar to a convolution product.

Proof: Let X C M be a set of features. The set A of couples (f,x) such that f xx € X’ can be

writen:
A= {(f,x)/fe g, XEf('l)*X}

Thus, the probability of y = f xx to be in X is
Prtaxe ) = [ ( / o M) ) )10

/(/ (8" *2).dM(z )) pe(8)-drG(g)

[ e #2)nts )-dLg(g)) dM(2)

X g

4.4 Obtaining the Karcher mean values

As for the Lie groups, we have few simplifications due to the left invariant structure in the Karcher
means characterization: thanks to formula (44), we can write:

B[] = (). /M/C<y)(fy(.'1) «7).dP(7)
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Thus, assuming that the conditions of theorem (2) (i.e. that the variance is finite and the cut locus
has a null measure), our gradient descent algorithm to obtain the mean can be entirely written in
the principal chart (we focus here on the practical case: the empirical mean value):

Xpp1 = fz, * (% Z (fov *%)) (50)

i

which simply corresponds to the following algorithm: translate all measured values to the origin
using the inverse of the placement function at the current estimation; compute the barycenter of
the points in the principal chart; use that barycenter as the increment for the current value.

4.5 Stability of the Fréchet expectation and Normal law

Let us now turn to the stability of the Fréchet expectation with respect to the action of transfor-
mations.

Theorem 17 (Action of a deterministic transformation on a random feature)
E[gxx]=g+E[x] et E[{gxxi}] =g+ E[{z:}] (51)

This resul also holds for the set of central features of any order.

Proof: Let z = g% x be the random feature obtained by the action of the deterministic
transformation g on the random feature x. We have:

72y) = B[ dist(g .y ] = [ dist(y, g% 30pe()-dM()
M
Thanks to the invariance of the distance, we get:
a5 (y) = / dist(g" x y, x)”.px(x).dM(x) = 0% (g™ *y)
M

Thus, the feature X minimizes o2 (x) if and only if Z = g x X minimizes 02(z), which may be
rewritten E[ z ] = g x E[ x]. Moreover, variances are equal: 0, = ox.

The same demonstration holds for the stability of the central feature of any order, as well as
for the empirical mean feature. |

However, if the transformation turns out to be probabilistic, then we have no simple expression
for E[ fxx].

Theorem 18 (Action of a deterministic transformation on a normal random feature)
Let x be a random Normal feature of law Nz r,) (in the conditions of theorem 3), and f be a
deterministic transformation. Then, f x x is a random Normal feature following the Normal law
N(f*)—(yrf*x) with
O(f xX)

0% ..

X=X

Dpux = JO7 Ty JV where J =
Moreover, the covariances matrices are related by Yg = J. 5. J 7.

The demonstration of this theorem is essentially the same as the one for Lie groups (Section
3.6).
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5 Discussion

On a (geodesically complete) Riemannian manifold, it is easy to define probability density functions
associated to random features, thanks to the availability of a metric. However, as soon as the
expectation is concerned, we may only define the expectation of an observable (a real or vectorial
function of the random feature). Thus, the definition of a mean value for a random feature is much
more complex than for the vectorial case and it requires a distance-based variational formulation:
the Fréchet or Karcher expected features basically minimize globally (or locally) the variance. As
the mean is now defined through a minimization procedure, its existence and uniqueness are not
ensured any more (except under some specific conditions). In practice, one mean value almost
always exists, and it is unique as soon as the distribution is sufficiently peaked. The properties of
the mean are very similar to those of the modes (that can be defined as central Karcher values of
order 0) in the vectorial case. To compute the mean value, we designed an original Gauss-Newton
gradient descent algorithm that essentially alternates the computation of the barycenter in the
exponential chart centered at the current estimation of the mean value, and a re-centering step of
the chart at the point of the manifold that corresponds to the computed barycenter.

To define higher moments of the distribution, we used the exponential chart at the mean point
(which may be seen as the development of the manifold onto its tangent space at this point along
the geodesics): the random feature is thus represented as a random vector with null mean in a
star-shaped and symmetric domain. With this representation, there is no more problem to define
the covariance matrix and potentially higher order moments. Based on this covariance matrix,
we defined a Mahalanobis distance between a random and a deterministic feature that basically
weights the distance between the deterministic feature and the mean feature using the inverse of
the covariance matrix. Interestingly, the expected Mahalanobis distance of a random primitive with
itself is independent of the distribution and is equal to the dimension of the manifold, as in the
vectorial case.

Like for the mean, we chose a variational approach to generalize the Normal law: we define it as
the distribution that minimizes the information knowing the mean and the covariance. Neglecting
the cut-locus constraints, we show that is amounts to consider a truncated Gaussian distribution on
the exponential chart centered at the mean point. However, the relation between the concentration
matrix (the “metric” used in the exponential of the pdf) and the covariance matrix is slightly more
complex that the simple inversion of the vectorial case, as it has to be corrected for the curvature
of the manifold.

Last but not least, using the Mahalanobis distance of a Normally distributed random feature,
we can generalize the y? law: we were able to show that is has the same density as in the vectorial
case up to an order 3 in o. This opens the way to the generalization of many other statistical tests,
as we may expect similarly simple approximations for sufficiently centered distributions.

In this work, all definitions are derived from the Riemannian metric of the manifold. More gener-
ally, we could conceive other definitions of the mean value using the notion of connector introduced
in [Picard, 1994]. This connector formalizes a relationship between the manifold and its tangent
space at one point, exactly in the way we used the exponential map of the Riemannian metric. Thus,
we could generalize easily the higher order moments and the other statistical operations we defined
by replacing everywhere the exponential map with the connector. One important point is that these
connectors can model extrinsic distances (like the Euclidean distance on unit vectors), and could
lead to very efficient approximations of the mean value for sufficiently peaked distributions. For
instance, the “barycenter / re-centering” algorithm we designed will most probably converge toward
a first order approximation of the Riemannian mean if we use any chart that is consistent to the
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exponential chart at the first order (e.g. Euler’s angle on re-centered 3D rotations). We believe that
this research track may become one of the most productive from the practical point of view.

When we deal with geometric problems, we often have transformation groups (Lie groups in ou
case) and manifolds that are subject to the action of such a transformation group. The question
that arise is how to chose an adapted Riemannian metric on these structures? In the case of a Lie
group, we have two canonical Riemannian structures given by the left and right invariant metrics.
Choosing one of these metrics lead to important simplifications in the propagation of the pdf of
random transformations. One may notice the remarkable similarity between the pdf of composition
of two random transformations and the convolution product used to compute the pdf of the sum
of two random vectors. However, the propagation formulas are not symmetric, and a Riemannian
metric that is only left invariant only guarantees the stability of the mean, covariance (and Normal
parameters) under the action of a deterministic transformation on the left. The stability by the
action on both side and by inversion is only guaranteed if we have a left and right invariant metric.
Unfortunately, such a bi-invariant metric does not exists in general for non-compact Lie groups. Is
there another way to find a metric that leads to symmetric properties for non-compact Lie groups
(or simply for locally compact such as rigid transformation)?

The second kind of geometrical objects we investigated is homogeneous manifolds, i.e. manifolds
that have no invariant w.r.t. the action of a transformation group. The basic idea is to ensure
the stability of our statistical operations w.r.t. the group action by choosing an appropriate (i.e.
invariant) Riemannian metric. We show that a necessary condition is the invariance of the metric
at any given point by the isotropy group of this point. Such a metric does not always exist (e.g. for
points under the action of the linear or affine group). If it exists, then we can write quite simply
the propagation of the pdf of a random feature subject to the action of a random or deterministic
transformation, and show that the mean, covariance and Normal parameters are stable under the
action of a deterministic transformation.

A third kind of important geometrical objects we have not investigated yet are the so-called
“shape spaces”, i.e. the quotient of a manifold by a transformation group. The difficult part here
is that we have to remove the assumption of geodesical completeness and deal with manifolds with
boundaries. Indeed, the shape manifolds often present some singularities [Small, 1996]: for instance,
the shape of pairs of points (subject to rigid transformations) is the distance between them, which
is positive but can reach the singular point zero. On a geometric aspect, the question arise whether
we can find compatible metrics on the feature, transformation and shape spaces, i.e. such that the
metric on the feature space be the direct product of the metrics on the shape and transformation
spaces.

In conclusion, we believe that we could derive most of the interesting statistical operations on
a finite-dimensional manifold from a Riemannian metric (or perhaps only a connector following
[Picard, 1994]), even if there the theory still has to be generalized to manifolds with boundaries. In
the case of geometric objects (Lie groups or homogeneous manifolds), requiring the invariance of
the metric ensures the stability of our operations w.r.t. the structural operations (composition or
action, inversion), but such a metric does not always exists. Would there be some weaker conditions
than invariance that could still guaranty the stability of our operations? At that point, it seems to
us that the choice of the Riemannian metric is the key point to investigate. Another interesting but
difficult research direction would concern the generalization of our statistical framework to infinite-
dimensional groups and transformations, such as manifolds of curves or surfaces, and groups of dif-
feomorphisms. For this purpose, the work of Younes at al [Younes, 1998, Miller and Younes, 2001],
may provide a thorough basis.
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A Gradient of the variance

This proof is a generalization of a differentiability proof for the uniform distribution on compact
manifolds by Pr Maillot [Maillot, 1997]. One of the main difficulty was to remove the compactness
hypothesis.

Hypotheses

Let P be a probability on the Riemannian manifold M. We assume that the cut locus C(y) of
the derivation point y € M has a null measure with respect to this probability (as it has with the
Riemannian measure) and that the variance is finite at that point:

P(C(y)) = /C LAPE =0 ad o) = /M dist(y, 2)2.dP(z) < 0o (52)
y

Goal and problem

Let now g(y) = [, ) yz.dP(z). As ||[yZ|| = d(z,y) < 1+ d(z,y)?, and using the null probability
of the cut locus, we have:

18y < / 15%]].dP(z) < / (1+d(z,y)?) .dP(z) =1+ o*(y) < 00
M\C(y) M\C(y)

Thus g(y) is well defined everywhere. Let h(y) = d(z,y)? = ||yz||>. For a fixed z ¢ C(y) (which is
equivalent to y ¢ C(z)), we have (grad h)(y) = —2yz. Thus the proposition:

(grad o%)(y) = —2./ yz.dP(z)
M/C(y)

corresponds to a derivation under the sum, but the usual conditions of the Lebesgue theorem are
not fulfilled: the zero measure set C(y) varies with y. Thus, we have to come back to the original
definition of the gradient.

Definition of the gradient

Let v(t) be a curve with 7(0) = y and §(0) = w. By definition, the function 02 : M — R is
derivable if there exists a vector (grad o?)(y) € Ty M (the gradient) such that:

Vu € TyM <(grad 0'2)(}’) | U)> _ (:)wo_Z(y) _ }/E}'(l) g (V(t))t_ g (Y)

Since tangent vectors are defined as equivalent classes, we can choose the geodesic curve (t) =
expy(t.w). Using v = t.w, the above condition can then be rewritten:

Yo € T,M  lim UZ(eXPy(U)) —o*(y) — ((grad o?)(y) | v)

=0
o] —0 o]l

which can be rephrased as: for all n € R, , there exists ¢ sufficiently small such that:

Yo e TyM, ol <e  |o*(expy(v)) — o*(y) = ((grad o®)(y) | v)| < n.|lo] (53)
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General idea
Let A(z,v) be the integrated function (for z ¢ C(y)):

A(z,v) = dist(exp,(v),z)* — dist(y,z)* +2(¥Z |v)
and H(v) = fM\C(y) A(z,v).dP(z) be the function to bound:

H(v) = o*(expy(v)) —0*(y) — ((grado?)(y) | v)
_ / dist(exp, (v), 7)2.dP(z) — / dist(y, 2)2.dP(z) + 2 / (7% | v).dP(z)
M M

M\C(y)
The idea is to split this integral in two in order to bound A on a small neighbourhood W around
the cut locus of y and to use the standard Lebesgue theorem to bound the integral of A on M\W.

Lemma 1 A basis of neighbourhoods of C(y)
We = Uxeny,e) C(v) is a continuous series of included and decreasing open sets all containing C(y)
and converging toward it.

Let us first reformulate the definition of W;:
ze€W., & IxeB(y,e)/z€C(x) & IxeB(y,e)/zeC(z) & C(z)NB(y,e)#2
Going to the limit, we have: z € Wy = lir% W. & Cz)N{y} # @ <& z € C(y). Thus, we have
£E—

a continuous series of included and decreasing sets all containing C(y) and converging toward it.
Now, let us prove that W, is an open set.

Let U = {u = (x,v) € M X TxM; ||v]| =1} be the unit tangent bundle of M and p : U —
R, = R, U{+oc} be the cutting abscissa of the geodesic starting at x with the tangent vector
v. Let now U = ptY(Ry) be the subset of the unit tangent bundle where p(u) < +oo. The
function p being continuous on U, the subspace U = pt(400) is open. Let 7 : U — M be the
canonical projection along the fiber 7((x,v)) = x (it is obviously continuous) and let us denote by
Uy = 79({x}) the unit tangent bundle at point x and U, = 7V ({x}) N U its subset that lead to
a cuting point of x.

Consider u = (x,v) € U, and the geodesic exp,(t.p(u).v) for ¢ € [0;1]: it is starting from x
with tangent vector v and arriving at z = exp,(p(u).v) with the same tangent vector by parallel
transportation. Reverting the time course (¢t — 1—t), we have a geodesic starting at z with tangent
vector —v and arriving at x with the same tangent vector. By definition of the cutting function, we
have p(u) = p(u') with u' = (z,—v). Thus, the function ¢(u) = (exp,(p(u).v), —v) is a continuous
bijection from U into itself with ¢V = g.

Let z € W,. By definition of W, z is in the cut locus of a point x € B(y,): there exists a unit
tangent vector v at that point such that z = m(g(x,v)). Conversely, the cut locus of z intersects
B(y,e): there exists a unit tangent vector v at z such that x = w(¢q(z,v)) € B(y,e). Thus, we can
rewrite W, = w(U,) where U, = ¢V (7Y (B(y,e)) NU). The functions 7 and ¢ being continuous,
this set is open.

Now, we are left the the proof that 7#(U;) = W, is open. Assume that W, is not open. Then,
W, = M\W, is not closed: there exists a series of points z; € W, converging toward z € W,. By
definition of this set, there exists u = (z,v) € U, such that 7w(u) = z. Conversely, there is not unit
tangent vector at z; ¢ W, with that property: U,, NU, = &. Consider the parallel transportation v;
of v from z to z;. The series u; = (z;,v) € U, is obviously converging toward u = (z,v) € U,. Since
U. is open, U, is closed and the series converges within this set, which is in contradiction with the
previous statement.
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Lemma 2 Lety € M and o > 0. Then there exists an open neighborhood W of C(y) such that
(i) For allx € B(y,e), C(x) € W,
(i) P(W,) = fWE dP(z) < «

(1ii) st dist(y, z).dP(z) < «

By hypothesis, the cut locus C(y) has a null measure for the measures dP(z). The distance
being a measurable function, its measure is null on the cut locus: |, ) dist(y, z).dP(z) = 0. Thus,

there exists an open set W € M containing C(y) and having an arbitrarily small measures for the
identity and the distance function (say less than «). Since W. is a basis of neighborhoods of C(y),
there exists ¢ sufficiently small such that W, € W.

Bounding A on W,

Let We, ¢ and « verifying the conditions of lemma 2 and x,x’ € B(y,e). We have dist(z,x) <
dist(z,x’) + dist(x’,x). Thus:

dist(z,x)?* — dist(z,x')* < dist(x,x') ( dist(x,x') + 2 dist(z,x'))

Using the symmetry of x and x’ and the inequalities dist(x,x’") < 2¢ and dist(z,x’) < dist(z,y)+e¢, we
have: | dist(z,x)? — dist(z,x')?| < 2dist(x,x').(2c+ dist(z,y)). Applying this bound to x = exp,(v)
and x’ = y, we obtain:

| dist(z,expy(v))2 - dist(z,y)z‘ < 2(2e + dist(z,y)).||v]]

Now, the last term of A(z,v) is easily bounded by: (yz |v) < dist(y,z).]|v||. Thus, we have:
|A(z,v)| < 4(e + dist(z,y)).||v| and its integral over W is bounded by:

Az, v).dP(7) < 4||v||./ (e + dist(z, y)).dP(2) < 8allv]
We We

Bounding A on M\W, :

Let x = exp,(v) € B(y,e). We know from lemma 2 that the cut locus C(x) of such a point belong
to We. Thus, the integration domain M\W, is now independent of y and we can use the usual
Lebesgue theorem to differentiate under the sum:

grad ( / dist(y,z)Q.dP(z)) — 9 / 7.dP(2)
M\W, M\We

By definition, this means that for ||v|| small enough, we have:

/ Az, 0).dP(z) < alfv|
M\We

Conclusion

Thus, for ||v|| small enough, we have [, , A(z,v).dP(z) < 9«l|v||, which means that the variance has
a derivative at the point y:

(grad o?)(y) = —2. / 5.4P(2)
M/C(y)
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B Approximation of the generalized Normal density

In this section, we only work with a normal coordinate system at the mean value of the considered
normal law. This allows us to simplify the notations. The density is

T.T. T.T.
N(y) = k.exp (_y 5 y) with kY = /M exp (_y 5 y) AM(y)

The covariance and concentration are related by:

TI.
Y= k/ Y.y . exp (_y y) AM(y)
M 2

Since the concentration matrix I' is symmetric and positive definite, we can diagonalize it in the
form I' = AT.A%2.A with A beeing ortogonal and A beeing the diagonal matrix of positive square
roots of eigenvalues. With the change of variable z = A.A.y, we can rewrite the above integrals as:

2
kD :det(A)('l)./ exp( =] ) A/det(G(AT.AD 2)).dz

2
J = kY. det(A).A.AX.ATA :/ z.z2". exp (—@) A/det(G(AT.ACD 2)).dz
’DI
where the new definition domain is D' = A.A.D.
From [Chavel, 1993, section 2.8, corollary 2.3, p.84], we know the Taylor expansion of the metric

around the origin in a normal coordinate system:
det(gsj(expv)) = 1 = Ric (v,v)/3 + O(|v||*)
Thus:

yT.Ric.y
— o(llylI*) (54)

where Ric is the expression of the Ricci tensor of scalar curvatures in the exponential chart. Let
T = A . ARic. AT.AY. Since ||[AT.A) 2]|2 = ||[AD 2|2 = 3, 22 /A2 < |2]|?/A2,;,,, We obtain:

dM(y) = V/det(G(y)) =1 —

TT. 3
VAH(GUATAD ) =1- 222 4 0 (lgll )

mwn

B.1 Manifolds of non positive curvature at the mean point

At such a point, the cut locus is void and the definition domain of the exponential chart is D = R".
This greatly simplifies the integrals. We have:

det(A).k¢D = / e (Y L1 Lap o (P .
" 2 6 )\mzn
The first term is
/ eXP( ) dz —H/exp( ) dz; = (27r)n/2
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The third term in simple: as the integral converges to a constant, we obtain:

[0 (LY o () 01332
)\3 . p - min
The second term is

fRn z".T.z. exp <— |22”2) dz = Zij Tij fZi.Zj exp (—@) .dz

= 2T (fz P (__) dz’) ' (H#z’fexp (-%) -de>
=3 Tii- (V2r) . ((2.m) = 1)/2)

= (27)™/2.Tx(T)

= (2m)™/2. Tr(TY Ric)

since Tr(A.B) = Tr(B.A). Thus we obtain:

o = P (D)

det(T") 6 O(/\m?n)>

As Tr(TV Ric) is a term in \_>2

mins We have:

I (00 o)

Now, for the covariance matrix, we have:

J:/ z.2".exp ||z||2 . 1—1’I§r(T.z.z )+ O I21° dz
" 2 6 )‘fmn

We consider first the off diagonal elements J;; (with ¢ # j): the first term of the integral vanished
because we integrate antisymmetric functions over R: [ z;.z;. exp(]|2||?/2).dz = 0. The integral
converges to a constant for the third term and the result is thus O(\.2 ). Since Tr(T.z.2T) =
Zk’l Ty.21.21, we are left with:

1 z||?
Jij = ~5 ZTkl./zk.zl.zi.zj.exp (—@) .dz
k,l

Fori # k and j # [ or 2 # | and j # k, we integrate an antisymmetric function and the result is
zero. Since the Ricci curvature matrix is symmetric, the matrix 7" is also symmetric and the sum is
reduced to a single term:

1 2 T
Jij = —=(Ty; —i—Tji)./z2 22 exp ——HZH dz = ——7(27r)"/2
6 2 3
Now, we consider the diagonal elements J;;. The first term is

Jan Z2oexp(—[2l12/2).dz = (fy 22 exp(—22/2).dz) - T1, z(fRe>q>(—z§./2).azzj)
= (2m)'/2.(2m)("" /2 = (2m)"/?
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The second term is
— 2,7 _ 2
ai———/ 222" T.z.exp(—||z||*/2).d =—3 E Tkl/ 22 2p.21. exp(—||z]|2/2).dz
R

For k # [, we integrate antisymmetric functions: the result is zero. Thus, we are left with:

o = —% Ek# Tk fR" z?.z,%.exp(—||z||2/2).dz — %Ei fRn zf.exp(—||z||2/2).dz o)
= -1 Zk# T (Jg 22 exp(—22/2).dz) . (Jg 22 exp(—21/2).dzy) - (fR exp(—z?/?).d@)
(n—1)
Tyi (fip 23 exp(— 2/2).(1323) . (fR exp(—z?-/?).dzj)

= 76 Zk;ﬁz’ Ter,-(2m)"% — Tm 3.(2m)"/?
= —L(T(T) +2.T5) = 1 (Te(T) Ric) + 2.T3)

For the third term, the integral converges to a constant and the result is O(), 2 ). Then, the
diagonal element are:

Te(DRic) Ty

o (1 PR T )

Combining with off diagonal terms, we get:

J = (2m)™2. { Id. (1 - w> - g + O(Amfn)}

As J = k™. det(A).A.A.X.AT.A, we have (using equation 55 for the expansion of k):

AAD AT A = (k/det(A)).J
= {1+ I’H(I‘( DRic) 4+ O(A;,)}-{1d. (1 — §Txe(T“D Ric)) — 37+ O(A,2)}
= Id— 1T + O\, )

min

We obtain thus the following relation between the covariance and the concentration matrices:

S =T - r( Y Ric. I + O(A2) (56)
This relation can be inverted to obtain the Taylor expansion of the concentration matrix with
respect to the covariance. First, we shall note that from the above equation, O(A_> ) = O(c3 )

min max

where opmqz 1S the square root of the largest elgenvalue of X. However a global variable such as the

variance o2 = Tr(X) is more appropriate. Since 02,,, < >, 0?2 = 0%, we have O(0mqz) = O(o) and

the Taylor expansion of T'V is:
1
Y =% 4+ S DRic. T+ O(c°)

Then, we have

min

1
L.y = Id——Rlc IO 4L 0oN3 )= Id—gRic.EJrO(o?’)

This means that: )
r=xt_— gRic + O(o) (57)
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To express k with respect to X instead of I', we have to compute Tr(I'V.Ric) and 4/det(T).
1
Tr(I'“Y Ric) = Tr(Z.Ric + 5 2-Ric.T.Ric + O(c®)) = Tr(Z.Ric) + O(c®)

For the determinant, we observe that

ddet(A(a)) 0A(a) 1
—a "~ det(A(a)).Tr <W.A(a)( )>

Thus, we have the following Taylor expansion (with A(a) = Id + a.B):

ddet( Id+a.
det(Id + a.B) :det(Id)—Fa.%‘a: + O(a?)

1+ a. det(1d). Tr (B.(1d + B.0)™) + O(a2)
=1+ Tr(a.B) + O(a?)

Since .Y = Id — $Ric.¥ + O(0?) and T is a term in O(0?), we have

det(T") = det(2). det (Id — %Ric.E + 0(03)> = det(%)V (1 — %.Tr(E.Ric) + 0(03))

and thus

Vdet(T) = det(x)~ 12, (1 - é.Tr(E.Ric) + 0(0—3))

Reporting this expression in equation 55, we obtain:

— 1 _1 ic 03 1 i 03
S = DTS (1 g Tr(E-Ric) +O( ))-(14—6.”&(2.1{ )+ O( )>

Which simplifies in:
1+ 0(0?)

(2m)". det(X)

(58)

Summary of the approximate normal density: In a manifold of non positive curvature, the
normal density in a normal coordinate system at the mean value is:

N(y) = k.exp (_yT-QT-y>

The normalization constant and the concentration matrices are approximated by the following
expressions for a covariance matrix ¥ of small variance 0% = Tr(Z):

1+ 0(03)
(2m)". det(X)

1
and T['=X0— gRic + O(o)
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B.2 Manifolds with a cut locus at the mean point

Now, we have to integrate all the integrals over the definition domain D of the exponential chart
at the mean point. We are going to bound each term of all the integrals from above and below
to show that the same results still holds with just a slight modification of the Taylor expansion
bounding term. Let 7 be the injective radius at the mean point. The open ball B(r) is the greatest
geodesic ball included in the definition domain: B(r) C D C R". The idea is to bound the integrals
of positive terms by integrating over these three sets.

In fact, with the change in variable z = A.A.y, the ball is transformed into the set B, =
{2/IIA®D 2| < r}. Since [AV]2 < A2 ||2]|?, we can use the smaller ball B = B(Amin.r) for the
integrations in polar coordinates. For the integrals that are separable along axes, it will be simpler
to use the maximal cube C = {z/ — Apin.7/v/1 < 2i < Amin.7/+/n} included in B.

In the following, we bound the different integrals used in the last section and summarized
afterward the modifications it implies in the results of the last section. The first integral is bounded
above by the previous value:

2 2
/ exp (—H> dz < / exp (—M> dz = (2m)"/?
DI 2 n 2

and below by an integration over C:

||z||2) /Amin-r/\/ﬁ ( 22)
exp|———).dz > exp | —=2 ) .dz;
/D’ ( 2 1:[ —Amin.T/V/n 2

> (27)"/2. <1 — erfc (,\\7;_”7«))”

Here, erfc(z) = 1 — % foz exp(—t?).dt is the complement of the error function. An interesting

property is that this function (like the exponential) tends toward zero faster than any fraction 1/z*
as x goes to infinity. Putting things the other way, like for Taylor expansions, we will denote by
e(z) a function that is an O(z*) for every positive k:

lim 5@ _ i e (/7)) (/)

=0
0+ xk 0+ zk 0+ zk

We can summarize the value of the first integral by:

_ [Ell _ n/2 -1 -1
exp 5 dz = 2m)"* +e(A i, r7)

Now, for the following integral, we have

Amin-T /T 2
/)\ IR z?.exp <—%> dz, = V21 —27m.erfc (A%'r) 2V exp (_’\2mi2n""2)
=V2r+e(A ) )

We obtain thus )
/ 22.exp (—@) dz = (27)"? + e\ b Tt
’DI

In fact, it is not hard to show that every integral we computed over R" in the previous paragraph
has the same value over D’ plus a term whose absolute value is of the order of (A} .7~1). Thus,

we can directly generalize the previous results by replacing O(c*) with O(c*) + ¢ (2).
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Summary of the approximate normal density: In a manifold with injectivity radius r at the
mean point, the normal density in a normal coordinate system at this mean value is:

N(y) = k.exp (_yT-QT-y>

The normalization constant and the concentration matrices are approximated by the following
expressions for a covariance matrix ¥ of small variance 0% = Tr(X):

. 14+0(c®) +¢(2)
L /@n)". det(T)

1
and T =X — ZRic +0(0) +¢ (E)

T

C Approximated generalized x> law

Assuming that the random primitive x ~ (X,X) follows a normal law, we want to compute the
probability that
2=l = I8 %x < o

Let Bs(a) be the “elliptic ball” of covariance ¥ and radius a: Bs(a) = {y / y*.XV.y < o?}.
Assuming that there is not cut locus, this probability can be written in a normal coordinate system:

Pr{x* <o’} =/

x2<a?

N(y).dMy = / k.exp(—y".T.y/2)/G(y).dy

Bx(a)

Since I' = £V — 1Ric 4+ O(0) and y/det(G(y)) =1 — yTR% + O(||ly||*) we have:

yT (Y — 1Ric +0(0)) y y™Ricy
el 1) (1= B o)) ay

Pr{x! <o’} =k exp | —
Bs(a) 2

Let © be a positive square root of ¥ such that ¥ = ©.0". Which the change of variable y = O.z,
we have dy = y/det(X).dz and the probability is now:

x’ - o)) x zTSx
Pr{x’ <o’} = k.\/det(Z)/”m”Sa exp (— (1d 52+ (") ) (1 - 25 +O(||:B||303)> dx

where S = %@TRic ©. As this is a term of the order O(o?), we have the following Taylor expansion:

exp (_wT(Id—S+O(U3)):1:> e (_||:1: ) (1+ﬂ$+o(ag)>

5
2 2

Reporting in the probability, we find that:

Pr{x? <o’} = k.\/det(E)/

l[zl|<e

2
exp (_@> (14 0(c%) + [#]20(6%) dx
Now, we have:

/||a:||§o¢ exp (—@) (1+ ||lz||?) .0(0®).dz < O(d®) /]R"(l + ||][2) exp (_@) dz = O(c®)
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Thus, using equation 58 for the value of k, we find the usual x? probability, which is independent
of the covariance X, up the the order o3:

2 < o2V = (20) 3 ox el
Pr{x’ < a?} = (2m) /”x”@ p( )d 1000 (59)

This integral can be computed in polar coordinates in R": if » = ||z| is the radius and n is the
corresponding unit vector (z = r.n), we have dx = r"~'.dr.dn and thus:

l=l? _ * A 2
exp dr = dn | . "L exp(—r?/2).dr
<o 2 Sa-1 0
27/2 1 [ ¢
= N = —= ) .dt
I‘(n/Z)) (2/0 P\
with the change of variable ¢ In this formula, I' is the Gamma function which can be

recursively computed from I'(z + ) = 2.T(z) with T'(1) = 1 and I'(3) = /7. For half integer
values, the result is:

I‘(g):(k—l)! if n=2k  and I‘(%):\/EH(Z—I-%) if n=2k+1

Thus, the probability density function of a y? is:

pelt) = ) (1) (-3) 2

If there is a cut locus, we have to replace O(c?) by O(c") + € (2) and we should only integrate
on By (a) ND. After the change of coordinates, we should integrate on B(a) N D’. Thus, we have:

n

eyt <o) = e [ e (<R ) 009y 2 (2)

As we have B(A\pnin-r) C D' C R, we can enclose the researched domain into: B(min(Apin.7, ) C
B(a) N D' C B(a). For a < Ain-r, there is not problem but for a > Ain.r, we have:

2
Pr{x? < o’} > (27r)_%/ exp <— il ) dx+0(c®) + ¢ (f)
B(Amin.7) 2 r

and we have already seen that this integral is 1 + ¢ (%) As a > Apin.r, the same integral is itself
of the same order, and we obtain in all cases the same result as with no cut locus where O(c?) is
replaced by O(03) + ¢ ().
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