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Abstract: We consider a square matrix 4. whose entries have asymptotics of the form
(Ao)ij = aijei + o(e?7) when e goes to 0, for some complex coefficients a;; and real
exponents A;;. We look for asymptotics of the same type for the eigenvalues of A.. We
show that the sequence of exponents of the eigenvalues of A, is weakly (super) majorized by
the sequence of corners of the min-plus characteristic polynomial of the matrix A = (A4;;),
and that the equality holds for generic values of the coefficients a;;. We derive this result
from a variant of the Newton-Puiseux theorem which applies to asymptotics of the preceding
type. We also introduce a sequence of generalized minimal circuit means of A, and show
that this sequence weakly majorizes the sequence of corners of the min-plus characteristic
polynomial of A. We characterize the equality case in terms of perfect matching. When the
equality holds, we show that the coefficients of all the eigenvalues of A can be computed
generically by Schur complement formulae, which extend the perturbation formula of Visik,
Ljusternik and Lidskii, and have fewer singular cases.

Key-words: Perturbation theory, max-plus algebra, tropical semiring, spectral theory,
Newton-Puiseux theorem, amoeba, majorization, graphs, Schur complement, perfect match-
ing, optimal assignment, WKB asymptotics, large deviations.

* INRIA, Domaine de Voluceau, 78153, Le Chesnay Cédex, France. Email: Marianne.Akian@inria.fr
t Indian Statistical Institute, New Delhi, 110016, India. Email: rbb@isidl.isid.ac.in
¥ INRIA, Domaine de Voluceau, 78153, Le Chesnay Cédex, France. Email: Stephane.Gaubert@inria.fr

Unité de recherche INRIA Rocquencourt

Domaine de Voluceau, Rocquencourt, BP 105, 78153 Le Chesnay Cedex (France)
Téléphone : +33 1 39 63 55 11 — Télécopie : +33 1 39 63 53 30



Asymptotique générique de valeurs propres et algébre
min-plus

Résumé : Nous considérons une matrice carrée A, dont les coefficients ont des asympto-
tiques de la forme (A.);; = a;;6% +o(e?) lorsque e tend vers 0 par valeurs positives, pour
des coefficients a;; complexes et des exposants A;; réels. Nous recherchons des asymptotiques
de méme type pour les valeurs propres de 4.. Nous montrons que la suite des exposants
des valeurs propres de A, est majorée (au sens de 'ordre partiel de dominance faible) par la
suite des racines du polynéme caractéristique min-plus de la matrice A = (4;;), et que les
deux suites coincident pour des valeurs génériques des coeflicients a;;. Nous déduisons cela
d’une variante du théoréme de Newton-Puiseux, qui s’applique aux asymptotiques du type
précédent. Nous introduisons aussi une suite de valeurs moyennes minimales des circuits du
graphe de la matrice A, et montrons que cette suite majore la suite des racines du polyndme
caracteristique min-plus de A. Nous caractérisons le cas d’égalité en termes de couplages
parfaits. Lorsque I’égalité a lieu, nous montrons que les coefficients des différentes valeurs
propres de A, peuvent étre calculés génériquement au moyen de compléments de Schur.
Cela généralise les résultats de la théorie des perturbations de Visik, Ljusternik et Lidskii
et résout certains cas singuliers dans cette théorie.

Mots-clés : Théorie des perturbations, algébre max-plus, semi-anneau tropical, théo-
rie spectrale, théoréme de Newton-Puiseux, amibe, ordre partiel de dominance, graphes,
complément de Schur, couplage parfait, affectation optimale, asymptotiques WKB, grandes
déviations
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1 Introduction

Let A, denote a n x n matrix whose entries, which are continuous functions of a parameter
€ > 0, satisfy

(Ae)ij = a7 + o(e)

when e goes to 0, where a;; € C, and A;; € RU {400}. (When A;; = 400, this means
by convention that (A.);; is identically zero.) The goal of this paper is to give first order
asymptotics

Ei ~ /\iEAi R

with \; € C\ {0} and A; € R, for each of the eigenvalues L}, ..., L" of A, in some generic
cases.

Computing the asymptotics of spectral elements is a central problem of perturbation
theory, see [Kat95] and [Bau85]. For instance, when the entries of A, have Taylor (or, more
generally, Puiseux) series expansions in ¢, the eigenvalues £ have Puiseux series expansions
in €, which can be computed by applying the Newton-Puiseux algorithm to the characteristic
polynomial of A.. The leading exponents A; of the eigenvalues of A, are the slopes of the
associated Newton polygon: the difficulty is to determine these slopes from the leading
exponents of the entries of A..

In the special case where

Ac = Ao +eb

where Ay € C™ " is nilpotent, and b € C"*", a remarkable result, due to Vigik and
Ljusternik [VL60] and Lidskii [Lid65], identifies the generic exponents A;, and show that
the coefficients \; can be generically obtained from eigenvalues of certain Schur comple-
ments built from the matrix b. The reader may consult the survey of Moro, Burke, and
Overton [MBO97] for a complete account of this theory.

However, the construction of Visik, Ljusternik and Lidskil has many singular cases, in
which the Schur complements do not exist and the perturbation formuls do not hold. In par-
ticular, this approach does not apply to many situations in which the matrix b has a sparse
or structured pattern (some entries of b being known to be zero). The problem of finding the
generic values of the exponents A;, in such cases, has received much attention, sometimes in
the more general context of perturbations of matrix pencils. In particular, Najman [Naj99]
studied the singular perturbations of a linear pencil, and Ma and Edelman [ME98] studied
the perturbations of a Jordan matrix by special structured matrices. See also Edelman, Elm-
roth and Kagstrom [EEK97, EEK99| for a systematic geometric approach and for numerical
motivations.

In this paper, we show how the exponents A; and the coefficients \; can be computed
using tools of min-plus algebra. We give perturbation formulae which extend the ones of
Vigik, Ljusternik and Lidskii and have fewer singular cases.

Recall that the min-plus semiring, Ry, is the set R U {+o0}, equipped with the addi-
tion (a,b) — min(a, b) and the multiplication (a,b) — a + b. Many of the classical algebraic
constructions have interesting min-plus analogues. In particular, the characteristic polyno-
mial function of a matrix B € R} X", already introduced by Cuninghame-Green [CG83|, can
be defined as the function which associates to a scalar x the permanent, in the min-plus
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4 Marianne Akian, Ravindra Bapat, Stéphane Gaubert

sense, of the matrix «I @ B, where I is the identity matrix. Note that the permanent of
a min-plus matrix B is nothing but the value of an optimal assignment in the weighted
bipartite graph associated with B. A fundamental result of Cuninghame-Green and Mei-
jer [CGM80] shows that a min-plus polynomial function p(z) can be factored uniquely as
p(z) =alz®x1)- - (xDxy,), where a, 1, ..., € Riypin, “@” denotes the min-plus addition,
and the concatenation denotes the min-plus multiplication. The numbers z1, ... , z,, which
coincide with the points of non-differentiability of p (counted with appropriate multiplici-
ties), are called the corners of p. (The reader seeking information on the min-plus semiring
may consult [CG79, MS92, BCOQ92, Max94, CG95, Gun98, KM97, GP97, Pin98, GM02].)

We show in Theorem 3.8 below that the sequence of exponents A; is weakly (super)
majorized by the sequence of corners of the min-plus characteristic polynomial of the matrix
A = (A;;), and that the equality holds for generic values of the coefficients a;;. Recall
that the corners of the min-plus characteristic polynomial can be computed by solving O(n)
optimal assignment problems, as shown by Burkard and Butkovi¢ [BB03].

The proof of Theorem 3.8 relies on a variant of the Newton-Puiseux theorem, which
applies to first order asymptotics, that we state as Theorem 3.1 in a way which illumi-
nates the role of min-plus algebra. We consider the branches Y (¢) solutions of the equation
P(e, Y(¢)) = 0, where P(e,Y) = >7_ P;(€)Y” and the Pj(e) are continuous functions, such
that P;(e) = piel’ + o(e?7), with p; € C and P; € RU {+oc}. We characterize the cases
where this information is enough to determine the first order asymptotics of the branches
Vi(€),...,Yn(€). Then, the leading exponents of the branches are precisely the corners of the
min-plus polynomial P(Y) = @?:0 P;Y7: the leading exponents of the classical roots are the
min-plus “roots”. By Legendre-Fenchel duality, the corners of the min-plus polynomial P(Y)
are precisely the slopes of the Newton-Polygon classically associated to P(e,Y). Similar cor-
respondences between classical and min-plus polynomials have been used recently in works on
“tropical algebraic geometry” by several authors, including Viro [Vir00], Mikhalkin [Mik01],
Passare and Rullgard [PRO0], Speyer and Sturmfels [SS03], following the introduction of
amaebas of algebraic varieties by Gelfand, Kapranov, and Zelevinsky [GKZ94]. (The min-
plus interpretation of the Newton-Puiseux theorem given in Theorem 3.1 was known to the
authors independently of these works, see for instance [GP01].)

Theorem 3.8 determines the generic leading exponents of the eigenvalues, but it does not
determine the coefficients A;. To compute these coefficients, we define, in terms of min-plus
Schur complements, a sequence of critical values of A, that we characterize as generalized
circuit means. We show that the sequence of corners of the min-plus characteristic polyno-
mial of A is weakly majorized by the sequence of critical values of A (Theorem 4.6), and we
characterize the equality case in terms of the existence of disjoint circuit covers, or perfect
matchings, in certain graphs. In the equality case, Theorem 5.1 shows that the coefficients
A; can be obtained in terms of eigenvalues of certain Schur complements constructed from
the matrix a. The theorem of Visik, Ljusternik and Lidskii is a special case of this result
(Corollary 7.1 below). We give in Section 7.3 examples of singular cases which can be solved
by Theorem 5.1. In fact, Theorem 5.1 often allows us to get the first order asymptotics of
some eigenvalues of A, by mere inspection. For instance, if

e 1 e
Ae - 0 € 6_2 ) (1)
e € 0

INRIA
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we get from Theorem 5.1, essentially without any computation, that the spectrum of A,
consists of three eigenvalues

Lom e 3 L2~ je 3 L2~ 22, (2)

where j = exp(2im/3). See Example 5.3 below for details.

We also prove an asymptotic result for eigenvectors, Theorem 6.1, which is analogous to
Theorem 5.1. However, the combinatorial characterization of the cases where Theorem 6.1
determines the generic asymptotics of all the entries of eigenvectors is lacking, see Section 6.3
below.

The present work is a continuation of [ABG98], where related max-plus formule were
given for the Perron eigenvalue and eigenvector, when A, is nonnegative. Theorem 5.1 was
announced in [ABGO1]. Note also that ideas from max-plus spectral theory were already
applied to WKB type or large deviation type asymptotics in [DKM92]| and [KM97].

2 Preliminaries

In this section, we recall some classical facts of min-plus algebra and show preliminary
results. See for instance [BCOQ92| for more details.

The min-plus semiring, Ruy, is the set R U {+o0} equipped with the addition (a,b) —
a ®b = min(a, b) and the multiplication (a,b) — a ® b = a + b. We shall denote by 0 = +oo
and 1 = 0 the zero and unit elements of R,,,;,,, respectively. We shall use the familiar algebraic
conventions, in the min-plus context. For instance, if A, B are matrices of compatible
dimensions with entries in Ry, (AB)ij =(A® B)ij = @k AikBkj = ming (A + Bkj),
A% = A® A, etc. Moreover, if 2 € Ry, \ {0}, then 271 is the inverse of z for the ® law, that
is —x, with the conventional notation. We shall also denote by Ryi, the complete min-plus
semiring, which is the set R U {+o00} equipped, as Ryin, with the min and + laws, with the
convention +o0o + (—o0) = —00 + (+00) = +00.

2.1 Min-plus spectral theorem

To any n x n matrix A with entries in a semiring S, we associate the directed graph G(A),
which has nodes 1,...,n and an arc (¢,7) if A;; # 0, where 0 denotes the zero element of
S. We say that A is irreducible if G(A) is strongly connected.

We next recall some results of min-plus spectral theory: the min-plus version of the
Perron-Frobenius theorem has been discovered, rediscovered, precised or extended, by many
authors [CG79, Vor67, Rom67, GM77, CDQV83, MS92]. Recent presentations can be found
in [BCOQ92, CGY95, GPI7, Bap9g|.

Theorem 2.1 (Min-plus eigenvalue, see e.g. [BCOQ92, Th. 3.23]). An irreducible
matriz A € (Ryin)™*"™ has a unique eigenvalue:

puin(A) =D D (Aisiy -+ Aii)* (3)
k=1 d1,... g

With the usual notations, (3) can be rewritten as

. . Ao+ + A
pmin(A) = min  min 2 it
1<k<nit,... ik k

RR n° 5104



6 Marianne Akian, Ravindra Bapat, Stéphane Gaubert

If p = (io, %1, ... ,i) is a path of G(A), we denote by |p|a = Aiyi, + -+ Ai,_,i, the weight
of p, and by |p| = k its length. Since any circuit of G(A) can be decomposed in elementary
circuits, which are of length at most n, pmin(A) is the minimal circuit mean:
. |c|a
in(A) = —_ . 4
pmm( ) ccircurirtuig G(A) |C| ( )
We say that a circuit ¢ = (iy,42,... ,ik,i1) of G(A) is critical if ¢ attains the minimum in (4),
and we call critical the nodes and arcs of this circuit. The critical nodes and critical arcs
form the critical graph, G°(A). We call critical classes the strongly connected components
of G°(A). We will also use the name “critical class” for the set of nodes of a critical class.
The Kleene’s star of a matrix A € R™*" is defined by

min
—_nXn
A*=ToA0 A’ .- cR,, ,
ie. (A*);; = infg>o(A¥);;, where I = AY is the identity matrix (we shall use the same
notation I for the identity matrix of R”X" and for the identity matrix of C"*", for any n).

Proposition 2.2 (See e.g. [BCOQ92, Th. 3.20]). All the entries of A* are > —oco if,
and only if, pmin(A4) > 0. Moreover, when pmin(A4) > 0,

A=TpAp- - ¢ AL .

Theorem 2.3 (Min-plus eigenvectors, see e.g. [BCOQ92, Th. 3.100]). Let A €
RIX™ be an irreducible matriz, and consider A= pmin(A)"TA.  Any eigenvector of A is
a linear combination of the columns X* ; corresponding to critical nodes j. More precisely, if
we select (arbitrarily) one node j per critical class and take the corresponding column gf*’j,

we obtain a minimal generating set of the eigenspace of A.

(In Theorem 2.3, and in the sequel, we write ﬁ* ; the j-th column of (A)*)

Given a matrix A € R]X" and a vector V € R”, , we define the saturation graph,
Sat(A, V), which has nodes 1,...,n, and an arc (3, j) if (AV); = A;;V; (that is (AV); =
A;j + V; with the usual notations). The following simple result relates the critical graph
and the saturation graph.

Proposition 2.4 (See e.g. [BCOQ92, Th. 3.98]). Let A € R' " be an irreducible ma-

triz with eigenvalue o, and let V € R, \ {0}. If AV = oV, then the strongly connected
components of Sat(A, V) are exactly the strongly connected components of G(A).

In fact, Theorem 3.98 of [BCOQ92] only shows that any circuit of the saturation graph
belongs to the critical graph, but the converse is straightforward.

The following elementary result is a special version of a maximum principle for ergodic
control problems, see [AG03, Lemma 3.3] for more background, and [CTGG99, Lemma, 1.4]

for a proof in the min-plus case.

Proposition 2.5. Let A € R*X" be an irreducible matriz with eigenvalue o, and let V €

min

Re... If AV > oV, then (AV); = oV, for all critical nodes i of A.

The saturation graphs associated to the generators of the eigenspace have a remarkable
structure. Say that a strongly connected component C of a graph is final if for each node i,
there is a path from i to C, and if there is no arc leaving C.

INRIA
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Proposition 2.6. Let A € R])X" be an irreducible matriz with eigenvalue «, let A= a A,
let C be a critical class of A, and let V be an eigenvector of A. The following assertions are
equivalent:

1. V is proportional to Ef‘j, for some j € C;
2. C is the unique final class of Sat(A, V).

Proof. We first prove 1 = 2. It is enough to consider the case when V = ﬁ_*j. Since A is
irreducible, all the entries of A* are < +oc. Moreover, since pmin(g) = 0, Proposition 2.2
yields A* = T ® A® --- @ A"~ 1. Hence, for all i # j, there exists a path p = (ig =

i,11,... ,ix = j) from ¢ to j, with length 1 < k < n — 1, and minimal weight, that is Al =
gm»l .- gzk 1ip- By Bellman’s optlmahty pr1nc1p1e for all 0 <1 < m < k, the sub- path
(i1,... ,im) has minimal weight: Ale = Auu+1 . Alm vim- Then, A* ' Alm+1A;+1J=
that is, aVi, = Ay, Vi i and (i;,4;41) € Sat(A,V) for all l =0,. — 1. So for i # j,

there is a path from 7 to j in Sat(A4,V).

Assume, by contradiction, that there exists k € C and | ¢ C such that (k,1) € Sat(A,V).
Since [ # j, there is a path from [ to j in Sat(A, V'), and since C is a strongly connected
component of Sat(A, V) (by Proposition 2.4), there is a path from j to k in Sat(A, V'), which
yields a circuit of Sat(A, V') passing through C and k ¢ C. This contradicts the fact that C
is a strongly connected component of Sat(A, V).

We finally prove 2 => 1. Assume that C is the unique final class of Sat(A, V'), and let us
fix j € C. Then, for each i, we can find a path (ig = 14,... i, = j) from i to j in Sat(A, V), s
that Vi, = = Ar = Ar Vi, . Hence, V- A CAx V; < A* V. The

1001 Z17 R} 'Lk 1 lk 11k 101 Uk — 11k

other inequality holds, since V = AV implies V = A*V. Thus, V = A,*jVj is proportional
to A%, O

2.2 Min-plus polynomials

We recall here some results about formal polynomials and polynomial functions over Ry,
and in particular a min-plus analogue of “the fundamental theorem of algebra”, which is due
to Cuninghame-Green and Meijer [CGMS80]. The connection between the min-plus evalua-
tion morphism and the Fenchel transform, was already observed in [CGNQ89] and [BCOQ92,
Section 3.3.1].

We denote by Ryin[Y] the semiring of formal polynomials with coefficients in Ry, in the
indeterminate Y: a formal polynomial P € Ry, [Y] is nothing but a sequence (Py)ren € RY.
such that P, = 0 for all but finitely many values of k. Formal polynomials are equipped with
the entry-wise sum, (P®Q)r = P, ®Qs, and the Cauchy product, (PQ)r = @g<;<p PiQr—i-
As usual, we denote a formal polynomial P as a formal sum, P = @, P,Y*. We also define
the degree and valuation of P: deg P = sup{k € N| P, # 0}, valP = inf{k € N| P, # 0}
(deg P = —o0 and val P = o0 if P =0). To any P € Ryi,[Y], we associate the polynomial
function P Ruin — Ruyin, ¥ — P( ) =@, Py*, that is, with the usual notation:

)

(y) = gleilg(Pk +ky) (5)

We denote by Ryin{Y} the semiring of polynomial functions P. Contrary to the case of
real or complex polynomials, the evaluation morphism, Ryin[Y] — Rmin{Y}, P +— P is

RR n° 5104



8 Marianne Akian, Ravindra Bapat, Stéphane Gaubert

not injective. Indeed, the evaluation morphism is essentially a specialization of the Fenchel
transform over R:

F.R =R Fh) = igg(wy — f(x)) ,

since, for all y € R, ]3(y) = —F(P)(—y), where P is extended to a function

Py ifr=keN s
+00 otherwise

P:R— R,z P(x), with P(z) = { (6)

It follows from (5) that P is a concave nondecreasing function with integer slopes.

In the sequel, we denote by vex f the convex hull of a map f : R — R, and we denote by
P the formal polynomial whose sequence of coefficients is obtained by restricting to N the
convex hull of the map P : R — R. Thus, Py = (vex P)(k). The following result is a special
case of the Legendre-Fenchel inversion theorem [Roc70, Section 12].

Proposition 2.7. If P € Run[Y], then P is the minimal formal polynomial Q such that
@ = 13, we have P = P, and P is given by

Py, = sup(—ky + P(y)) .
yeR

Theorem 2.8 ([BCOQ92, Th. 3.43, 1 and 2]). A formal polynomial of degree n, P €
Rumin[Y], satisfies P = P if, and only if, there exist c; < --- < ¢, € Ry such that

P=P,(Y®cr) - (Y®cy) .

The c; are unique and given, by:

fori=1,...,n . (7)

P i(Poip1)™" i Pooip1 #0
C; =
0 otherwise,

The min-plus analogue of the fundamental theorem of algebra due to Cuninghame-Green
and Meijer can be obtained by applying Theorem 2.8 to P, since P = P and P = P.

Theorem 2.9 ([CGMB80]). Any polynomial function P € Ruyin{Y} can be factored in a
unique way as

Ply)=Puly@cr)---(y@cn) ®)
with cp < -+ <¢,.

The ¢; are called the corners of P. The multiplicity of the corner c is the cardinality
of the set {j € {1,...,n} | ¢; = ¢}. We shall denote by C(P) the sequence of corners:
C(]g) = (c1,... ,¢pn). By extension, if P € Ry,[Y] is a formal polynomial, we will call corners
of P the corners of P: C(P) = C(P). By Proposition 2.7, C(P) = C(P). Geometrically, the
function P is the restriction to N of the convex function vex P, which is piecewise affine on
its support, [val P,deg P], and P is concave, piecewise affine.

INRIA
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Proposition 2.10. The corners ¢ € R of a formal polynomial P € Rpyin[Y] are ezactly
the points at which P is not differentiable. They coincide with the opposites of the slopes
of the affine parts of vex P : [valP deg P} — R. The multiplicity of a corner ¢ € R is
equal to the variation of slope of P at c, P’( ) - P’( T), and it coincides with the length
of the interval where vex P has slope —c. Moreover, 0 is a corner of P if, and only if,
P'(07) :=lime 400 P'(¢) # 0. In that case P’((D’) is the multiplicity of 0, and it coincides
with val P.

Proof. The characterization of the corners and of their multiplicities in terms of P is due
to Cuninghame-Green and Meijer [CGM80]. It can be deduced from (8), since when ¢ € R,
Q(y) := (y®c)* = kmin(y, ¢) has ¢ as unique point of non differentiability, with Q'(c~) = k
and Q'(ct) = 0. The case where ¢ = 0 is a straightforward consequence of (8). The
characterization of the corners and of their multiplicities in terms of vex P follows from (7),
since when ¢; € R, ¢; = P,_; — Pp_ix1 = (vexP)'(z) for all x € (n —i,n — i+ 1), and
Ci:ﬂ):}Fn,i:FnCl---Ci:@. O

The duality between corners and slopes in Proposition 2.10 is a special case of
the Legendre-Fenchel duality formula for subdifferentials: —c € O(vexP)(z) & =z €
OF (P)(—c) < x € 8T P(c) where  and OF denote the subdifferential and superdifferential,
respectively [Roc70, Th. 23.5].

Lemma 2.11. Let P = @] _, P,Y' € Ruin[Y] be a formal polynomial of degree n. Then,
CP)=(a1 < <cyp) if, and only if, P> P,(Y ®c1)--- (Y B ¢cp) and

P, i=Py1-¢ forallie{0,nfu{ie{l,...,n—1}]| ¢ <cit1} - 9)

In particular, P,_; = P,_; holds for all i as in (9).

Proof. We first prove the “only if” part. If C(P) = (¢; < --- < ¢,), then P = P, (Y &
c1)---(Y@®e¢,) and P,_; = Pncy---c; for all i = 1,...n. Recall that P defines a map
x — P(x) by (6). By definition of vex P, the epigraph of vex P, epivex P, is the convex
hull of the epigraph of P, epi P. By a classical result [Roc70, Cor 18.3.1], if S is a set
with convex hull C, any extreme point of C' belongs to S. Let us apply this to S = epi P
and C = epivex P. Since P, _; = P,c;---c;, the piecewise affine map vex P changes its
slope at any point n — 4 such that ¢; < ¢;4+1. Thus, any point (n — i,vex P(n — i)) with
¢; < ¢;41 is an extreme point of epi vex P, which implies that (n—i, vex P(n—1i)) € epi P, i.e.,
P,_; <vexP(n—i) = P,_;. Since the other 1nequahty is trivial by definition of the convex
hull, we have P,_; = P,_;. Obviously, P and P have the same degree, which is equal to
n, and they have the same valuation, k. Then, (n,vex P(n)) and (k,vex P(k)) are extreme
points of epi vex P, and by the preceding argument, P, = P,,, and P, = Pj. Hence, Py = P,
if k =0, and Py = Py = +o0, if k > 0. We have shown (9), together with the last statement
of the lemma. Since P,, = P, and P > P, we also obtain P > P, (Y @ c1)--- (Y @ ¢p).

For the “if” part, assume that P > P,(Y @ c¢1)--- (Y @ ¢,,) and that (9) holds. Since
Q= P.(Y@c1)--- (Y & cp) is convex, and the convex hull map P — P is monotone, we
must have P > Q = Q. Hence, P geqP > @Q and since P,_; = Q,,_; for all i as in (9), we
must have P,,_; = Q,,_;, thus vex P(n — 1) = vex Q(n — 1) at these i. Since vex P is convex,
since vex @ is piecewise affine and vex Q(j) = vex P(j) for j at the boundary of the domain
of vex () and at all the j where vex @) changes of slope, we must have vex P = vex Q). Hence

P=0=0Qand C(P) = C(P) = C(Q) = (c1,... , cn)- O
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10 Marianne Akian, Ravindra Bapat, Stéphane Gaubert

The above notions are illustrated in Figure 1, where we consider the formal min-plus poly-
nomial P = Y3@®5Y246Y @ 13. The map j — P;, together with the map vex P, are depicted
at the left of the figure, whereas the polynomial function P is depicted at the right of the
figure. We have P = Y3 @ 3Y2 @ 6Y @ 13 = (Y © 3)%(Y @ 7). Thus, the corners of P are 3
and 7, with respective multiplicities 2 and 1. The corners are visualized at the right of the
figure, or alternatively, as the opposite of the slopes of the two line segments at the left of
the figure. The multiplicities can be read either on the map P at the right of the figure (the
variation of slope of P at points 3 and 7 is 2 and 1, respectively), or on the map vex P at
the left of the figure (as the respective horizontal widths of the two segments).

1 Py
] 5425 g y

9

5:
| 3y

%% 3 7

Figure 1: The formal min-plus polynomial P = Y? & 5Y? & 6Y & 13 and its associated
polynomial function P.

2.3 Schur complements

We recall here the definitions of conventional and min-plus Schur complements. We shall
consider matrices indexed by “abstract indices™ if L and M are finite sets and S is a semiring,
a L x M matrix with values in S is an element A of S“*M and the entries of A are denoted
by A;; with i € L and j € M. Moreover, for all J C L and K C M, we denote by Ak the
J x K submatrix of A: Ajx = (Ajk)jes kek- This definition applies to n x n matrices by
taking L = M = {1,... ,n}. Graphs of L x L matrices A are defined as for n x n matrices
(see Section 2.1) with the only difference that the set of nodes is L.

Definition 2.12. Let C' C L be finite sets, and let N = L\ C. If a is a L x L matrix with
entries in C, and if ac¢ is invertible, the Schur complement of C' in a is defined by

Schur(C,a) = anny — aNc(acc)*laCN .

Definition 2.13. Let C' C L be finite sets, and let N = L\ C. If A is a L x L matrix with
entries in Ruyin, A € Ruyin \ {0}, and pmin(A\"*Acc) > 0, the min-plus A-Schur complement
of C'in A is defined by

Schur(C, A, A) =ANN D ANc(/\ilAcc)*)\ilACN . (10)

When A\ =1 = 0, we shall simply write Schur(C, A) instead of Schur(C, 1, A4).

INRIA



Asymptotique de valeurs propres 11

In fact, in the sequel, we shall mostly use min-plus Schur complement corresponding
t0 A = pmin(A). The goal of the insertion of the normalizing factors in (10) is to get the
following homogeneity property:

Schur(C, pA, uA) = p Schur(C, A\, A) | (11)

for all A, 1 € R such that A < ppin(Acc) and pA < pmin(Ace)-

Using the same symbol, “Schur”, both for conventional and min-plus Schur complements
is not ambiguous: considering min-plus Schur complements of complex matrices, or conven-
tional Schur complements of min-plus matrices, would be meaningless.

Both min-plus and conventional Schur complements satisfy

Schur(C U C’,a) = Schur(C, Schur(C’, a)) (12)

for all L x L matrices a, and for all disjoint subsets of indices C,C’ C L, provided that
the Schur complements are well defined (if Schur(C’,a) is well defined, then the left hand
side of (12) exists if, and only if, its right hand side exists). Of course, (12) is a classical
Gaussian elimination identity, which is well known, both in conventional algebra and in the
min-plus algebra (the left hand side and the right hand side of (12) are unambiguous rational
expressions, with elementary interpretations in terms of paths, see for instance [Lal79] for
more background).

Finally, if K C L and if b is the K x K submatrix of a, we shall sometimes write abusively
Schur(b, a), instead of Schur(K, a).

We now give some graph interpretations of the weights and eigenvalues of min-plus Schur
complements. Let G be a graph with set of nodes L, let C be a subset of L and set N = L\ C.
For all paths p = (ip,... ,ix) of G, we denote by |p|c the number of arcs of p with initial
node in C, ie., |plc = #{0 < m < k—1] iy € C}, where # denotes the cardinality of a
set. (All the path interpretations below have dual versions, obtained by replacing “initial”
by “final”.) We also denote by p N C the subsequence of p obtained by deleting the nodes
not in C (p N C need not be a path of G). The following classical interpretation of Schur
complements is an immediate consequence of the graph interpretation of the star.

Lemma 2.14. Let C C L be finite sets, and let N = L\ C. Let A be a L x L matriz
with entries in Ryin, and A € Ryiy \ {0} be such that pnin(Acc) > A. Then, p is a path
in G(Schur(C, A, A)) if, and only if, there exists a path p’ in G(A) with the same extremal
nodes as p and such that p’ " N = p. Moreover, for all paths p in G(Schur(C,\, A)), we
have

|PlSchur(c,x,4) = min [p'|a = Alp'lc

where the minimum is taken over all the paths p' of G(A) that have the same extremal
nodes as p and satisfy p' NN = p. In particular, ¢ is a circuit in G(Schur(C,\, A)) if,
and only if, there exists a circuit ¢’ in G(A) such that ¢ NN = ¢; and for all circuits ¢ in
G(Schur(C, A\, A)), we have

|clschur(o,x,4) = min |4 — Al |c

where the minimum is taken over all the circuits ¢ of G(A) such that ¢ NN = c.
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12 Marianne Akian, Ravindra Bapat, Stéphane Gaubert

Proposition 2.15. Let C' C L be finite sets, and let N = L\ C. Let A be a L x L matriz
with entries in Ryin, and A € Ry \ {0} be such that pmin(Acc) > A. Then,

Pmin(Schur(C, A\, A)) = min —————— (13)

where the minimum is taken over all the circuits ¢ of G(A) which are not included in C.
Moreover, c is a critical circuit of Schur(C, A, A) if, and only if, there exists a circuit ¢’ of
G(A) such that ¢ NN = ¢ and ¢ minimizes (13).

Proof. Using (4) and Lemma 2.14, we get

pmin(Schur(C, \, A)) = lelsehur(caa)

¢ circuit in N |c]
_ . . |C/|A—/\|CI|C
= min min —_—
c circuit in N \ ¢’ circuit of G(A),c/NN=c |C|

|c'|a = Ald|e
min _
¢’ circuit of G(A), '/ NN#Q |C/| — |C/|C
since | N N| = |¢/| — |¢|¢ for all circuits ¢/. This yields (13). If ¢ is a critical circuit of
Schur(C, A, A), then puin(Schur(C, A, A)) = (|c[schur(c,a,4))/|c| and by Lemma 2.14, there
exists a circuit ¢’ of G(A) such that ¢/ N N = c and |c|schur(c,r,4) = |¢/|a — || Since
in that case, |¢| = | N N| = || — |/|c, we deduce that ¢’ minimizes (13). Conversely,

if ¢ minimizes (13), then, ¢ = ¢/ N N is nonempty and by Lemma 2.14, ¢ is a circuit of
G(Schur(C, A\, A)). Moreover, by Lemma 2.14 again,

|C|Schur(C,>\,A) < |CI|A — /\|CI|C
] —ldl=1dle

thus ¢ is a critical circuit of Schur(C, A, A). O

Pmin (Schur(C, A, 4)) < = pPmin(Schur(C, A\, 4)) ,

Note that if ¢’ is a circuit in C, that is if the denominator in (13) is zero, the numerator
is necessarily nonnegative, since A < pmin(Acc)-

3 Min-plus polynomials, Newton-Puiseux theorem and
generic exponents of eigenvalues

3.1 Preliminaries on exponents and general assumptions

Let C denote the set of continuous functions f from some interval (0, ¢€) to C with ¢y > 0,
such that |f(e)| < e~ * on (0, €), for some positive constant k. Since all the properties that
we will prove in the sequel will hold on some neighborhoods of 0, we shall rather use the
ring of germs at 0 of elements of C, which is obtained by quotienting C by the equivalence
relation that identifies functions which coincide on a neighborhood of 0. This ring of germs
will be also denoted by C. For any germ f € C, we shall abusively denote by f(¢) or f. the
value at € of any representative of the germ f. We shall make a similar abuse for vectors,
matrices, polynomials whose coefficients are germs. We call ezponent of f € C:
log | f ()|

def . .
e(f) = hrenﬁ%lf TToge e RU{+o0} . (14)
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We have, for all f,g € C and A € C,

e(f +g) >min(e(f),e(g)) , (15)
e(fg) >e(f) +elg) , (16)

with equality in (15) if e(f) # e(g) and equality in (16) if the liminf in the definition of e(f)
or e(g) is a limit. Thus, f +— e(f) is “almost” a morphism C — Ry,i,. In the sequel exponents
will be considered as elements of R,in, so that (16) will be written as e(fg) > e(f)e(g). An
element f € C is invertible if, and only if, e(f) # 0 (or equivalently, if there exists a positive
constant such that |f(¢)| > €¥). If f is invertible, its inverse is the map f~! : e+ f(e)™?
and we have e(f~!) < e(f)~! with equality if, and only if, the liminf in the definition of
e(f) is a limit.
We shall say that f € C has a first order asymptotics if

f(e) ~ ae?, when ¢ — 01 | (17)

with either A € R and a € C\ {0}, or A = +00 and a € C. In the first case, (17) means
that lim._.o e~ f(e) = a, in the second case, (17) means that f = 0 (in a neighborhood of
0). We have:

fle)~ae* = e(f)=A4, (18)

and the liminf in (14) is a limit. We shall also need an equivalence notion slightly weaker
than ~. If f € C, a € C and A € Ry,in, we write

f(e) ~ aet (19)

if f(e) = ae + o(e?). If A € R, this means that lim. .oe 4 f(¢) = a. If A = 400, this
means by convention that f = 0. If a # 0 or A = 400, then f(e) ~ ae” if, and only if,
f(€) ~ ae? and in that case e(f) = A. In general,

fle) ~ae = e(f)>A . (20)

Conversely, e(f) > A = f(e) ~ 0e4. Of course, in (19), ae* must be viewed as a
formal expression, for the equivalence to be meaningful when ¢ = 0 and A € R. In (18),
however, ae?* can be viewed either as a formal expression or as an element of C.

Throughout the paper, we consider a matrix A € C™*" and we shall assume that the
entries (Ac);; of A. have asymptotics of the form:

(A)ij =~ a;;e7, for some matrix a = (a;;) € C™*", (21)
and for some irreducible matrix A = (4;;) e R}5 .

min

(The case where A is reducible is a straightforward extension.) Under rather general cir-
cumstances (see Section 3.2), the eigenvalues L£!,... , £" of A, belong to C and have first
order asymptotics:

L~ Nl (22)

We next relate the sequence (A1, ..., A,) with two sequences constructed by using only
the information on the exponents of the entries (A.);; of the matrix A. given by the A;;.
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14 Marianne Akian, Ravindra Bapat, Stéphane Gaubert

3.2 First order Newton-Puiseux theorem and min-plus polynomials

The usual way to compute the A; in (22) is to use the classical Newton-Puiseux theorem.
We state here a general first order version of this theorem in a way which illuminates the
role of min-plus algebra.

For any formal polynomial with coefficients in C, P(¢,Y) = Z?:o P;(e)Y) € ClY], we
define the min-plus polynomial of exponents:

e(P) d:eféée(Pj)Yj € Ruin[Y] .

=0

The transformation of ordinary polynomials to min-plus (or “tropical”) polynomial by the
map e is instrumental in works on amoebas (for instance, a very similar definition is given
in [SS03]).

Recall that to P = e(P) is associated the polynomial function P and the convex formal
polynomial P, as in Section 2.2. For instance, to P = Y3 4+ ¢>Y? — €8Y 4 ¢!'3 corresponds the
formal min-plus polynomial P = e(P) = Y2 @ 5Y2 @ 6Y + 13 represented in Figure 1.

Theorem 3.1 (First order Newton-Puiseux theorem). Let P = Z;‘:O Pi(e)YI €
C[Y] such that P, = 1. The following assertions are equivalent:

1. There exist Y1,... ,YVn € C such that Yi(¢€),... ,Vn(€) are the roots of Ple,y) = 0
counted with multiplicities, and Y, ... , Y, have first order asymptotics, YV;(e) ~ yjeyj
with Yi < -+ < Yi;

2. There exist p = Y_"_p;Y? € C[Y] and P = @_, P;Y’ € Ruin[Y] satisfying Pj(e) ~
pieli, j=0,...,n, withp, =1, P, =1, py # 0 or Py =0, and p,,—; # 0 for all
ie{l,...,n—1} such that ¢; < ciy1, where (c1 < --- <¢,) = C(P).

When these assertions hold, we have e(P) > P, e(P) = P, and C(e(P)) = C(P) = (1 <
o <ep) =W <o <YL). Moreover, if ¢ € R is a corner of P with multiplicity k and
C; =" = Citk—1=C, then y;,... ,y;+x—1 are precisely the non-zero roots of the polynomial

=3 pYecly,
_0<j<n
P(c)=P;c’

counted with multiplicities.

The classical Newton-Puiseux theorem applies to the case where C is replaced by the
field of (formal, or convergent) Puiseux series (a Puiseux series is of the form Y3 ;. apz*/®
with ar, € C, K € Z and s € N\ {0}), and shows 2 => 1 only. In the classical statement
of the theorem, the leading exponents Y;, are, up to an inversion and change of sign, the
slopes of the Newton polygon, and the polynomials p( are defined in terms of the edges of
the polygon. Since, when P = e(P), the graph of vex P is the symmetric, with respect to
the main diagonal, of the Newton polygon, it follows from Proposition 2.10 that the Y; and
y; in Theorem 3.1 coincide with the ones that are defined classically.

Theorem 3.1 is a “precise large deviation” version of the Newton-Puiseux theorem: we
assume only the existence of asymptotic equivalents for the coefficients of P(¢, -), and derive
the existence of asymptotic equivalents for the branches of P(e, ). The Newton-Puiseux
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algorithm is sometimes presented for asymptotic expansions, as in [Die68]. However, the
equivalence between the two assertions of Theorem 3.1 does not seem to be classical. In
particular, the asymptotics of some coefficients may be only known as being negligible: we
require that p; # 0 only for those i such that (i, P;) is an exposed point of the epigraph of
P.

Proof. We first prove 1 = 2. Let Q = (Y@ Y;)--- (Y@ Y,). Then, Q = Q, C(Q) =
1 <---<Y,)and Qn—; =Y,---Y; forall i = 1,... ,n. Since Yi(¢),...,Vn(€) are the
roots of P(e,y) = 0 counted with multiplicities, and P,, = 1, it follows that P(¢,Y) =
[T, (Y — Yi(e)). Hence, (—1)"P,,_; is the sum of all products Y;, ---Y;,, where ji,...,j;
are pairwise distinct elements of {1,... ,n}. By the properties of “~” (stability by addition
and multiplication), and since B, ;. Yj, -+ Yj, =Yi---Y; = Qn—;, we obtain that there
exist po, . .. ,pn—1 € C such that P; ~ p;e@ forall j = 0,... ,n— 1. Putting p, = 1, we also
get P, =1 ~ p,e?n since Q,, = 1. Wheni=1,... ,n— 1is such that Y; < Y41, V1 --- Vi
is the only leading term in the sum of all V;, ---Y},, and then p,—; = (=1)y;---y; # 0.
Moreover, for i = n, either Y,, # 0, which implies that pg = (—=1)"y1 - -yn # 0, or Y,, = 0,
which implies that ), = 0, Py = 0 and Q¢ = 0. This shows that (¢1,...,¢,) = (Y1,...,Ys)
and P = @ are as in Point 2.

The remaining part of the theorem is obtained by a simple adaptation of the proof of
the classical Newton-Puiseux theorem. When the P; are only assumed to be continuous
functions satisfying Point 2 of the theorem, it follows from (15,16,20), that e(P) > P, and
since P>P=(N@cy) - (Y®ecp), we get that e(P) > (Y@ c1)--- (Y @ ¢,). In addition,
from (18) and Point 2 of the theorem, we get that e(P),_; = P,_; = Ppcy------ c; for all
ic{0,n}ufie{l,...,n—1}| ¢; <cit1}, hence Lemma 2.11 yields e(P) = P, therefore,
C(e(P)) = C(P) = (c1 < -+ < ¢,). Moreover, the first step of the Puiseux algorithm
shows that, for all corners ¢ # 0 of P with multiplicity k, there are exactly k continuous
branches with leading exponent c. Indeed, when ¢ = ¢; = --- = ¢;4 1 # 0, the change of

variable y = z¢®, and the division of P by €”(¢), transforms the equation P(e, ) = 0 into an
equation Q(e,z) = 0, where Q(-, z) extends continuously to 0 with Q(0, z) = p((z). Since
]3((:) = P;c? implies that n—i —k+1 < j <n—i+1, and since either i —1 = 0 or ¢;_1 < ¢;,
we get that p,_;11 # 0, hence degp(® = n — i+ 1. Similarly, we have either i + k — 1 =n
OF Cith—1 < Cirr. In the second case, we get pp_i_p41 # 0, thus valp) =n —i—k+1. In
the first case, i+ k—1=mn, c = ¢,, and pg # 0 or Py = 0. Since Py = 0 implies ¢ = ¢,, = 0,
which contradicts our assumption, we must have py # 0, hence again valp® =n —i—k+1.
Hence, degp® — valp( = k and the conclusion is obtained by the standard Lemma 3.2
below. Finally, if ¢ = 0 is a corner with multiplicity &, then valP =k, ¢,,—r < ¢n—kr1 = 0,
and py # 0. This implies that (for all € > 0 in a neighborhood of 0) P(e,-) is a polynomial
with valuation £, hence it has 0 as a root with multiplicity k. O

Lemma 3.2. Let Q(e,Y) = Y., Q;(€)Y!, where the Q; are continuous functions of € €
[0, €0) and let m = deg Q(0,-). Then, for any open ball B containing the roots of Q(0, -), there
are m continuous branches 2, ..., Z,, defined in some interval [0,¢1), with 0 < €1 < €,
such that Z1(€),... , Z,(¢) are exactly the roots of Q(e,-) in B counted with multiplicities.
Moreover, the roots of Q(e,-) that are outside B tend to infinity when € goes to 0.

Proof. We only sketch the proof, which is classical. By the Cauchy index theorem, if ~
is any circle in C containing no roots of Q(e,-), the number of roots of Q(e,-) inside ~
is (2mi)~" [ 0:Q(€,2)(Q(e, 2)) "' dz. By continuity of € — Q(e, "), the number of roots of
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Q(¢,-) inside v (counted with multiplicities) is constant for ¢’ in some neighborhood of e.
Taking B as in the lemma, v = 0B, and ¢ = 0, we get exactly m roots of Q(¢’,-) in B for
¢’ in some interval [0,€;). Consider now a ball By D B of radius R. For ¢ small enough,
the number of roots of Q(¢’,-) in either B or B is equal to m, hence any root of Q(¢€,-)
outside B must be outside Br. This shows that the roots of Q(€, ) that do not belong to B
go to infinity, when ¢’ — 0. Finally, by taking small balls around each root of Q(e,-), with
0 < € < €1, we see that the map which sends € to the unordered m-tuple of roots of Q(e,-)
that belong to B, is continuous on [0,€;). By a selection theorem for unordered m-tuples
depending continuously on a real parameter (see for instance [Kat95, Ch. II, Section 5, 2]),
we derive the existence of the m continuous branches Z1,... , Z,,. O

Theorem 3.1 says that “the leading exponents of the roots are the min-plus roots”.

Example 3.3. Consider P(e,Y) = Y3 +€°Y2 — €Y 4 ¢'3. The min-plus polynomial P = e(P)
is the one of Figure 1, hence its corners are ¢; = ¢; = 3 and ¢3 = 7. We have p(V) = p?) =
Y3 —Y and p(® = —Y + 1. Hence, P has 3 continuous branches around 0 with first order
asymptotics: V) ~ €2, Y2 ~ —¢® and V5 ~ €. Theorem 3.1 states in particular that we
need not know the asymptotic expansions of all the coefficients of P(e,Y): for instance, if
Pe,Y) = Y3+ 0(e?)Y? — 0Y + €', the polynomials P and p*),p), p®) are unchanged, so
that we still have 3 continuous branches with the same asymptotics has above.

Remark 3.4. If A € C™*™ satisfies (21), the characteristic polynomial of A., P(e,Y) =
det(YI — A.) is an element of C[Y], since C is a ring. Applying Theorem 3.1 to P, we can
obtain, under some additional assumptions, first order asymptotics for the eigenvalues of
A.. The difficulty is that the coeflicients P; of P need not have first order asymptotics
(even if a;; # 0 for all 4, j) due to cancellations. Of course if the coefficients of A, have
Puiseux series expansions in €, the P; also have Puiseux series expansions in € and a fortiori
first order asymptotics. However, if we only assume that A € C"*™ satisfies (21), we obtain
that the P; satisfy the conditions P,, = 1 and P;(e) ~ pje!’ for some exponents P; € Ryin
computed using the exponents A;; (see Section 3.3). Hence, if the eigenvalues of A, have
first order asymptotics, Theorem 3.1 gives the exponents of these asymptotics as a function
of the P;.

3.3 Majorization inequalities for corners of min-plus polynomials

The permanent of a matrix with coefficients in an arbitrary semiring (.5, ®, ®) can be defined
as usual:

perm(A) = @ ®Aio(i) 5

€6, i=1

where &, is the set of permutations of {1,...,n}. In particular, for any matrix A € RI:"

min ?
n

perm(A) = min 2 Aig(i)

and the formal characteristic polynomial of A is the polynomial

perm(YI & A) = @ ®(Y5w(i) ® Aio(i)) € Ruin[Y]

cEG, i=1
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where I is the identity matrix, and d;; = 1 if i = j and J;; = 0 otherwise. The associated
min-plus polynomial function will be called the characteristic polynomial function of A.
We next assume that A € C"*" satisfies (21) and that the eigenvalues £! (i =1,... ,n)
of A, have first order asymptotics, LI ~ \;ei. We relate, in that case, the A; with the
corners of the characteristic polynomial of A.
We need first to recall the classical definition of weak majorization (see [MO79] for more
background).

Definition 3.5. Let u,v € R}}; . Let u@) < --- < u,) (resp. vy < --- < v(,)) denote the

components of u (resp. v) in increasing order. We say that u is weakly (super) majorized by
v, and we write u <% v, if the following conditions hold:

u(l)u(k)zv(l)v(k) vk:]_,...,nn

In fact, the weak majorization relation is only defined in [MO79] for vectors of R™.
Here, it is convenient to define this notion for vectors of R}, . We also used the min-plus
notations for homogeneity with the rest of the paper. The following lemma states a useful
monotonicity property of the map which associates to a formal min-plus polynomial P its

sequence of corners, C(P).

Lemma 3.6. Let P,Q € Ryin[X] be two formal polynomial of degree n. Then,
P>Qand P, =0Q, = C(P) <" (CQ) . (23)

Proof. From P > @, we deduce P > Q. Let C(P) = (c;(P) < -+- < ¢,(P)) and C(Q)

(c1(Q) < -+ < ¢,(Q)) denote the sequence of corners of P and @), respectively. Using P >

P, =P, = Qn = @n and (7)3 we get Cl(P)"'Ck(P) = ﬁn—k(?n)_l > @n—k(@n)_l
c1(Q) (@), for all k =1,... ,n, that is C(P) <% C(Q).

?

O <y

We shall also need the following notion of genericity. We will say that a property & (y)
depending on the variable y = (y1,... ,yn) € C" holds for generic values of y if the set of
elements y € C™ such that the property &(y) is false is a proper algebraic variety. This
means that there exists Q € C[Y1,...,Y,]\ {0} such that #(y) is false if Q(y) = 0. When
the parameter y will be obvious, we shall simply say that &2 is generic or holds generically.
It is clear that if &7 and &2 are both generic, then “4?; and &5” is also generic.

Since any polynomial ¢ = Z“ inen Q... ,inYZf +-Yin € C[Y1,...,Y,] in n indetermi-
nates can be seen as an element of C[Y1, ... ,Y,] whose coefficients are constant with respect

to €, we have:

= P YV €RunlYr,..., Vil . (24)
i1,...,in EN
Qiq,... in 70
We also define, for all Y € R}, :
SR(Y) = > Gy i, Y2 Y € CIY, .., Y] (25)
1,..- ,ineN

e(q)(Y1,... . Yy)=Y 1 Y)in

The following result is clear from the above definitions of e(q) and ¢}, since when y # 0,

Vooyeh = Y~yer.
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Lemma 3.7. Let g € C[Y1,...,Y,] and let Q = e(q) and ¢5** be defined by (24) and (25),
respectively. Let ) € C", y € C" and Y € R", be such that V; ~ y;e¥i fori =1,... ,n.
Then,

g1, V) = 2 ()9 (26)
and for any fized Y, we have an equivalence ~ in (26) for generic values of y € C™.

Theorem 3.8. Let A € C"*" satisfy (21). Assume that the eigenvalues L.,... L of
Ac (counted with multiplicities) have first order asymptotics, L' ~ \ie™i, and denote by
A= (Ar <--- < A,) the sequence of their exponents (counted with multiplicities). Let
['=(y1 <--- <7,) be the sequence of corners of the min-plus characteristic polynomial of
A. Then,

A<YT (27)

and for generic values of a = (a;;) € C"*", A =T.

Proof. Since A = A, € C"*™, the characteristic polynomial of A, Q(¢,Y) := det(YI — A,)
belongs to C[Y]. Let Q@ = e(Q) € Ruyin[Y] and let P = perm(YI & A) € Rpyin[Y] be the
min-plus characteristic polynomial of A. By (15,16), e(Q) > perm(YI ®e(—.A)) and by (21)
and (20), e(—A) > A. It follows that Q = e(Q) > perm(YI & A) = P. Hence, from
Lemma 3.6, we get that C(Q) <% C(P) = I'. Moreover, by Theorem 3.1 applied to Q, we
get that C(Q) = A, which finishes the proof of (27).

Let us show the genericity of the equality A = I". For all a € C"*", we consider the k-th
trace of a:

trg(a) = Z Z sgn(o) H @jo(j)

JC{1,... n},#J=k \0€G, jeJ

For all A € R™*"™ we also set

min ?

trg(A) = @ @ ®Ajg(j) . (28)

JC{1,...,n}, #J=k \0o€G,; jeJ

Then, the coefficients of Q are given by Qi(¢) = (—1)*tr,,_1(A.), for k = 0,...,n — 1
and Q,, = 1. The coefficients of P are given by P, = tr,_r(4), for k = 0,... ,n — 1 and
P, = 1. By Lemma 3.7, we obtain that for any fixed (irreducible) matrix A € R} *",
and any A € C"*" satisfying (21) with a € C"*™ and A, trg(A.) ~ (trg)52t(a)et™(A) for
generic values of a € C"*™. In particular, generically, Q(¢) has first order asymptotics and
e(Qy) = Py, for all k = 0,... ,n. This implies that Q = P, thus A = C(Q) = C(P) =T,
generically. O

Remark 3.9. Since a result of Burkard and Butkovi¢ [BB03] shows that we can compute the
min-plus characteristic polynomial function of a matrix in polynomial time (by solving O(n)
assignment problems), Theorem 3.8 shows that the sequence A of generic exponents of the
eigenvalues can be computed in polynomial time. We develop this further in [ABGO04].
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4 Critical values of min-plus matrices

4.1 Schur complements and generalized circuit means

We now construct another sequence § = (1 < --- < 8,) using eigenvalues of min-plus
matrices. First, we build by induction a finite sequence of min-plus square matrices A, and
scalars ay € R, for 1 < ¢ < k, together with a partition C; U---UCy = {1,... ,n}.

We start with A; = A. Then, for all £ > 1, we define

Q¢ = Pmin(Ar) (29)

and we take for C; the set of critical nodes of A;. We build, as long as Cy U --- U Cyp #
{1,...,n}, the min-plus Schur complement:

Ag+1 = Schur(C’g, Ozg,Ag) .

Due to the irreducibility of A, Lemma 2.14 shows that Ay is irreducible, so that Cp, # @.
Hence, the algorithm stops at some index k& < n. By Proposition 2.15, we get that a1 <

- < ag. We call ay,...,«qr the critical values of A. We define the multiplicity of the
critical value ay as #Cy. Repeating each critical value with its multiplicity, we obtain a
sequence § = (41 < .-+ < (,,) which will be called the sequence of critical values counted

with multiplicities.
Let us give now a graph interpretation of the exponents ay. We set C° = @ and, for all
£=1,... k,

ct=C,U...uCy, NY={1,...,n}\C" 1.
For all paths p of G(A) and all £ =1,... , k, we use the notations of Section 2.3 and:

pl% =Ipla — calple, — - — aw—1lple,_,

Pl ==Ip| = Ipley =+ = Iplo,, = Iplne -

Proposition 4.1. The numbers o defined in (29) satisfy:

where the minimum is taken over all circuits ¢ in G(A) which are not included in C*~1.
Moreover, c is a critical circuit of Ag if, and only if, there exists a circuit ¢ of G(A) such
that ¢ N N* = ¢ and ¢/ minimizes (30).

Proof. Using repetitively Lemma 2.14, we get that for all circuits ¢ of G(As), |c|la, =
min |¢|, where the minimum is taken over all circuits ¢’ of G(A) such that ¢/ N N* = c.
By the same arguments as in the proof of Proposition 2.15, we deduce the assertions of
Proposition 4.1. O

Note that, as for Proposition 2.15, if ¢ is included in C*~!, that is if the denominator
in (30) is zero, the numerator is necessarily nonnegative (by definition of ay_1).

We say that a circuit ¢ of G(A) is a critical circuit of order ¢ if |c|% = ay|c|’. We call
critical graph of order ¢ the graph G§(A) whose nodes and arcs belong to critical circuits of
order ¢. Of course, G°(A) = G5 (A).

RR n° 5104



20 Marianne Akian, Ravindra Bapat, Stéphane Gaubert

Proposition 4.2. We have
Gi(A)Cc Gy (A) =1,... k-1 (31)
which means that the nodes and arcs of Gj(A) belong to G§_|(A).

Proof. If ¢ is a critical circuit of order ¢, then by definition |c|% = a/|c|’. If in addition
lc|® = 0, then ¢ N N* = @, whence |¢|c, = 0 and |¢['t? = 0. It follows that |c["! =
le|% — aulele, = 0 = apqale|/*tL, thus c is a critical circuit of order ¢ + 1. Otherwise, if
lc|® # 0, then ¢ minimizes (30) and since, by the arguments of the proof of Proposition 2.15,
leN N 4, < |c|%, we obtain that ¢/ = ¢ N* is a critical circuit of Ay. By definition of
Cy, we get that the nodes of ¢/ belong to Cy, thus the nodes of ¢ belong to C*, which shows
lc|® = |c|c, or |¢]*T! = 0. Since |c[y = alel’, we get ||t = 0 = |c[*+!, and c is a critical
circuit of order ¢ + 1. O

Let £ € {1,... ,k} and let D, denote the min-plus diagonal matrix such that (Dy);; = am
if j € Cp, with m < ¢, and (Dy);; = oy if j € N*’. For instance, if n = 3, C; = {1},
Cy ={2,3}, a1 = 2 and ag = 4, then D; = diag(2,2,2) and Dy = diag(2,4,4). We set

Ay=D;'A .
We also set
G (A) = GS(A), A=A, andD=D; .
Lemma 4.3. We have Ay = oy Schur(C*~1, Ag), fort=1,... k.

Proof. We prove the lemma by induction on ¢ = 1,... k. Since Ay = al_lA and A; = A,
we get Ay = oy Ay If Ay = ay Schur(C*~1, Ay), then using (11) and (12), we get

Apg1 = Schur(Cy, ap, Ap) = ap Schur(Cy, a;lAg)
= ay Schur(Cy, Schur(Ce_l, Ag)) =y Schur(CE, Ag)
= ay Schur(C’e, DZIDEHAZH) .

Since (D, 'Dy11)j; = 1 for j € C% and (D;'Dey1);; = a; ‘a1 otherwise, it follows
from (10) that Ayy1 = agyq Schur(CY, Agiq). O

Proposition 4.4. For all 1 < { <k, we have G§(A) = Ge(Ay), Ay has min-plus eigenvalue
1, and the set of critical nodes of Ay is C*. Moreover, G5(A) and G°(A) N C*xC* (that is
the restriction of Gc(fl) to the nodes of C*) have the same strongly connected components.
In particular, GS,(A) = G°(A) and all the nodes of {1,... ,n} are critical for A.

Proof. For all circuits ¢ and for all £ = 1,... ,k, we get by Proposition 4.1, |c[% > au|c/".
Since, for all circuits [¢| 4, = |¢[4 — ailc|c, — - — aralelo,_, — aule|ne = |e|y — aulel’, we
get that p(A,) > 0. Moreover, c is a critical circuit of order ¢ if, and only if, % = alcl,
which is equivalent to |c| ;, = 0. This shows that p(Ag) = 0 and that c is a critical circuit of
order / if, and only if, ¢ is a critical circuit of A,. It follows that G§(A) = G°(A,). Since by
Proposition 4.1, any critical circuit of Ay is of the form ¢/ N N* where ¢’ is a critical circuit of
order ¢, the set Cy of nodes of G°(A) is included in the set of nodes of G§(A). Using (31),
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we get by induction that C* is included in the set of nodes of G§(A). Conversely, since any
critical circuit ¢’ of order £ is such that ¢ N N¥ is a critical circuit of Ay, and since the set of
critical nodes of Ay is Cy, the set of nodes of G$(A) is included in ({1,... ,n}\N)UC, = C¥,
hence is equal to C*. Finally it is clear that, by definition of A;, G¢(A,;) C G°(A), and since
its set of nodes is C*, we get G¢(Ay) € G¢(A) N C*xCt . Conversely, since the restrictions
of A and A, to CfxC* are equal and since p(A;) = p(A) = 0, any critical circuit of A with
nodes in C* is critical for A,. It follows that the strongly connected components of G¢(A,)
and G°(A) are equal. O

FEzxample 4.5. To illustrate the computation of the critical values, consider

0 0o 1 o
A= 1 o0 oo 2 (32)
© oo 4 5

We have «; = 0, and the critical graph of A is composed of the circuit (1 — 2 — 1). Thus,
Cy ={1,2}. We have

A = Schur(C1, a1, A)
_002@100 o 01" [oo co] [2 2
1 4 5 00 00 0 oo 1 ocof| |4 5
Hence, a2 = pmin(A42) = 2, with a unique associated critical circuit (3 — 3), and Cy = {3}.
(Recall our convention that Schur complements inherit their indices from the matrices from
which they are defined, so that (As)s3 = 2 is the top left entry of A;.) We have A3 =
Schur(Cs, ag, A3) = 5 @ 0*4 = 4, hence, ag = 4, with a unique associated critical circuit,
4 — 4, and C3 = {4}.
To determine the critical graphs G¢(A), we use Proposition 4.4, which shows that

G5(A) = G°(Ay). We already computed G$(A) = G°(A). Since Dy = diag(0,0,2,2),
and

Ay =Dy'A=

g Log
wo XY

0 oo
oo 1
00 00
oo 2
we deduce that G5(A) \ G§(A) consists of the circuit (1 — 2 — 3 — 1). Finally, Dy =
diag(0,0,2,4) and

A3 =D3'A = (33)

g Lo

888>

00
1

00
0

which shows that G5(A4) \ G5(A) consists of the circuit (3 — 4 — 3). The critical graphs
are represented as follows
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Here, the graphs G§(A), for ¢ = 1,2,3 are represented in black, magenta (medium gray),
and green (light grey), respectively; for readability, a node or arc is drawn with the color of
the minimal graph G§(A) to which it belongs.

For such a small example, the critical circuits could be obtained by mere inspection. In
general, G5(A) = G(A;) can be computed in polynomial time thanks to Proposition 2.4,
which shows that G°(A) coincides with the union of the strongly connected components of
Sat(Ay, V), for any eigenvector V of Aj.

4.2 Majorization inequalities for critical values

We now state a second majorization result, which should be compared with Theorem 3.8.

Theorem 4.6. Consider an irreducible matriz A € RIS, Let ' = (y1 < -+ < ,) be the

sequence of corners of the min-plus characteristic polynomial of A and let 8 = (61 < --- <
Brn) be the sequence of critical values of A, repeated with multiplicities. Then,

r<vpg. (34)

Proof. Let P = perm(YI® A) be the min-plus characteristic polynomial of A, I' = C(P) and
Q=(Y®pB1) (YD B,). Let V be an eigenvector of A (for instance any column A}, since

by Proposition 4.4, p(A) = 1 and all the nodes of {1,... ,n} are critical). Let W = diagV'.
Since AV =V, we get W 'AW1 = 1, where 1 is the vector with all entries equal to 1.
Therefore, W'AW1 = D1, thus (W 1AW);; > j3; for all i,j = 1,... ,n. Using (28), we
get

try,(A) = trp (W LAW) > By -+ B . (35)
Then,

P=Y"@tri(AY" '@ @tr,(A) >Y" /Y T @ @B BaY°
=Y&b) - (YBB)=0Q .

From Lemma 3.6, we deduce C(P) <% C(Q) and since I' = C(P) and C(Q) = [, we
obtain (34). O

We next characterize the cases where the equality holds in (34). We say that a graph
G has a disjoint circuit cover if there is a disjoint union of circuits containing all the nodes
of G. This property, which is equivalent to the adjacency matrix of G having full term
rank [BR91, Section 1.2], can be easily checked: it reduces to find a perfect matching (or to
compute a matching of maximal cardinality) in a bipartite graph.

Theorem 4.7. Consider an irreducible matriz A € RIS, Let ' = (y1 < -+ < 7y,,) be the

min
sequence of corners of the min-plus characteristic polynomial of A, and let 5= (1 <--- <
Br) be the sequence of critical values of A repeated with multiplicities. For all £ € {1,... ,k},
where k is the number of critical values of A, the following assertions are equivalent:

1.y =B for j e {#C +1,... ,#C}, and y1 -+ yycer = P Byoer;
2. G5_,(A) and G§(A) have a disjoint circuit cover.
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In Theorem 4.7, we use the convention that G§(A) is the empty graph and that it has a
disjoint circuit cover. Recall also that C° = @.
The proof of Theorem 4.7 relies on the following lemma.

Lemma 4.8. The equality

truce(A) = Br--- Byce (36)
holds if, and only if, G;(A) has a disjoint circuit cover.

Proof. Let us first assume that G5(A) has a disjoint circuit cover. Since by Proposition 4.4,

the set of nodes of G§(A) is C*, there exists disjoint elementary circuits ci, ... , ¢, in G§(A)
which cover all the nodes of C*. Let o be the permutation of the nodes of C* which consists
of the circuits ci, ... ,c,. We obtain, using (28):
tryoi(4) < Q) Ajoi) = b1 Bgor Q) (Ajo(s) = B+ Bycr
jeot jeot
since, by Proposition 4.4, c1, ... , ¢, are critical circuits of Ay and p(Ay) = 1. Since it follows

from (35) that tryce(A) > B1-- - Buce, we have proved (36).

Conversely, let us assume that (36) holds. Let W be as in the proof of Theorem 4.6.
By (28), there exists disjoint circuits c1, ... , ¢, of G(A) such that |c1]|+- -+ |c,| = #C* and
truce(A) = ®j€clU---UCq Ajo(j) = ®jec1u~»ch (W‘lAW)jg(j) where o is the permutation of
the nodes of C* consisting of the circuits c1, ... , ¢;. Since W 1AW1 > D1, we obtain that
trpce(A) > ®j€c1U~»ch Dj;. ey U---Ucq # C*, we obtain, using 3, > --- > Buctyr >
Byce > - > [, that tryce(A) > B1--- By, a contradiction. Therefore, ¢;U---Ucy = ct,
anc} since By -+ Byuce = tryce(A) = ®j€cg Ajo(s), We get ®j€c1u---ch (A¢)jo;) = 1. Since
p(A¢) =1, the circuits c1, . .. , ¢4, which are critical for Ay, are critical circuits of G§(A) (by
Proposition 4.4). Hence, G§(A) has a disjoint circuit cover. O

Proof of Theorem 4.7. Let P = perm(YI @ A) be the min-plus characteristic polynomial of
A. By Lemma 2.11, we have

Pn—i =71 S Pn—i = tI‘Z(A) y with equality when Yi < Vit1l - (37)

We prove 2 => 1. Assume that G§_, (A) and G5(A) have a disjoint circuit cover. Combining
the inequality in (37) with (36), we get 71 ---vuce < B1--- Byce. Similarly, v -+ ypce—r <
B1--- Buce—1. Using (34), we get the reverse inequalities

Yooy 2 BBy forj=1,..0m (38)

so that
ryl...fy#cg :ﬂlﬁ#cﬂ 5 (39)
Y Ypoer =B Buce | (40)

Dividing (39) by (40), we get

c
Vgce-1p1 Ypor = By Bpoe = af ! (41)
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(recall that #Cy = #C* — #C*~1). Taking j = #C*~1 + 1 in (38), and using (40), we get

"/#Ce—l_;’_l Z 6#0(—14’_1 = Qy .

Since (v;) is nondecreasing, v; > v4ce-141 > ag holds for all j € {#C*™1 +1,... ,#C*},

hence, if v; > ay for some j € {#C*1 +1,... ,#C*}, we would have vyce—141 - Ygor >
ofc@, contradicting (41). Therefore, yuce-141 = -+ = Ypor = g = Ppoe-141 = -+ =
Byce-

We next prove 1 = 2. By assumption, (39) and (40) hold. Taking j = #C* + 1
in (38) and using (39), we have yuce1 > Bucryr. Since Buceiq > Buce = Yucor, we have
Yagctr1 > Yecoe, 50 the equality case in (37) yields

Yoo Ypor = tryce(A) (42)
Taking now j = #C*~! — 1 in (38), and using (40), we get Byuce-1 > yuce-1, hence,
Ypce-141 = Bgoi-141 > Buor-1 > Yucoe-1, and the equality case in (37) yields

Yo =ty (A) (43)

It follows from Lemma 4.8, and from (39), (40), (42) and (43), that Gj(A) and G§_,(A)
have disjoint circuits covers. O

Corollary 4.9. If G5_,(A) and G$(A) have a disjoint circuit cover, then ay is a corner of
multiplicity #Cy of the min-plus characteristic polynomial of A.

Proof. Since v; = 3; = ay for j € {#C*"1 +1,... ,#C*}, oy is a corner of multiplicity at
least #C* — #C*1 = #C, of the characteristic polynomial of A. Moreover, we showed in
the proof of “1 = 2” of Theorem 4.7 that v,cet1 > vuce and ygcoe-141 > Ygoe—1. Thus,
ay is a corner of multiplicity exactly #Cy of the characteristic polynomial of A. O

5 Asymptotics of eigenvalues

5.1 Statement and illustration of the result

We next show that under some non-degeneracy conditions, the first order asymptotics of the
eigenvalues of A, are given by the critical values of A. If G is any graph with set of nodes
1,...,n, and if b € C"*", the matrix b" is defined by

a bij if (Z,j) S G,
(07)i; = .
0  otherwise.

Let G be either the critical graph of A or the saturation graph Sat(/l, V'), for any eigenvector
V oof A (since by Proposition 4.4, all the nodes 1,... ,n belong to the critical graph of A,
we can take for V any column of A*).

We construct the following conventional Schur complements:

st =aC%, s* = Schur(C* 1, s'), £=2,... k. (44)
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The Schur complement s’ is well defined as soon as the matrix
'f‘g = ag(717c,€71 (45)

is invertible (we adopt the convention that r! is the empty matrix, and is invertible). We
shall also need the following matrix:

tg - Séecl . (46)

When both s* and s°~! are well defined, ¢/~ is invertible and we can compute s* from s‘~!

thanks to (12):
s = Schur(Cy_1, s 1) .
We say that a function of €, f(¢), is of order w(e®) if lim._.o |f(€)e™®| = +o0.

Theorem 5.1. Let s°, v, t, ¢ = 1,...  k be constructed as in (44,4546) with G = G°(A)
or equivalently with G = Sat(/i, V') for some eigenvector V' of A. Assume that the matriz v
is invertible for some 1 < (¢ <k, and let \{, ... ,)\ﬁw denote the non-zero eigenvalues of t°
(here and in the sequel, eigenvalues are repeated with multiplicities). Then, the eigenvalues
of Ac can be grouped in

1. my eigenvalues with asymptotic expansions

Lo~ Nex, 1<j<myg, (47)

2. #C*1 eigenvalues of order w(e™*),
3. #N* —my eigenvalues of order o(e**).

In particular, when t',... t* all are invertible, for all 1 < ¢ < k, A. has exactly #C,
eigenvalues of order €*¢, whose asymptotics are given by (47).

We prove Theorem 5.1 in Section 5.2.

By Proposition 2.4, the saturation graph Sat(A,V) (defined in Section 2.1) and the
critical graph Gc(fl) have the same strongly connected components. This explains why, in
Theorem 5.1, one can use either the graph G = G¢(A) or the graph G = Sat(A4, V).

The following result, that we also prove in Section 5.2, shows that the assumptions of the
theorem are generically satisfied, if we assume that the critical graphs have disjoint circuit

covers:

Proposition 5.2. Let { =1,... k. Assume that G§_,(A) and G§(A) have disjoint circuit
covers. Then, r’ and t' are generically invertible, so that the number of eigenvalues of A.
with an equivalent of the form Ae®¢, where A € C\ {0}, is generically #C,.

Ezample 5.3. To illustrate Theorem 5.1, consider the matrix (1) of the introduction, so that
(Ae)ij ~ aijGAij, with

11 1 1 0 4
a=|11 1], A=| o0 1 -2
11 1 1 2 o

We have pmin(A) = —1/3, and G¢(A) consists of the critical circuit:
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/0\\ /__2\
1 2 3
V

so that the construction of the critical classes stops with C; = {1,2,3} and k = 1. Then,

G°(A) = G5(A) = G°(A) covers all the nodes (see Proposition 4.4), hence,

01 0
st=]10 0 1
1 00

Since the spectrum of s' is {1, 7,52}, Theorem 5.1 shows that the spectrum of A, consists
of the three eigenvalues given in (2).

Ezample 5.4. To give an example in which different exponents appear, consider

a12
a21 : €a23
€a31 : : 62&34

646L43 65 Q44

Ac =

where a;; € C, and “-” denotes a zero entry. The associated matrix of exponents A is given
by (32), and we saw in Example 4.5 that the critical values of A are a1 =0, ag =2, a3 =4,
with C; = {1,2}, Cy = {3}, C3 = {4}. The critical graph G = G°(A) of the matrix A = A3
of (33) was represented in Example 4.5. Thus,

a2
azi T a2
st=a% = 3
azy a34
a43 -
The eigenvalues of the matrix ¢! = [agl %2 are the square roots of ajoasi. Let us assume

that ai2a91 # 0. Then, Theorem 5.1 shows that A, has two eigenvalues with asymptotics of
the form L. ~ &, where £2 = ai9a21. Moreover,

-1
—Qa310491 a2 as4 —
s* = Schur({1,2},s') = 3a 21523 3 , 1% = —azayass .
43 .

If we assume additionally that asjass # 0, Theorem 5.1 shows that A, has an eigenvalue
with asymptotics L. ~ —ag1a;, asze®. Finally, as soon as the matrix r° is invertible, i.e., as
soon as det 73 = aizas3a31 # 0, the Schur complement

=g = Schur({1, 2, 3}, sh) = a43a2_31a21a§11a34 .

is well defined. (When s? is well defined, that is aj2a2; # 0, and azjass # 0, we may
obtain equivalently 3 as Schur({3}, s?).) Thus, when ajsaszaz; # 0 and aszaziazs # 0,
Theorem 5.1 shows that A, has an eigenvalue with asymptotics £, ~ a43a§31a21a§11a34e4.

5.2 Proof of Theorem 5.1 and Proposition 5.2

For the proof of Theorem 5.1, we need to use the following lemma, which follows readily
from the definition of determinants.

INRIA



Asymptotique de valeurs propres 27

Lemma 5.5. Ifb,b € C"*" have two digraphs G(b) and G(b) whose circuits (or equivalently,
whose strongly connected components) are the same, and if bj; = b;; for all arcs (3,7)
belonging to circuits of G(b) or G(b), then, det b = det b. O

Let V be an eigenvector of A and let Sat = Sat(fl, V). The change of variables A = pue®t,
for some 1 < /¢ < k, transforms the characteristic polynomial of A, into

det(pue® I — A.) = det(e"?) det(,ueo‘“eD@_lI - eDe_lAE) = det(eP?*)P(e, p)
where P(e, 1) = det(ue‘”eDl_lI - eDl_lediag(v)_lAEediag(V)) .
If C C L are finite sets, we denote by EL the L x L diagonal matrix such that

1 forieC ,

Eb)i =
(Ee) {o forie L\C .

If L={1,...,n}, we shall simply write E¢c instead of E5. We have

-1 g -1 : -1
6D 6dlag(V) Aeedlag(\/) aSat7 GDe 6D Ece , and
e—0 e—0
—1
el S Eye (48)
e—0

hence P(e, p) —c—o P(0, 1), where
P(O, ,U) = det(/J/ENﬂ — Eceasat) .

Since Sat and Gc(fl) have the same strongly connected components (by Proposition 2.4),
Lemma 5.5 yields:

P(Omu) - det(/J/ENﬂ — EcgaGC(A)) .

The same arguments also show that the invertibility of the matrix r’ is independent of the

choice of G = Sat or G = G°(A) in (44). Hence, if s*, 1, t* are constructed as in (44,45,46)
with either G = Sat or G = G°(A), and if r* is invertible, then

PO, pn) = ,u#NHl det(,uEgZ - agf,c@) = M#N“A det(—r*) det(ul — t%) .

From Lemma 3.2 applied to P(e,Y), there exists # N continuous functions e — L7, with
j=1,...,#Cy and m = {,... ,k, such that L™/ are the roots of P(¢,Y) for all ¢ small
enough. Hence, Lg’j are the eigenvalues of ¢’ and Lgl’j = 0 for m > ¢. The other roots of
P(e,Y) tend to infinity. This shows Theorem 5.1. O

We finally prove Proposition 5.2. If the set of nodes of G§_, (A) can be covered by disjoint
circuits, it follows from Proposition 4.4 that these circuits also belong to G¢(A)NC 1 x O,
By definition of r¢, for generic values of a = (a;;), these circuits belong to the graph of r*,
which implies that the determinant of ¢ is generically non-zero. Thus, r* is generically
invertible. The same argument shows that if G§(A) can be covered by disjoint circuits,
rf+1 is generically invertible, and since t* = Schur(C*~!,r*!) is the Schur complement
of the generically invertible C*~! x C*~! submatrix of r/*!, namely ¢, in the generically
invertible matrix r*1, t* must also be generically invertible. Thus, m, = #C} generically
in Theorem 5.1. o
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6 Asymptotics of eigenvectors

6.1 Statement and illustration of the result
We now consider eigenvectors.

Theorem 6.1. Let s°, v, t*, £ = 1,...  k be constructed as in Theorem 5.1. Assume that
the matriz r* is invertible, for some 1 < { <k, that 1 # 0 is a simple eigenvalue of t*, and
let V' be any eigenvector of Ay. Then, the equation

(Eye — aSAaV) )y = g, (49)

has a unique solution w = (w;) € C™\ {0} up to a multiplicative constant. Moreover, there
is a unique eigenvalue L. with asymptotics L. ~ pe®, and if w; # 0, any eigenvector V.
associated to this L. satisfies (V.); # 0 for ¢ small enough, and

(Ve)j  wje's
Ve)i — w;e"s

, for je{l,... ,n} . (50)

We prove Theorem 6.1 in Section 6.2.

Ezxample 6.2. To illustrate Theorem 6.1, let us pursue the analysis of the example of the
introduction. We saw in Example 5.3 that the eigenvalues of the matrix (1) have asymptotic
equivalents of the form &e~'/3, where ¢ is a cubic root of 1. When p = £, any solution
of (49) (with ¢ = 1), is proportional to w = [1,£,£2]T. Since A has a unique critical class,
C1 = {1,2,3}, by Theorem 2.3, A has a unique eigenvector, up to a scalar factor, and we
can take V = [0,—1/3,4/3]T = /l_*71. Theorem 6.1 shows that any eigenvector V. associated

—1/3 is equivalent to

[175671/3’5264/3]T ,

to the eigenvalue &e

up to a scalar factor.

When w; = 0, Theorem 6.1 gives a poor information on the asymptotics of (V.);. More-
over, when A, has several critical classes (so that the eigenvector V is non unique) the
non-zero character of w; depends in a critical way of the eigenvector V' which is selected.

Ezample 6.3. The following example illustrates the importance of the choice of the eigen-
vector V in Theorem 6.1. Consider

1 e €
A= | —2¢ € .
€3 2¢?
which is such that (A.);; ~ aijeAU with
0 1 3 1 1 1
A=11 2 o |,a=]| -2 1 -
3 oo 2 1 -2

We have a1 = pmin(A4) = 0, with a unique critical circuit (1 — 1). Hence, C; = {1}, and

Az = Schur({1}, A) = { 421 ;L ]
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Thus, ay = 2, Cy = {2,3}. We have
R 1 3
A= -1 0
oo 0

Since the critical graph of A, which is the union of the complete graph on {1,2}, and of the
loop (3 — 3), has two strongly connected components, {1,2}, and {3}, the eigenspace of A
is spanned by the two vectors A”,, i = 1,3. Let us take

V=A5=1[320",

for which the saturation graph is obtained by adding the arc (1 — 3) to the critical graph
of A. Taking G = Sat(A,V) in (44), we get

) 1 11
sl=a%AWV =1 2 1 .| . (51)
. .9

Since t' = 1, Theorem 5.1 shows that A. has a root with asymptotics £. ~ 1, and since
t? = s = Schur({1},s') = [3 2] has roots 2,3, A. has two eigenvalues with respective
asymptotics L. ~ 2¢2, and L. ~ 3e2. Let us compute for instance the asymptotics of the
eigenvector V. associated to Le ~ 2¢2, using Theorem 6.1 with ¢ = 2 and u = 2 (thus

As = A). With the previous choice of V', we need to solve the system (49), which, by (51),
specializes to

w1 +we +wsg =0, —2w; —we=0,0=0 .

All the solutions of this system are proportional to w = [1,—2,1]7. Thus, Theorem 6.1
shows that up to a multiplicative constant,

VY, ~ [63, —2¢2, 1]T .
Consider now the alternative choice of V:
V=A" =[0,-1,1]" .

Then, Sat(As, V) is obtained by adding the arc (3 — 1) to the critical graph of A. Theo-
rem 6.1 yields that (V.); ~ w;e"%, where

w1 +we =0, 2w, —wy =0, w; =0

and since all the solutions w are proportional to [0,0, 1], we learn only from (50) that
(Ve)1/(Ve)s ~ 0e~ L, and (V.)a/(Ve)3 =~ 0e~2, a very poor information.

Remark 6.4. When 1 is not a simple root of ¢, the first order asymptotics of the eigenvector
may be ruled by higher order terms in the expansions of the entries of A, see [ABG98] for
a special case.
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6.2 Proof of Theorem 6.1

We first observe that by Theorem 5.1, there is only one eigenvalue L. of A, equivalent to
pe®t. Then the associated eigenvector, V,, is unique, up to a multiplicative constant, since
for € small enough, L. is a simple eigenvalue of A..

To prove Theorem 6.1, we perform the change of variables V, = eV and L. =
Me* where M. — pu when ¢ — 0. After multiplying V. by a constant, we may assume
that Zl<j<n |We);| = 1. From AV, = LV, we get

eDl_le(diagV)_lAeediagVWE _ MEeDe_leWWE :
where D¢ ' ¢dias(V) ™" g ediagV _, Sat(AeV) when € — 0. Together with (48), this implies
that any limit point w of W, when ¢ — 0 satisfies

a5 AV = uEyew,  and |wy] 4+ [wn] =1 . (52)

To show that the solution w of (52) is unique, up to the multiplication by a complex number
of modulus 1, we shall prove that uEy. — asat(“if"f) has rank n — 1.

Since, by Proposition 2.4, Sat(A., V') and G°(A¢) = G5(A) have the same strongly con-
nected components, applying Lemma 5.5 to the matrices b = b(\) = AEy¢ — aSat(AeV)
and b = b(\) = A\Eye — a4, with A € C, we get detb(\) = det b(\). Moreover, since
G$(A) and the restriction of G°(A) to C* have the same strongly connected components
(see Proposition 4.4), then by Lemma 5.5 again, detb(\) = det()\EgZ — PR RN o

det(—r?) det(A — tON#N" | which yields:

det b(A) = det(—r") det(A — tONFNT" (53)
Hence, det b(;) = 0 since y is an eigenvalue of t', and pFEy¢ —aS(4¢V) has rank < n. Since
 is a simple eigenvalue of t* and u # 0, p is a simple root of the equation detb(\) = 0.
Hence, the partial derivative 0y det b()\), evaluated at A = p, is non-zero, which implies that
there is a subset L of {1,...,n}, of cardinality n — 1, such that det(b(x)z,r) # 0, which
shows that puEy: — aS2(4¢Y) has rank n — 1. Thus, (49) has only one non-zero solution, up
to a scalar multiple, which implies that all the solutions of (52) are of the form (w, where
¢ € Cissuch that |¢| = 1, and w is any solution of (52). Let us pick ¢ such that w; # 0. Since
all the limit points of W, are of the form (w, with || = 1, we get We);/(We)i — w;/w;
when € — 0, and since V. = ¢128 VW, we get (50).

6.3 On the choice of the eigenvector V

We now show that there is, in some sense, a canonical choice of V' in Theorem 6.1. Denote
by Cf,...,C!, the critical classes of Ay, and by C},...,C}* their restrictions to Cy. By
Proposition 4.4, C{, ... ,C, are the strongly connected components of G¢(A)NC* x C* and
they cover C*. Moreover, one can deduce from Proposition 4.1, that for v = 1,... vy, C¥

is either the empty set or a critical class of the matrix A,, and that C} U---U C}* = C,.
Then, when 7 is invertible, the characteristic polynomial of ¢ can be factored as

det(A\ — 1) = Q;(N) -+~ Q7" (V) (54)
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where Q7 (\) = det(A] — t£;7cz) if C} # @ and Q}(\) = 1 otherwise. Indeed, taking
G = G°(A) in (44), using the fact that CY,... ,C’, are the strongly connected components

c

of G¢(A) N C* x C*, and using the block triangular structure of AEy: — a® D) we get

det(—r*) det(AT — 1) = det(\ES, — a%,(D) (55)
Ve ~
= [[ det(AESE — )
v=1

= det(—r") 11 det(\I — t&ye) -

v=1,...,vp, C} #2

Since 7! is invertible, this shows (54). Thus, if 4 # 0 is a simple root of det(\I —t¢), there is
a unique v € {1,... v} such that p is a root of the polynomial @} ()\). Denote by v(y) this

index. Let V be an eigenvector of Ay, for instance V = (Ag)_f ; with j € C*. By the same
arguments as in the proof of (53), one can show that (55) remains valid if we replace Ge(Ay)
by Sat(As, V). Hence, for any v # v(u), (uEye — asat(A“V))cg’cg is invertible. Moreover,

Sat(A(,V))

since u # 0, (uEyNe — a Ne+1,nverr s invertible. One can then deduce, using the

block triangular structure of uFEpne — asat(“i@’v), that if there is no path from i to Cf( ) In
Sa,t(flg, V), then w; = 0. In particular, using Proposition 2.6, one deduce that if V' = (Ag)ij
with j € C*\ C’f(#), then there exists a final class C% of Sat(A,, V) different from C’f(#),

v
hence w; = 0 for all i € C. This observation explains Example 6.3, and it also suggests that
the choice V = (A;)*; with j € C},,) is canonical (note that different choices of j € CJ,
yield proportional vectors V). However, in the case of eigenvectors, there does not seem to
be a simple analogue of Proposition 5.2 (characterizing the cases where generically w has
non-zero entries).

7 The theorem of Visik, Ljusternik, and Lidskii revisited

7.1 Statement of the theorem

We now show that the theorem of Vigik and Ljusternik [VL60] and Lidskii [Lid65] can
be obtained as a corollary of Theorem 5.1, and that Theorem 5.1 allows to solve cases to
which the classical result does not apply. The presentation of this subsection is inspired
by [MBO97], that the reader may consult for a general discussion of the theory of Visik,
Ljusternik, and Lidskii.

Lidskii [Lid65] considers a matrix of the form A. = Ay + €b, where b € C™"*" and
Ag € C™*" is a nilpotent matrix. We shall need specific notations for Jordan matrices.
Let N[g] denote the ¢ x ¢ nilpotent matrix such that (N[g]);; = 1if j = i+ 1, and
(Nlg])i,; = 0 otherwise. For m > 1, we define N[77'| = N(¢)+---+N(q) (m-times), where
+ denotes the block diagonal sum, and, given a decreasing sequence q; > ¢2 > ... > q > 1,
and my,... ,mi > 1, we define N[ gl | = N4t ]+ +N['4"]. For instance, when

RR n° 5104



32 Marianne Akian, Ravindra Bapat, Stéphane Gaubert

q=3m1=1,g2=2,m3=2,q3=1,m3 =1, we have

1 -
N B T
5 IR B s R N s N
1,2,17
Nsaal=|g . lg . lg.lagl: (56)
[P I i R I R
E R E

[k

where, again, represents 0 (why some zero entries are written inside boxes will be ex-
plained below). We consider the case where Ay is equal to N["g5 e ] IfF 1 < £ < k, we
finally define the (mq +---+my) X (m1+- - -+my) submatrix &, of b, obtained by considering
only the bottom rows and first columns of the Jordan cells of sizes ¢; x ¢, 4,5 = 1,... 4.
For instance, in the case of (56),

b31 bzs b3 b3s

bs1 bss b3e bs1 bss bsg  bss
O =[bn |, ®=] b bss b o Py=
L [ 31 } 2 51 U054 056 3 b71 bra bre b1

bri bra b bg1 bss bsg brs

The corresponding positions in the matrix A, were depicted by boxes in (56). By convention,
® is the empty matrix, and is invertible.

Corollary 7.1 ([Lid65, Th. 1]). Assume that both ®y_1 and ®, are invertible, for some
1< ¢<k, and let \1,... , m, denote the eigenvalues of Schur(®,_1,Py). Then, A. has
meqe eigenvalues with asymptotics

L. Nﬁel/q“, where % = X, andi=1,... ,my
(for each \;, all the qo-th roots £ of \; are taken).

Of course, Corollary 7.1 can be stated in an equivalent “coordinate free” way, by using
left and right eigenvectors associated to the different Jordan blocks, see [Lid65]. In fact,
Moro, Burke, and Overton observed that we need not require ®, to be invertible in Corol-
lary 7.1: when ®, is singular, [MBO97, Th. 2.1] shows that to each eigenvalue \; € C of
Schur(®,_;, ®;) corresponds g, eigenvalues of A, with asymptotics £, = &el/% + o(el/)
where £% = ),.

7.2 Derivation of Corollary 7.1

Let us denote by A["g!7: 20" | the matrix of exponents associated to A = N[ "3 0% | 4 eb:

A["da ] is obtained from N["1: 0 | by exchanging zeros and ones. For instance,

A[3] =[19] corresponds to A = [J §] + eb. The following lemma is straightforward.
Lemma 7.2. Let ¢ > --- > qi > 1, mq,... ,my > 1. The matriz A[”}I}jjjjj;’i’“} has min-
plus eigenvalue 1/q1, and set of critical nodes Cy = {1,... ,m1q1}. Moreover,

Schur(Cy, 1/qr, A["q g ) = A[G206k ] (57)
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It follows from Lemma 7.2 and in particular, from the recursive property (57), that the

sequence of critical values of A[ "¢ 0% | is (ou, ... ,on) = (1/q1, ... ,1/qr), and that the as-
sociated critical classesare Cy = {1,... ,miq1},...,Cr = {Z;:ll meqe+1,. .. 72521 meqe}-
Recall that the diagonal matrix D is defined from the oy and C,.

An eigenvector V[ "¢tk | of DTYA[ g gk | can be built as follows. For all ¢ > 1, we

set V[s] =10, 1/g,..., (q—l)/q]T then, for m > 1, we define V['q | = V[i]+-- +V[(ﬂ
(m-times), where + denotes the concatenation of vectors, and, finally, we set V[ml m’“] =
V[ Pl FVGE]L Tt is easy to see that Vo= V[0 ] is an eigenvector of A=

1A[”§i,,,, ¢." |, and that the corresponding saturation graph is the union of the graph of
N["gg ] and of the arcs (i), where i is the index of a bottom row of a Jordan block
of N["gi: jjg’;’”], and j is the index of the left column of a Jordan block of N["gir 6" .

Since Sat(A, V) is strongly connected, it is also equal to G°(A). For instance, for A, =
N([331] +eb, and G = G(A) = Sat(A, V), we get

1 .
1
b3 - - |bsa - |bss - | bss
I 1
T bt o | bsa - | bsg - | bss (58)
1
bz - b - |brg - | brs
| bs1 - - | bga - |bsg - | bss |

The statement of Corollary 7.1 becomes a special case of the statement of Theorem 5.1,
provided the following identity is proved:

det(A — t*) = det(A\? — Schur(®,_1,®;)), L=1,...,k .

This can be seen immediately by noting that ¢’ is a matrix of cyclicity g,, which can be
put, by applying a transformation t* +— Pyt‘P,"!, for some permutation matrix P, in block
circular form

Pl p . 1
¢ —1 me(qe—1)
Et ¢ o Schur(CDg,l, (I)g) . ’ (59)

@

where I, is the identity matrix of order ¢, and where the “-” represent blocks with 0 values.

Indeed, by (46) and (44), we get:
= Schur(C*™*, a8, ) (60)
and for each ¢ = 1,... ,k, there exists a matrix Q, corresponding to a permutation of C*

preserving Cy, such that in block form we get:

Im1(q1—1)+---+mzf1(qu1 -1) ‘ )
. (I>12

(bll
G -1 _ l 4
Qeacz’cng = B - T
o1 ‘ 99 me(qe—1)
oy . oy .

(b21 @22
of Cp = {21‘:1 miq; +1,... ,Zle m;q; } of the form Zi:l miq; +mqe with m =1,... ,my).

where &, = {@ ®° } and ®}' = ®,_; (for each ¢, the indices of ®2? correspond to the nodes
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Hence, taking for P, the restriction of Q, to Cy, and using the fact that [ 4 ¥ ]71 = [\11;1 ‘I’_fl }

for all invertible matrices ¥ and @, we get (59).
For instance, in the special case of (58), and ¢ = 2, we get

_ Lo }
1
b3 - - |b3s b3
QWgQ’CQQ?—l = A 1 -,
1
bsi - - | bsa bse
L br1 - - | bra e
and,
r . . ‘ 1 -
-1
Pyt?Pyt =
bsa bse | | bs1 byl [ bsa bss |
L | bra D76 bry | 3t
0 0 I
o L SChuI‘((I)l,(bg) 0
This concludes the proof of Corollary 7.1. O

7.3 Singular examples

We now show how Theorem 5.1 allows to solve singular cases in Lidskir’s theorem (Corol-
lary 7.1), and we also illustrate the limitations of Theorem 5.1.

Ezample 7.3. Consider the following classical degenerate example, taken from [Wil65, Sec-
tion 2.22] and [MBO97, Eqn 1.1]:

Ac=Ao+eb, where 4y =N[35]=| © - - |0 - | andbeC™" . (61)

o - |
Recall that all the dots (whether they are surrounded by boxes or circles, or not) represent
0. If the entry bs; corresponding to the circled position in (61), is zero, ®; is singular, and

we cannot apply Lidskil’s theorem (Corollary 7.1). However, Theorem 5.1 can be applied.
We can write (A¢)i; ~ @ijﬁAij, where

bin 1 b1z | bisa bis 1

bar b2z 1 | bag bas 1

a = 0 b32 b33 b34 b35 y and A = o0
1

1

bar baz baz | bas 1
bs1  bs2 bs3 | bssa  bss

— === O
e L =
e L
— Ol —~

We have oy = pmin(A) = 2/5, C1 = {1,2,3,4,5}, and since the critical graph of A, which
is composed only of the circuit (1 — 2 — 3 — 4 — 5 — 1) covers all the nodes, we have
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G¢(A) = G°(A). Thus, for G = G(A),

Theorem 5.1 shows that, if by5b51 # 0, Ac has five roots with asymptotics
EE ~ 562/5 N where 65 = b45b51 .

The asymptotics of the eigenvectors can also be obtained from Theorem 6.1 (the computa-
tions are similar to the case of Example 6.2).

Ezample 7.4. To conclude, let us discuss the following singular version of the illustrating
example of [MBO97]. Let A. = Ay + eb, where Ay = N[33'1], so that

_ L _
1
bs1 - - |bsa - - | bsr - | b3g
1
a® = 1
ber - - |bea - - |ber - | bey
1
bsi1 - - |bsa - - |bsr - | bsg
| bor - - |boaa - - |bor - | bgg |

Consider the singular case where bg; = bgs = 0. We may keep A as in Section 7.2, but this
gives little information since ¢! is not invertible. However, (Ae)ij =~ aijeA” still holds if we
change the following values of A: Ag; = Agy = 0o. Then, we find oy = 1/3, C1 = {1,2,3},
ag =2/5,Cy ={4,5,6,7,8}, ag = 4/5, C3 = {9}, and the critical graphs G§(4), £ =1,2,3
are represented as follows:

(=

with the same coloring convention as in Example 4.5.
The matrix ¢! is invertible if, and only if, b3; # 0. In this case, A, has three eigenvalues
with asymptotics £, ~ Ae'/3, corresponding to the different cubic roots \ of bs;. We have

1

2 - | ber

A N
/ /
T R
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where for instance b, = bgs — b81b§11b34. Thus, t? is invertible, if, and only if, b%,be7 # 0.
When this is the case, A, has five eigenvalues with asymptotics L. ~ \e?/5, corresponding
to the different quintic roots A of bg,be7.

However, the last critical graph, G5(A), that we just represented above, does not have a
disjoint circuit cover. To see this, observe that there is no arc from the set {3, 8,9} to the set
{2,3,5,6,7,8,9}, remark that the sum of the numbers of elements of these two sets, which is
3+ 7 = 10, exceeds the dimension of the matrix, which is 9, and apply the Frobenius-K&nig
theorem (see for instance [BR97, Th. 2.14]). Then, we know from Theorems 4.6 and 4.7
that the greatest corner, 79, of the min-plus characteristic polynomial of A is strictly greater
than the greatest critical value, Sy = a3 = 4/5, and by Theorem 3.8, the exponent Ag
of the remaining eigenvalue of A. must be strictly greater than 4/5. Thus, in this case,
Theorem 5.1 does not predict the exponent of the eigenvalue of A, of minimal modulus.
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